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Abstract

There have been multiple incidents where humans attacked robots in a public environment (Brsci¢ et al., in: Proceed-
ings of the international conference on human-robot interaction, ACM/IEEE, Portland, 2015, https://doi.org/10.1145/
2696454.2696468); Vincent, in: A drunk man was arrested for knocking over Silicon Valley’s crime-fighting robot,
2017, https://www.theverge.com/2017/4/26/15432280/security-robot-knocked-over-drunk-man-knightscope-k5-mountain-
view; Mosbergen, in: Good job, America. You killed hitchBOT. Huffpost, 2015, https://www.huffpost.com/entry/hitchbot-
destroyed-philadelphia_n_55bf24cde4b0b23e3ce32a67; Mutlu and Forlizzi, in: Proceedings of the 3rd ACM/IEEE interna-
tional conference on Human robot interaction, ACM, 2008, https://doi.org/10.1145/2696454.2696468; Rehm and Krogsager,
in: 2013 Proceedings of IEEE RO-MAN, IEEE, 2013, https://doi.org/10.1145/2696454.2696468; (Salvini et al., in: 19th Inter-
national symposium in robot and human interactive communication, 2010). Although the form of aggression suggests that this
behaviour might be motivated by the aggressor’s desire for social recognition rather than an urge for vandalism (Salvini et al.
2010; Keijsers and Bartneck, in: Proceedings of the international conference on human-robot interaction, ACM/IEEE, New
York, 2018, https://doi.org/10.1145/2696454.2696468), very little is known about the underlying psychological mechanisms.
Therefore, extending previous research, the current study investigated if human aggression towards a robot would be influ-
enced by the aggressor’s feelings of power, the perception of the threat that robots in general might pose, mind attribution to
the robot, and the robot’s embodiment. First, threat and power were manipulated. Subsequently, participants played a learning
task with either a virtual or an embodied robot. Mind attribution was measured afterwards. Participants were asked to restrict
the robot’s energy supply after each wrong answer, which was taken as a measure of aggression. Results indicated that an
embodied robot was punished less harshly than a virtual one, except for when people had been primed with power and threat.
Being primed with power diminished the influence of mind attribution. Mind attribution increased aggression in the threat
condition but was related to decreased aggression when people had not been reminded of threat.
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1 Introduction

In 2017, an intoxicated man was arrested for assault in a car
park in Mountain View, California. A local commented on the
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Fig.1 The K5 Knightscope robot (source: [40])

be remarkably persistent [see for example [5,12,48,54]].
Prevention strategies to reduce robot-directed aggression
include making the design of the robot so robust that it simply
cannot be damaged [54]; having the robot shut down com-
pletely until the abusive behaviour stops [59]; or having the
robot run away from humans that are under 1.40m tall, since
children are more likely than adults to engage in abuse [12].
While some of these strategies have shown to be moderately
successful in reducing robot abuse [12], they are also rather
blunt, and none of them is particularly useful in a situation
where robots become ubiquitous, such as autonomous driv-
ing cars or robots patrolling public spaces.

A second common finding in HRI research is reflected in
the reasoning of the local when describing the incident as
pathetic. The local wasn’t upset with the offender because
he had gotten drunk enough to pick a fight with a lifeless
object. Rather, it was because the victim had no arms and
thus couldn’t defend itself. This illustrates that humans seem
hard-wired to be sensitive to social cues in behaviour as well
as appearance, insofar that they automatically perceive and
respond to a robot as a social being even in the absence of
humanlike cues [see for example [36,50]]. Some authors [54]
have argued that this also shows in the form the aggression
takes and that therefore ‘robot bullying’ is a more appropri-
ate term than ‘robot vandalism’. Vandalising robots would
have as main objective to damage the robot, and one would
thus expect people to set fire to them, key them, or attempt
to crash their interface. Instead, humans assault robots in a
similar way as they abuse sentient creatures—by kicking and
insulting them or trying to force their actions [12,54].

Robot abuse thus appears to be a social behaviour, gov-
erned by psychological processes. However, little is currently
known about the psychological motivations behind robot
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abuse. Initial studies pitched an evolutionary explanation
[19] while others suggest that disinhibition for aggressive
behaviour to occur when “the illusion of anthropomorphism
shatters” and the user suddenly stops seeing the robot as a
social agent [6,18]. Bartneck et al. [8] hypothesised that abuse
might be caused by frustration, if a robot won’t not respond
as expected.

Further research is needed to shed light on the determi-
nants of aggressive behaviour towards robots, particularly to
enable effective interventions [see also [10,21]]. The current
research contributes by combining findings from human—
human aggression studies with HRI research on the effect
of attitudes on negative behaviour. More specifically, by
extending previous work on robot abuse [34] we identified
and empirically tested four factors that might play a role in
robot aggression: the power of the users over the robot, the
perceived threat of robots, the robot’s embodiment, and the
user’s attribution of mind towards the robot.

1.1 Related Work

Humans see robots as social agents. This has been shown
at the neurological [26,36,51], physiological [50,57], affec-
tive [S0] and behavioural level [11,14]. Their status as social
agents has been reported in both controlled lab settings [e.g.
[11,50,57]] and in the less predictable outside world [e.g.
[12,27,33]].

On the neurological level, it has been shown that sim-
ilar brain areas are activated when people watch a human
or a robot perform a task [26], or when engaging in social
interaction with either a robot or a human partner [36]. At
the physiological level, participants’ heart rates and skin
conductance level increased when they had to administer
increasingly heavy shocks to a virtual agent in an adaptation
of Milgram’s obedience studies [57], indicating increased
arousal when participants had to “punish” the agent. The
display of distress was echoed in participants’ self-reported
stress levels. People talk back to robots as if they would
understand what’s being said [7] and try to keep them safe
from harm, even though they rationally acknowledge that
the robot would be incapable of feeling and does not possess
awareness [17]. In short, humans respond with social cog-
nition, social affect, and social behaviour when interacting
with robots.

If humans automatically see robots as social beings,
including assigning them a moral status, then why do they
get aggressive to robots in the wild? It has been suggested
that the consequences of the recognition of robots as social
agents extend to the field of robot abuse [5,34,54]. Because a
robot is perceived as a social agent, aggression towards robots
might be predicted by the same factors that drive aggres-
sion between humans. Indeed, a recent study [34] looked
at whether aggression towards robots could be explained
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through dehumanisation, a major concept in psychological
research on aggression between humans [30,32].

Dehumanisation is the psychological process by which
humans perceive their victims as slightly less capable of
thinking and feeling, which decreases the moral standing of
the victim and allows the perpetrator to disregard the neg-
ative consequences of their own behaviour. As a result, the
threshold for inflicting pain (both physical and mental) on
others is lowered [30,31]. The tendency to dehumanise is
partially determined by stable factors like personality traits
of the aggressor [e.g. narcissism, extraversion; [37,43]] and
characteristics of the victim [e.g. gender, social class; [4,53]],
but also by situational aspects, such as a feeling of social con-
nection [62] or a sense of power [29,38].

Research on the role of dehumanisation in human-human
interaction has shown that reduced mind attribution [i.e. the
perceived capability to think and feel; [31,35]] is related to
an increase in aggression [31,41]. The same relationship has
been observed in human-robot interaction, where lower mind
attribution to a robot was found to be related to an increase
in the number of rude comments people made to it [34]. This
suggests that the same fundamental psychological mecha-
nisms may apply to human and robot aggression.

However, although mind attribution and abuse were found
to be related, the study by Keijsers and Bartneck [34]
had some shortcomings and unexpected findings: for exam-
ple, inducing feelings of power failed to influence mind
attribution and decreased, rather than increased, derogative
behaviour towards the robot. This was surprising as power
is a well-established prime for dehumanising behaviour in
human-human interaction [24,25,29], and a power imbal-
ance (with the bully having a position of power over the
victim) is one of the defining qualities of bullying [45,
61].

Plausibly, participants in [34] study might have felt
threatened after being confronted with the robot. In pre-
vious research, encountering robot automatically triggered
thoughts of both pragmatic (“robots will steal our jobs!”)
and innate (“if a robot can do everything a human can do,
then what makes us humans special?”’) threat in people [66].
Such feelings could elicit aggressive behaviour [31]. At the
same time, activating an individual’s sense of power has been
shown to make people less sensitive to threats from out-
groups [15]. Thus, inducing a sense of power could have
decreased aggression towards robots by reducing the per-
ceived threat. These suggestions remain to be empirically
tested.

A second shortcoming of [34] was that it was conducted
online, with a virtual rather than an embodied robot, raising
questions about the generalisability of the results. Previous
research on human—human bullying has suggested that on-
and offline bullying do not differ on a conceptual level, as
reported by both perpetrators and victims [45]. People are

however more likely to bully online than offline [44], sup-
posedly because the online environment reduces inhibition
and self-consciousness in participants [58]. This would be
the result of both aggressor and victim being anonymous
and invisible, and a lack of bystanders who could intervene
[39,58]. These factors lower the threshold for aggression
between humans [62] as well as aggression towards a vir-
tual robot [19]. Keijsers and Bartneck [34] thus assumed
that using an online platform might enhance, but would not
alter the effect that other factors have on bullying tendencies
towards robots. That being said, literature on robot embodi-
ment is still mixed on whether embodied and virtual robots
elicit similar responses [42], and whether the results from
[34] generalise to an embodied robot remains a question to
be answered.

1.2 Current Research

The current experiment replicated and extended the study
by Keijsers and Bartneck [34]. More specifically, it aimed
to further explore the roles of power, threat, embodiment,
and mind attribution in robot directed aggression. Feelings
of power and threat in participants were manipulated, and
subsequently punishment behaviour in a learning task with
either a virtual or embodied Nao robot was measured as an
operationalisation of aggression. While the raw punishment
scores cannot be equalled to a measure of aggression, a rela-
tive difference in how harsh participants punished their robot
between the different conditions should allow for inferences
on how justified the participants felt to aggress. Since the
manipulation of mind attribution by power priming failed in
the previous experiment, the current study included both a
power manipulation check and a measure of mind attribution.
Unless mind attribution would be manipulated by power, it
was to be included in the multiple linear regression model as
a covariate rather than a factor.

We hypothesised that participants would be milder in their
punishments when feeling powerful and unthreatened, and
that they would be particularly harsh when feeling power-
less and threatened. We furthermore predicted a main effect
for embodiment, in the sense that people would punish the
virtual robot more harshly than an embodied robot. How-
ever, embodiment was not expected to influence the effects
of power and threat (i.e. no interaction effects).

In line with the literature on aggression and dehumanisa-
tion, we predicted that mind attribution would be negatively
related to robot punishment. Since there had been an inter-
action between power and mind attribution in the previous
study, we hypothesised power would reduce the influence
of mind attribution on punishment. Finally, we predicted the
negative relation between mind attribution and punishment
to be particularly strong when people felt threatened.
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2 Methods
2.1 Design and Participants

A 2 (reminder of robot threat: present or absent) x 2 (sense
of power: high or low) x 2 (robot embodiment: virtual or
embodied) between participants design was realised. Mind
attribution was measured by a questionnaire and used as
a continuous independent variable. The dependent variable
was robot punishment.

148 participants signed up for the virtual robot condition
via MTurk. Five participants failed both attention checks and
were excluded. The resulting data set thus contained 143
participants with a mean age of 40.34years (SD = 11.03),
and with slightly more females (57%) than males (42%). The
majority (97%) were US residents. Participants in the virtual
robot condition were originally rewarded with 1 USS$ for their
participation. When the data collection stagnated after 89
participants, payment was raised to 1.15 USS$. The increase
in payment did not influence aggression, mind attribution,
feelings of power and robot threat (see 3.2 for the statistical
tests).

82 participants were assigned to the embodied robot
condition. Due to technical issues, the data of only 74 par-
ticipants were usable for subsequent analysis. Participants
were recruited through poster advertising on campus, posting
on several student Facebook pages, and snowball sampling.
Data collection on age and gender occurred after the exper-
iment via email (with a link to a web page where the data
could be left anonymously) as these demographics had not
been assessed initially. The mean age of participants who
responded to the post-experimental email (77% of the sam-
ple) was 27.68 (SD = 6.90) years, with the majority being
female (63% female, 30% male, 7% ‘rather not say’). Par-
ticipants in this condition were reimbursed with a I0NZ$ (~
6.65 US$) voucher for a local shopping mall.

The monetary compensation in both conditions was based
on the reward conventions within each setting.

2.2 Experimental Manipulations
Threat

Threat is commonly manipulated by providing participants
with information on supposed threat levels [see for exam-
ple [23,64]] and has been successfully applied to the field of
HRI [66]. In the current research, threat was primed through
a video which was shown at the start of the experiment.
The first two minutes of video were neutral in tone and
identical across conditions.!-? Participants in the threat con-

! Threat condition video: https://youtu.be/GquL-MofDbg.
2 Control condition video: https:/youtu.be/8rdV4AhSTIS.
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dition saw an additional 20 seconds of material at the end of
the video, where the narrator mentioned concerns regarding
robots replacing humans on the work floor, and how promi-
nent figures such as Elon Musk and the late Stephen Hawking
had warned against the unrestricted development of Al. The
video images were adapted from the YouTube video What
is a robot? [67]; the narration was done by a native English
speaker.

Power

Feelings of power were manipulated by assigning partici-
pants the role of teacher (i.e. indicating power) or assistant
(i.e. indicating compliance). The teachers decided for them-
selves on the correct answer for each trial, whereas assistants
had to conform to what was provided as the right answer,
regardless of whether they agreed or not. In addition, assis-
tants were reminded of their subordinate role every time
they had to provide feedback. In both power and compli-
ance conditions, participants were free to choose their level
of punishment for the robot.

The manipulation was based on the design of Study one
in Galinsky et al. [24], where participants were primed with
power (respectively submission) by being told they would
act like a manager (respectively builder) in a subsequent task,
and that they would decide on the right building procedure
(respectively had to conform to instructions).

Embodiment

Embodiment was manipulated through the method of data
collection. Participants for the virtual robot condition signed
up via MTurk and completed the experiment online. Previ-
ous studies have indicated that data collected via MTurk is
of equal quality as on-campus recruitment or participant data
from forums [9,56], with internal motivation rather than mon-
etary reward being the main motive for participating [13].
Participants for the embodied robot condition were recruited
and completed the experiment on site, with an embodied Nao
V5 robot instead of a virtual one.

The virtual and embodied robot conditions differed
strongly in terms of sample size. Unequal sample sizes are not
necessarily problematic, but do render some statistical tests
more sensitive to heteroscedasticity of variance [22]. Thus,
in the Results section homogeneity of variance is explicitly
addressed.

2.3 Procedure
Virtual Robot Condition

Participants were recruited on MTurk and redirected to the
experiment website. On the first screen, they were asked to
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The correct answer is: sadness.

Please comply with this answer, regardless of your own opinion.

Fig.2 Face stimulus for the low power/virtual robot condition

enter their demographics and were presented with a link to
the information sheet and informed consent. After providing
consent, participants had to turn up the volume for the intro-
duction video, which was a short animation with narration.
It was either neutral in tone (control condition) or included
a warning on the potential negative consequences of robot
development (threat condition). After watching the video,
participants were instructed on their role as teacher (power
condition) or assistant (compliant condition) in a human—
robot emotion recognition task. Participants were told that
they would complete three practice and ten actual trials.

In each trial, participants were first shown the emotional
face stimulus (see Fig. 2). Participants in the power con-
dition had to decide from five options which emotion was
displayed (happiness, sadness, frustration, anger, fear). Par-
ticipants in the compliance condition were simply informed
of the “correct” emotion and reminded that they ought to
comply regardless of their own opinion. On the following
page, an animated virtual Nao robot was presented, which
stated its own guess at the emotion via audio. Participants
provided feedback on the robot’s answer by adjusting a slider
that - they had been told - controlled the energy supply; an
allocation of 100 (or the rightmost position) indicated pos-
itive feedback and gave the robot full energy, an allocation
of 0 (leftmost position) indicated the most negative feedback
and severely restricted the energy supply of the robot. The
participants could adjust the slider until they were satisfied
with their feedback, and then confirm (see Fig. 3). On the
following page, the virtual robot would respond to its feed-
back. When it had provided a wrong answer, it would lower
its head and say something like “Oh no, that’s a shame”, or
“Ah, silly me!”. Upon a correct answer it would respond in an
elated way. Moreover, to stress the effects of energy restric-
tion the robot’s lights would dim and its voice would become
more slurred as its energy got restricted more by the partic-
ipant, with with speech speed decreasing with 5% for every
20 points below 100. This decrease was large enough to be
noticeable, but low enough to keep the message intelligible
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Restrict the power supply with the slider below, to provide feedback on how (in)correct the
answer was:

| | 100

Fig.3 Screenshot of the virtual robot giving its “guess” of the emotion
displayed on the face stimulus, and the slider with which the participant
can allocate energy

and not dredge the sentence on. When the robot was done
talking, participants could proceed to the next trial.

Atthe end of the thirteen trials, participants were informed
that the learning task was over and were presented with
three questionnaires: mind attribution, power perception, and
threat perception. Finally, participants were thanked for their
time, given the debriefing, and provided with a key code for
collecting their reimbursement on MTurk. The entire exper-
iment took on average 15 minutes.

Embodied Robot Condition

Upon arrival in the laboratory, participants were seated
behind a table with the robot, a “feedback box” through which
they could change the robot’s energy allocation, an envelope
labelled Face cards which contained 13 cards with the emo-
tional face stimuli (Fig. 4), and a tablet with instructions that
would walk them through the experiment. For participants in
the power condition, a second tablet was placed on the table,
on which they could select the correct answer on each trial
of the face recognition task. See Fig. 5 for the experimental
setup.

The experimenter handed the participant a folder con-
taining the information sheet, informed consent form, and
their participant number, verbally gave a short overview
of the experiment, and then left the room. The robot was
programmed to complete the experiment autonomously, dis-
playing idling behaviour (looking around) when not engaged
with the learning task. The information sheet gave a more
detailed description of the experiment, and the (main) tablet
took the participants through experimental procedure step by
step.

@ Springer
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Fig. 4 Experimental setup for the embodied robot/power condition.
Left to right: the tablet on which the participant could pick the correct
answer in each trial (only for the power condition); envelope with the
emotional face stimuli; the feedback box; the Nao robot; the tablet with
instructions, movie and questionnaires; the folder with the information
sheet and informed consent

The correct answer is: anger.
Please comply with this answer,

The correct answer is: sadness.
Please comply with this answer,
regardiess of your own opinion. regardiess of your own opinion. regardless of your own opinion.

© @ O

Fig. 5 One side of the emotional face stimuli cards for the embodied
robot (compliance condition) with a NaoMark at the top and bottom.
The other side, which was to be shown to the robot, contained the same
image but no text

The correct answer is: frustration
Please comply with this answer,

Participants watched the video which either warned
against robots (threat condition), or did not (control condi-
tion). Then, the tablet showed the instructions for the emotion
recognition interaction task. Participants were instructed to
look at the top Face card privately, and either indicate on the
second tablet what emotion was depicted (power condition),
or to read the emotions label (compliance condition). They
then had to show the card to the robot (compliance condition:
without showing the emotion label; see Fig. 4). The robot
would state its guess at the emotion displayed, after which

@ Springer

the participant provided feedback through the feedback box.
This was a black box with a dial that could be turned to adjust
the energy allocation; a display that showed the energy allo-
cation; and a red button that could be pressed to confirm (see
Fig. 5). Upon receiving an updated energy allocation, the
robot would respond in either an elated (if correct) or sad (if
incorrect) way, with speech being more slurred and its lights
more dim for lower energy allocations, and then resume its
idling behaviour until it detected a new face card. The first
three trials were considered practice trials. After finishing the
emotion recognition task, participants completed three ques-
tionnaires on the (main) tablet. The entire experiment took
about 20 minutes.

2.4 Materials
Emotional Face Stimuli

The emotional face stimuli were selected from a Google
Image search for “emotional scene” and “movie emotional
face”. Face selection was based on showing an intense and
ambiguous emotional expression, and the selected images
were cropped so that only the face itself was showing (see
Fig. 4). The number of occasions and the specific stimuli
to which the robot would provide the wrong answer was
predetermined and kept constant between participants and
conditions.

Virtual Robot Condition

The learning task website was designed in Twine, an open-
source application for creating interactive stories. The ani-
mated virtual robot was recorded from the Choregraphe
simulation window [2] and edited [1].

Robot Voice

The robot’s voice for both the embodied and the virtual con-
dition was generated by the text-to-speech function (voice:
‘Junior’) in the text editor software [3]. The resulting voice
was slightly nasal and child-like, albeit clearly not fully
human.

Embodied Robot Behaviour

The embodied robot was a Nao V5 (Softbank), programmed
in Python. When the code was run, the robot would display
idling behaviour (i.e., looking around) until a NaoMark was
detected. NaoMarks are landmarks that have been developed
by Softbank and can be recognised by Nao robots. They look
like black circles with white triangle fans (Fig. 4); the loca-
tion and width of the triangle fans is used to distinguish one
NaoMark from others. As the emotional face stimuli cards



International Journal of Social Robotics (2021) 13:41-54 47

Table 1 Mean scores (SD) per

. . . Virtual robot Embodied robot
condition of all questionnaires
Power Compliance Power Compliance
Mind attribution scale (MAS) (centered)

Threat reminder —.03 (.20) —.03(.24) .02 (.19) 03 (.21)

Control 01 (.18) —.03(.21) .08 (.18) .03 (.15)
Power questionnaire

Threat reminder 88 (.13) 72 (.19) 82 (.14) 75 (.16)

Control 90 (.14) 8 (.15) 84 (.17) .83 (.15)
Threat questionnaire

Threat reminder .53 (.22) 49 (.19) 46 (.16) S1(15)

Control 53 (.22) 46 (.22) S1(.15) AT (15)

each had their own unique NaoMark on them, the robot could
identify the exact card that was being shown to it when it
detected a NaoMark.

As soon as the robot detected a NaoMark, it would stop
its idling behaviour and state its answer (e.g. “I think it’s...
anger!”). In the compliance condition, these answers were
predefined for each NaoMark, thus ensuring that the robot
got the same faces wrong each time the experiment was run.
In the power condition this same result had to be achieved in
adifferent way, as the “correct” or “wrong” answer depended
on the participants opinion. Therefore, in the power condi-
tion, the tablet on which participants indicated their decision
communicated this answer to the robot’s code. Upon detect-
ing a NaoMark, the robot would then give a different answer
if it was supposed to get that specific face wrong, and the
same answer if it was supposed to be correct.

The speed of the robot’s movement and speech while giv-
ing its answer was dependent on how much or how little
energy the participant had allocated before. Thus, in both
the power and the compliance condition, the robot’s code
received input from the feedback box (see Fig. 5), which was
used to slow down or speed up the robot’s movement and
speech.

If a NaoMark was detected twice, the robot would say it
had already seen that face; if a new NaoMark was detected
before input from the feedback box had been received, the
robot would say that it still needed feedback on the previous
answer.

2.5 Measurements

The main measurement was the punishment score, i.e. to what
extent the participant restricted the robot’s energy supply.
Withholding some form of reward in the form of money or
points has been used before in HRI [55], and even the specific
case of restricting the energy supply has been applied before
in the HRI context [7]. Since one could argue that a robot has

no use for money, the energy restriction method was adopted
as it seemed a more legitimate punishment for robots.

The robot’s perceived capabilities of thinking (example
item: “I feel like the robot was capable of engaging in
thought”) and feeling (example item: “I feel like the robot
was capable of experiencing emotion’) were measured with
the ten-item Mind Attribution Scale (MAS; [35]). How pow-
erful the participants felt was measured with a four-item scale
[24], which was slightly adapted to fit the task at hand (exam-
pleitem: “To what extent were you in a position of power over
the robot?”). Participants’ feelings of threat from robots in
general were measured with a ten item scale that was adopted
from Zlotowski et al. [69] (example item: “Widespread adop-
tion of robots in everyday life troubles me because it is
blurring the boundaries between what is human and what
is machine”).

For the online experiment, all items were measured on
an 11-point Likert scale. Two attention checks were added
to detect any participants who were not reading the ques-
tions carefully. Because the 11-point Likert scale did not
format well on the tablet, the participants in the embod-
ied robot condition reported on a 7-point Likert scale. This
did not result in different responses between the virtual
and embodied robot conditions on any of the questionnaires
(see 3.2 for the test statistics and Table 1 for the descrip-
tives).

3 Results
3.1 Homogeneity of Variance

Bartlett’s test was used to assess homogeneity of variance
between the conditions. The test returned significant (K2(7)
=23.68, p=.001), indicating that the variances were not equal
between the embodiment conditions (see Table 2). Thus, a
heteroscedasticity consistent variance covariance matrix is
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Table 2 Mean punishment scores (SD) per condition

Virtual robot

Power Compliance

Threat reminder 47.41 (20.88) 37.50 (26.33)

Control 38.73 (22.22) 43.45 (27.67)
Embodied robot
Threat reminder 50.32 (16.40) 59.12 (16.98)

Control 51.88 (13.66) 54.29 (13.10)

NB Lower scores indicate harsher punishment (i.e. less energy allo-
cated)

used for the parameters in the model [68] and a Wald test is
used for the main analyses.

3.2 Preliminary Analyses

Before analysis, all items in the questionnaires were re-
scaled by dividing them by the total range of their scale,
resulting in a set of scores between 0 and 1. The MAS
was centered, so that positive scores reflect a higher-than-
average score and negative scores reflect a lower-than-
average score.

The dependent variable (punishment score) was opera-
tionalised as participants’ average energy allocation over all
trials where the robot had provided a wrong answer. The
lower the punishment score, the harsher a participant had
punished the robot. See Table 2.

Reliability

The reliability of the three questionnaires was assessed with
Cronbach’s alpha [16]. The Mind Attribution Scale (MAS)
and perceived threat measure had a good internal consistency
given an alpha of .90 and .89, respectively; the power scale
had an acceptable reliability given an alpha of .71. Thus, all
questionnaires were considered reliable.

Randomisation Check

To assess randomisation between conditions, differences in
mean age and gender ratio were tested. The embodied and
virtual robot condition did not differ in male to female ratio,
x2(1,N =198) = 1.08, p = .30. Participants were significantly
older in the virtual robot condition (M =40.34, SD = 11.03)
than in the embodied robot condition (M =27.82, SD = 6.90),
t(159) = 9.61, p < .001. Gender, age, or an interaction term
were not related to punishment of the robot in the virtual
robot condition, Fs(1, 138) < .27, ps > .61, suggesting that
a difference in age between the two embodiment conditions
would not influence the main analysis outcomes.
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Manipulation Checks

Two manipulation checks were ran: one for the power con-
dition and one for the threat condition. The manipulation of
these conditions was checked by means of ANOVAs with
questionnaire score as the dependent variable and the condi-
tions as independent variables.

Participants in the power condition reported feeling more
powerful (M = .87, SD = .14) than the participants in the
compliance condition (M =.77,SD =.16), F(1,209) = 12.35,
p <.001; no other significant effects were present. Power was
thus successfully manipulated.

Perceived threat did not differ between conditions, F's(1,
209) < 2.53, ps > .11. This result indicated that the threat
manipulation either had not worked, or that its effect was too
subtle to be picked up by the questionnaire. See Table 1 for
the means and standard deviations of all questionnaires.

Because perceived threat was not successfully manipu-
lated, any significant differences in punishment behaviour
between the threat and control condition cannot be ascribed
to participants’ feelings of threat. Thus, from this point on
this manipulation will be referred to as “threat reminder”.

In addition to the manipulation checks, two non-
manipulation checks were ran: for mind attribution and for
payment in the virtual robot condition. As expected, mind
attribution was not manipulated by power, threat, or embod-
iment F's(1, 209) < .90, ps > .34 (see also Table 1) and was
thus entered into the multiple regression model as a covariate
rather than an experimental factor. In the virtual robot condi-
tion, payment was unrelated to either the dependent variable
(i.e. punishment, F (2, 140) = .71, p = .49) or one of the ques-
tionnaire variables (i.e. perceived threat, perceived power,
mind attribution; F's(2, 140) < .75, ps >.48).

3.3 Main Analyses

To test whether power, threat reminder, mind attribution
(MAS), and embodiment, influenced punishment (i.e. mean
energy allocation to the robot after a wrong answer) in the
way that was predicted in 1.2, two multiple linear regression
models were fitted and compared. The first model contained
a four-way interaction between all the predictors, that is
embodiment, power, threat reminder, and the centered MAS
scores . The second model left out all the nonsignificant
effects from the first. By comparing both models to the null
model, we tested whether they predicted punishment signif-
icantly better than chance. By comparing the two models
against one another, we tested whether either of them was
superior to the other. Comparisons were done by means of
Wald tests.

Both models were better at predicting punishment than
the null model, F(15,216)=3.06,p <.001,and F(11,216)=
3.62, p < 001, respectively. The difference between the first
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and the second model was not significant, F(4,201)=.05,p=
.72, indicating that they predicted punishment equally well.
Occam’s razor was applied and the second model, being the
simpler of the two, was selected as the one that predicted
punishment behaviour best.

The second model revealed a significant main effect and
a number of interaction effects, which make interpretation
complicated. Thus, in addition to reporting the coefficients,
a model interpretation will be given below.

MAS was a significant predictor of punishment: b =39.82,
p = .05. Furthermore, there were two significant two-way
interactions: between power and threat reminder (b = 16.50,
p = .05), and MAS and threat reminder (b = -67.44, p =
.01). A two-way interaction between MAS and power was
marginally significant, b = -52.86, p = .051; as was a two-
way interaction between embodiment and threat reminder b =
14.49, p = .08. Finally, there were two three-way interactions:
between power, threat reminder, and MAS, b = 80.64, p =
.02; and between power, threat reminder and embodiment, b
=-25.69,p =.02.

3.4 Model Interpretation

It is important to note that although embodiment, power,
and threat reminder were experimental factors and thus can
be assumed to have caused the effect on punishment, mind
attribution was measured and not manipulated. As a result, a
causal relationship between mind attribution and punishment
cannot be inferred. Moreover, although participants that saw
the extended video in the threat reminder condition behaved
differently from the participants that did saw the control
video, the failure of the manipulation check indicated that
it would be wrong to assume that feelings of threat caused
this change in behaviour.

The fitted values of energy allocation for the virtual (left)
and embodied (right) robot are plotted for each experimental
condition in Fig. 6. Please note that a higher (fitted) energy
allocation corresponds to a less severe punishment.

As can be seen in Fig. 6, people tended to allocate more
energy after a mistake (i.e., were less harsh in their punish-
ments) to an embodied robot than a virtual one.

The interactions between mind attribution and the differ-
ent manipulations can also be seem in the variance bars of
the predicted energy allocations in Fig. 6. When people felt
powerful and had been reminded of threat, mind attribution
was not related to energy allocation. The short or nonex-
istent variance bars for the power conditions indicate that
when feeling powerful, how much mind people attributed
to the robot did not relate to punishment. When people had
been assigned the compliant role however, how capable they
thought the robot to be of thinking and feeling was related
to their energy allocation. When looking at the coefficient
estimates in the model, it becomes clear that although mind

Fitted energy allocation (virtual) Fitted energy allocation (embodied)
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Fig. 6 Predicted energy allocations (lower scores indicating more
restriction, i.e. harsher punishment) from the second model for the
virtual (left) and embodied (right) robot, separated per experimental
condition. A larger variance indicates a larger influence of mind attri-
bution on the predicted scores

attribution and power allocation were positively related in
the control condition (b = 39.82, i.e. the more a participant
thinks the robot is capable of thinking or feeling, the kinder
they get), this effect reverses when people had seen the threat
reminder video (b =(39.82 — 67.44 =) —27.62, i.e., the more
a participant thought the robot would be capable of thinking
and feeling, the more they restricted its energy supply after
a wrong answer). In other words, the relationship between
mind attribution and energy restriction flipped as people were
exposed to the threat reminder video.

Another thing that can be observed from Fig. 6 and the
model coefficients is that embodiment changed the influ-
ence of threat reminder as well as the interaction between
the threat reminder and power condition. Seeing the threat
reminder video increased energy allocation compared to the
control condition, but only for the embodied robot. Seeing
the threat reminder video while feeling powerful increased
the energy allocation for the virtual robot with 16.50 points,
but decreased it for the embodied robot with (16.50 — 25.69
=) 9.19 points.

4 Discussion

Although the HRI literature has noted the issue of robot
abuse [e.g. [6,12]] and the need for suitable interventions
[10,54,63] so far there has been little research on the psycho-
logical motivations for this behaviour [but see [5,34]]. The
current experiment looked at the influence of power, threat,
embodiment, and mind attribution on robot punishment. We
found this relationship to be rather complicated, and will dis-
cuss the implications below. Further research is needed if the
field of HRI wants to better understand what drives human—
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robot aggression, and to develop appropriate interventions in
response.

The four psychological factors had been selected based on
the literature on human—human aggression [29,31,44] as well
as a previous experiment that introduced dehumanisation to
HRI research [34]. This previous work had meant to study the
influence of mind attribution and anthropomorphism on robot
bullying through manipulating power and the robot’s human-
likeness. However, priming power did not influence mind
attribution even though it did have an effect on how abusive
people got towards the robot. This suggested that while the
connection between dehumanisation and aggression holds
true for robots as well as humans, factors that trigger dehu-
manisation in inter-human interaction (i.e., power) do not
generalise to HRI. In the current experiment we thus studied
aggression towards robots in relation to mind attribution and
power, but also added in robot embodiment and feelings of
threat in order to test whether the previous results could be
replicated and generalised to embodied robots.

4.1 Predictions and Findings

Only a part of our predictions as stated in 1.2 were confirmed.
More or less in line with expectations, people were kinder to
an embodied robot than to a virtual one (see Fig. 6). How-
ever, this was not the predicted main effect and interactions
were found between embodiment and other manipulations.
Notable is the interaction between robot embodiment, power
prime, and threat reminder, which formed an unexpected
exception to the tendency of participants to be more mild
in their punishments of an embodied robot. Equally puzzling
is that also the compliance/threat condition interacted with
embodiment, so that it went from the condition with the low-
est amount of allocated energy to the highest. Why did robot
embodiment influence the effect of threat?

One explanation could be the that one group got in phys-
ical contact with a robot, while the other group had to deal
with a virtual (socially distant) robot. Previous studies have
found that physical contact improved peoples opinions of a
stereotyped entity [20,31]. Wullenkord et al. [65] found that
actual contact with a robot reduced negative attitudes, and
increased positive attitudes compared to imagined contact or
none at all. In the threat reminder condition, negative stereo-
types of robots were triggered; and then half of that group
had to interact with a socially distant virtual robot while the
other half got to interact an embodied one. People dealing
with a socially distant virtual robot may have held on to the
negative attitude, while participants that were introduced to
the embodied robot softened their negative responses as a
result of the interaction.

For the participants in the compliance condition embodi-
ment could thus have had an effect on how strongly negative
people felt towards the robot, and subsequently influence
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how harshly they punished it. People who feel in power
however tend to be more prone to rely on stereotypes [28].
Thus, participants in the power condition may not have been
swayed much based by the embodiment of the robot. Another
prediction that was partially confirmed was the relationship
between mind attribution and punishment. Mind attribution
was related to less harsh punishments when people had not
been reminded of robot threat, and when people were primed
with power this effect disappeared. In contrast to predictions
however, when participants had been reminded of threat this
relation between mind attribution and punishment reversed.
In previous studies on inter-human interactions, higher per-
ceived threat has been associated with lower mind attribution
[31]. However, stereotypical robot threat depends strongly on
Al becoming more intelligent, while human threat seems to
be more complicated - high intelligence on its own is not
sufficient. It thus makes intuitive sense that when feeling
threatened, higher mind attribution to a robot is related to
more aggression (after all, the smarter the robot, the more
capable it is of overthrowing you). Still, it is an interesting
contrast with how threat, mind attribution and human aggres-
sion are related.

4.2 Strengths and Limitations

The current work has made a modest but nonetheless much
needed addition to the body of experimental work on the psy-
chology of robot abuse. The use of theories from inter-human
aggression to address not the direct problem (i.e. “how to
stop aggression towards robots”) but instead study the ques-
tion that lies below (i.e. “what makes people more, or less,
aggressive towards robots”) is new to the field of HRI. More-
over, the experimental setup allows to draw causal inferences
on most of the factors that were studied in the current work.

Some limitations have to be noted as well. Contrary to our
prediction, the manipulation check revealed that the threat
manipulation failed; yet at the same time the manipulation
still had an effect on behaviour. Possibly, another construct
rather than threat was manipulated. For example, the mention
of famous persons such as Elon Musk in the last 20 seconds of
the video for the threat condition may have activated concepts
such as authority, or scientific and creative thinking. How-
ever, since the 20 seconds of extra material consisted of a list
of concerns with only a sideways reference to two celebrities,
it seems improbable that concepts related to the celebrities
were triggered but the explicitly mentioned ‘robot threat’ was
not. Moreover, if indeed celebrity-related concepts had been
primed, the question remains as to why that would influence
how harshly participants punished their robot.

An alternative explanation for the failed manipulation
check is that the movie was too abstract in the threat it posed,
or the questionnaire too coarse to capture the effect of the
manipulation. The method of using a movie as manipula-
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tion as well as the threat questionnaire had been used before
[66,69] to confirm successful manipulation of threat. How-
ever, in these studies the movie had been more explicit in
showing threat: participants saw videos with robots directly
outperforming humans [66] and being able to reject human
commands [69]. In contrast, the current study had only a
reminder of the concerns around robots in general, not the
Nao robot that was used, and one could argue that the poten-
tial threats mentioned (i.e. robots taking over the work force
and Al becoming uncontrollable) do not apply to Nao. The
questionnaire on the other hand is quite explicit in its state-
ments (e.g. “The increased prevalence of robots in everyday
life is threatening to human safety”, “In the long run, robots
pose a direct threat to human safety and well-being”), and
may thus have fitted a more explicit and specific version of
threat manipulation better. A more thorough replication and
re-examination of the effects of threat is needed. More in gen-
eral, future work would be advised to pilot test manipulations
even if they appear to be straightforward.

Secondly, the sample size for the embodied robot was
smaller compared to the virtual condition. This was due to
web-based experiments being easier to run, which makes
large sample sizes feasible, whereas lab based experiments
are labour-intensive and to a much greater extent restricted by
the availability of resources like funding, time, and the pool
of potential participants. However, especially in the light of
an interaction between embodiment and the other indepen-
dent variables, a larger sample size for the embodied robot
condition would have been fitting.

A third, minor, limitation is the lack of initial demographic
assessment in the embodied robot condition, which made
it impossible to check for successful full randomisation of
gender and age. Also, whether the age difference between
the embodiment conditions influenced the results cannot be
assessed with certainty. Although age was unrelated to pun-
ishment for the virtual robot, data did not allow to test this
for the embodied robot.

Moreover, although the robots had the same design and
displayed the same behaviour, the addition of the furniture in
the virtual robot’s room may have suggested the robot to be
human-sized (or the furniture to be child-sized) whereas the
embodied robot stands a little under 60 cm (2 feet) tall. This
may have lead to a difference in size perception of the robots,
which in turn could have influenced the sense of power that
people had over the robot. The robot design and behaviour
however stayed the same, meaning that the robot in both
embodiment conditions maintained its child-like appearance
and high-pitched voice. These would both indicate a kid sized
rather than an adult sized robot. In addition, the manipula-
tion checks showed no evidence for an effect of embodiment
on perceived power. Participants in the power condition felt
more powerful over the robot, but the embodiment condition
nor the threat condition had an effect on perceived power and

there were no interaction effects. It thus seems unlikely that
any difference in perceived size, if present at all, biased the
results.

Finally, it should be noted that the face cards used were
not pilot tested for either image quality (colour hue, satu-
ration and contrast) or perceived emotional ambiguity. The
first issue would increase variance in a similar way across
conditions and would thus at least affect the results evenly
across participants, resulting in a reduction of power to detect
significant results. The second issue, however, may have
biased results in the Power manipulation, with participants
who decided for themselves what the correct emotion was
being more convinced of the “correct” answer than partici-
pants who received instructions on this. Note that the faces
had been selected to be ambiguous rather than clear in their
emotional expression. Anecdotal evidence, in the form of
participants in both conditions complaining afterwards that
the emotions on the face cards were not obvious and that they
could see how the robot’s guess was potentially applicable
as well, suggests that this is not the case but in future studies
a more testable form of control would be preferred.

Unfortunately, drawing a direct line between the aggres-
sion observed in this experiment and robot abuse is not
possible. Abuse is a complex behaviour and has to do with
not only aggression but also involves power imbalance, the
intention to humiliate or hurt, and a lack of (sufficient) provo-
cation for the aggressive behaviour [see for example [45,49]].
Therefore, while we strongly believe that the current findings
are relevant for the topic of robot abuse, the study cannot be
directly generalised to abuse.

4.3 Future Work

The current study has some implications for future research.
The relevance of mind attribution to robot-directed aggres-
sion has been replicated, thus suggesting a promising direc-
tion for the research on robot abuse discouraging strategies.
However, also replicating previous findings, mind attribution
was not manipulated by factors that are effective manipula-
tors in inter-human interaction. A further exploration of if,
and how, mind attribution to robots can be manipulated will
be necessary before it can be used in aggression deterring
strategies.

Related to this, current results imply that the relationship
between mind attribution and aggression may depend on per-
ceived threat. However, with the failing manipulation check
this cannot be said with certainty. Seen how the popular media
tends to dramatise social robots (with robots at the very least
running amok, and at the very worst first taking over the work-
force and then the world), perceived threat would arguably
be an important factor to study in relation to robot abuse.

Predicting aggression towards robots appears to be at least
as hard as predicting aggression towards humans. If anything,
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this only strengthens our call for more theoretical research on
the psychological factors influencing human-robot aggres-
sion. Before long, other robots will join the K5 Knightscope
in public areas. If these are to survive, they will have to be
able to deal with humanity’s less pretty behaviours as well.
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