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Abstract

Social robots are being developed to support care given to older adults (OA), people with dementia (PWD) and OA with mild
cognitive impairment (MCI) by facilitating their independence and well-being. The successful deployment of robots should be
guided by knowledge of factors which affect acceptability. This paper critically reviews empirical studies which have explored
how acceptability issues impact OA, PWD and OA with MCI. The aim is to identify the factors governing acceptability, to
ascertain what is likely to improve acceptability and make recommendations for future research. A search of the literature
published between 2005 and 2015 revealed a relatively small body of relevant work has been conducted focusing on the
acceptability of robots by PWD or OA with MCI (n=21), and on acceptability for OA (n=23). The findings are presented
using constructs from the Almere robot acceptance model. They reveal acceptance of robots is affected by multiple interacting
factors, pertaining to the individual, significant others and the wider society. Acceptability can be improved through robots
using humanlike communication, being personalised in response to individual users’ needs and including issues of trust and
control of the robot which relates to degrees of robot adaptivity. However, most studies are of short duration, have small
sample sizes and some do not involve actual robot usage or are conducted in laboratories rather than in real world contexts.
Larger randomised controlled studies, conducted in the context where robots will be deployed, are needed to investigate how
acceptance factors are affected when humans use robots for longer periods of time and become habituated to them.
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1 Introduction

Dementia, which affects mainly people over age 65, is
expected to affect 66 million people by 2030 and 115 mil-
lion by 2050 [1]. This progressive degenerative syndrome
can cause memory loss, mood and personality changes, com-
munication problems and difficulty performing routine tasks
[2]. Mild Cognitive Impairment (MCI) is estimated to affect
between five and 20% of people over 65 and is a condition
where people have minor problems with memory or think-
ing. People with MCI do not have a diagnosis of dementia
but are at increased risk of developing this condition [3].
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Social robots are being developed to support the care given by
human care givers to older adults (OA), people with dementia
(PWD) and MCI [4,5]. These aim to reduce social isolation,
improve quality of life and support people in their social
interactions [5-9].

Social robots are defined as being useful, and possessing
social intelligence and skills which enable them to interact
with people in a socially acceptable manner [10]. This means
they need to be able to communicate with the user and be
perceived by the user as a social entity [11]. This definition
includes companion-type robots, with a primary purpose to
enhance mental health, and the psychological well-being of
its users, and service-type robots which support people in
undertaking daily living functions. Acceptability is defined as
the ‘robot being willingly incorporated into the older person’s
life’ [12], which implies long term usage.

Acceptability of these robots to PWD, OA with MCI and
OA is an important issue which depends on multiple variables
[13,14]. Future research and the design, development and
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Table 1 Almere model constructs [16]

Construct

Definition

Anxiety

Attitude towards technology
Intention to use
Perceived usefulness
Perceived ease of use
Perceived enjoyment
Social presence
Perceived sociability
Trust

Perceived adaptability
Facilitating conditions

Social influence

Evoking anxious or emotional reactions when using the robot

Positive or negative feelings about the appliance of the robot

The outspoken intention to use the robot over a longer period of time

The extent to which a user thinks a robot will be helpful in their daily activities
The degree to which the user believes that using the robot would be free of effort
Feelings of joy or pleasure associated by the user with the use of the robot

The experience of sensing a social entity when interacting with the robot

The perceived ability of the robot to perform sociable behaviour

The belief the robot performs with personal integrity and reliability

The perceived ability of the robot to be adaptive to the changing needs of the user
Factors in the environment that facilitate using the robot

The user’s perception of what other people think about them using the robot

deployment of robots, in this rapidly expanding field, needs
to be guided by knowledge of factors which affect accept-
ability. This paper critically reviews empirical studies which
have explored how acceptability issues impact these groups
of people. It aims to: (1) determine how this issue has been
examined to date; (2) identify the importance of particular
factors; (3) ascertain what is likely to improve acceptability;
and, (4) make recommendations for future research.

2 Literature Search Methodology

Literature published between January 2005 and May 2015
was searched systematically by a librarian in the follow-
ing databases: Cochrane library, PubMed, Scopus, CINAHL,
EMBASE, Web of Science Core Collection, PsychINFO,
Compendex (EI Village 2), using the terms: accept®, demen-
tia*, Alzheimer*, robot*, “’cognitive deficiency”, elderly,
technology accept®, user accept®, attitude, social robots,
assistive technology, social commitment, social, therapeutic,
relationship building, companionship, caring, mental health,
entertainment, interactive autonomous, interactive engaging,
mental commitment. The titles of 198 articles were read and
141 were discounted as they were not in English, lacked rel-
evance or were duplicates. Abstracts from the remaining 55
papers were then examined and 11 were excluded as they
were not empirical studies or did not focus on PWD, OA
with MCI or OA. Therefore in total 44 studies were identi-
fied for inclusion in this review. OAs were defined as being
people over 65 years who do not have a diagnosis of demen-
tia or cognitive impairment and PWD describes participants
who have a diagnosis of dementia.

3 Literature Review

This review uses the Almere theoretical model of technol-
ogy acceptance [15] as a framework to present its findings.
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Constructs from this model, which was developed to test
acceptance of assistive social agents by elderly users, are
defined in Table 1.

The review begins by introducing literature which explains
how psychological factors affect acceptance by impacting
users’ anxiety levels and their attitude towards robots. These
factors predispose a user to respond to a robot in a particular
way, influencing the degree of acceptance likely at an initial
robot—user encounter.

3.1 Attitudes and Anxieties Towards Technology

Before a person has their first direct experience of robots,
users form a mental model about them which conditions their
responses to the robot. Mental models are influenced by past
personal experience and second hand sources of information
external to the individual, such as science fiction and the
media [11,17-19]. For example, zoomorphic robots, such as
Paro, appearing as a baby harp seal, may stimulate users
and connect with prior experiences, by evoking happy caring
emotions, previously generated when interacting with pets
[20].

Prior experiences and an individual’s attitude towards a
robot is affected by their expectations about what it can and
cannot do. This is also linked to anthropomorphism and the
human tendency to regard robotic and non-robotic objects as
living entities with humanlike capacities of mind. How this
occurs is explored further below.

Attitudes to particular robots, and the degree of anxiety
or emotional reaction that they evoke, are influenced by the
degree to which a human perceives a robot to have an ability
to feel (mind experience) and an ability to do things (mind
agency). The latter includes perceptions about its capacity
for self-control, memory and morality [21]. Takayama [22]
suggests that arobot which is perceived to have a high level of
mind agency, appears to have its own needs, desires and goals,
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i.e. it is perceived to possess human attributes. Whereas, a
robot perceived to have a middle level of perceived agency,
does not have its own motivations and is regarded as a tool.
Takayama [22] distinguishes between in-the-moment per-
ceptions of agency and more reflective perceptions which
result from considered thinking about a situation. Robots
can be perceived as highly agentic entities in-the-moment,
as people respond to them instinctively. This tendency may
facilitate humans forming emotional bonds with a robot and
eliciting social responses. It has been proposed that the ten-
dency to anthropomorphise may increase if a person is lonely
or feels gratitude towards a device which helps them [17].

Stafford et al. [21] investigated whether perceptions about
mind can predict robot usage and how this affects attitudes
towards robots. They studied attitudes towards Healthbot,
which can respond to face recognition and touch—screen
interaction and perform vital signs measurements. It also
provided medication reminders, entertainment or telephone
calling and had the ability to assess brain fitness, with self-
selected OA participants (n=25) living independently in
a residential unit. Having obtained baseline measurements,
fourteen participants did not interact with the robot, four used
it in their apartments, four used it in the residents’ foyer, and
three used it in both places. Participants who attributed more
agency to the robot were more wary of it and used it less,
but their attitudes improved when they became aware of the
robots limited ability to think and remember.

It is possible that acceptability will be improved if robots
are perceived to have a level of agency appropriate to their
purpose and the context in which they are employed. Indeed
it has been speculated that robots perceived as having low
agency but high experience (feelings) might make more
acceptable companion robots [11]. Paro is a highly successful
robot which conforms to this specification, appearing to have
alot of feelings but little agency. The evidence regarding how
gender, education, age and prior computer experience (CE)
impacts anxiety and attitude towards robots presents a com-
plex picture. Arras and Cerqui [24] found that 34% of men
had a more positive image of robotics compared to 9% of
women and the latter were more skeptical on every aspect of
robot technology. In addition 39% of OA had a more positive
image of robots compared to 22% of those under 18 years.
OA believed robots could contribute to their personal hap-
piness and quality of life, although they rejected the idea of
robots replacing human social contact [24].

Heerink [16] explored the influence of gender, educa-
tion, age and computer experience on acceptance by showing
OA, who were living semi-independently in residential care
(n=066, 43 female, 23 male, aged 65-92), a film of a Robo-
Care robot being used by an older adult. Authors describe
this robot as a mobile cylinder with a female screen face
which can act autonomously and connect to smart-home
technology. Data collected using questionnaires suggested

that participants with more education were less open to per-
ceiving the robot as a social entity. In addition, people with
more CE perceived it as easier to use (PEOU). Gender differ-
ences coincided with correlations of CE and PEOU, which
suggested that males had more CE and this increased their
PEOU. However, this study also found that anxiety lev-
els towards the robot were influential and correlated with
age, CE and education levels (0.331, p < 0.005; — 0.356,
p < 0.005; —0.229, p < 0.25).

The effect of age and anxiety towards robots was also
investigated by Normura et al. [25] who conducted an online
survey randomly selecting respondents from a Japanese
survey company, based on age and gender (n=100; aged
20-70). They found that people in their twenties, who
had experienced humanoid robots directly or in the media,
reported higher anxiety levels toward robots than those aged
50-60. However, OA mistrusted technology significantly
more than younger adults. The former also found technology
more difficult to use and had less knowledge of its capabil-
ities. Women were more skeptical about using robots than
men. Interestingly, the age groups used different strategies
when learning how to use unfamiliar technologies: young
people used trial and error, adults read instructions whereas
OA preferred to ask for help. This research also found that
more OA compared to younger adults preferred robots not to
be freely mobile within the home (90 vs 28%) and only 8%
of OA compared with 54% of younger adults reported that
they would feel completely safe and comfortable to have a
robot performing tasks in their house. Scopelliti et al. [19]
supported the inference that OA may respond to technologies
differently to younger people. Their pilot qualitative study,
which involved three generations in six families (n=23),
found that OA evaluated robotic technology positively. How-
ever, OA were concerned about the harmonious integration
of robots into the home environment, whereas participants in
other age groups expressed different priorities [19].

3.2 Intention to Use (ITU)

The evidence suggests that factors impacting acceptance can
change when a person uses a robot and becomes more famil-
iar with it, rather than just hearing about it from a third party
[26-28]. For this and other reasons described below, ITU as a
measure of robot acceptability can provide less reliable and
valid information than studies which examine actual robot
usage over a prolonged period of time. For example, Stafford
etal. [23] recorded attitudes towards the robot Cafero, using a
robot attitude scale, before and after staff (n =32) and OA res-
idents (n=21) in a retirement village had 30 min to interact
with it. Following the interaction, both participant groups had
less negative attitudes towards the robots. A similar improve-
ment in attitude was found by Gross and Schroeter et al. [23],
in their observational qualitative field trial conducted in a
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‘smart’ house. They found some OA with MCI and their
carer partners (n=4 dyads), were initially negative toward
the companionable robot and perceived it as frightening [27].
However, they started to appreciate its benefits and found it
more acceptable after spending 1day using it. Heerink [15]
evaluated whether ITU predicted actual robot usage, with OA
residents (n =30) who were introduced to iCat, played with
it for 3 min and then had their ITU measured by completing a
questionnaire. Afterwards, iCat was left in a residents lounge
for participants to use if they wished when they were alone.
This subsequent usage was video recorded. They found that
ITU sometimes predicted actual usage but did not always do
sO.

In a subsequent experiment involving OA (n=30), usage
of Steffie, a virtual screen character used to assist participants
with online computer activities, was recorded. This program
was installed in participants’ home computers. Heerink [15]
found ITU is impacted by other acceptance factors and can
be predicted by users’ attitude and how much they perceive
the robot to be useful.

Stafford [11] suggests that ITU can be problematic when
researching robot acceptability with OA and PWD. This is
because questions about intending to use robots in the future
do not always make sense to participants when they know a
robot is not going to be available to them after completion of
a study.

In contrast to studies which have used ITU measures,
those examining the impact of direct robot experience on
robot acceptance over longer periods of time in the user’s
usual living situation [6,7,9,26] have the potential to provide
more useful information on acceptability. Pfadenhauer and
Dukat’s [28] provides insight on the importance of exploring
acceptability factors in context. They ethnographically exam-
ined the deployment of Paro in a German residential care
setting for PWD, using participant observation and video-
graphic documentation of approximately three group activity
sessions per month, over 1year. They found that Paro was
used in a variety of ways: to facilitate communication, as
a conversationalist, and as an observation instrument. They
concluded that the robots appearance and its deployment
were interdependent, as through this humans establish how
(and if) a technology will be used and what it means to them.
Such decisions are influenced by users’ perceptions about
their unmet needs and how well they think a particular robot
will meet these needs.

3.3 Perceived Usefulness (PU)

Social robots need to be perceived by users as useful and
relevant to their current unmet needs [15,21,29-31]. De
Graaf [26] explored acceptability with a rabbit-like health
promotion robot, Karotz, placed in the homes of OA (n=06)
during three 10day periods over 5months. The robot was
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programmed to greet participants, provide a weather report,
advise on activity levels, discuss daily activities and remind
participants to weigh themselves. Interactions were videoed
and semi structured interviews were conducted. Researchers
found that, at each usage phase, participants talked most
about whether or not the robot was useful to them.

This suggests that identifying needs accurately may
improve robot acceptability. However, ascertaining perceived
needs of OA and PWD can be difficult and is impacted by
many factors. For instance, identifying unmet needs is com-
plicated if OA have reduced awareness of their own needs
due to habituation or if they are unwilling to acknowledge
disability fearing stigmatization or loss of independence [11].
Furthermore, PWD may not have the cognitive ability to iden-
tify or express their needs [31] or they might believe that
social robots are not useful if their needs are currently being
fulfilled by caregivers [32]. Indeed, several studies suggest
that PWD and their carers can disagree as to the nature of
their unmet needs and potential solutions provided by robots
[12,30,33]. This fact impacts robot acceptability by individ-
uals and is discussed further below with reference to social
influences.

Due to the challenge involved in accurately assessing the
unmet needs of PWD and OA, Stafford [29] recommends
that robot designers consider this issue early and regularly
during the robot design stage using data triangulation and
‘open’ methodologies, with participants who match the end
target users.

3.4 Perceived Ease of Use (PEOU)

This section examines research which has addressed issues
of perceived practical utility, which includes usability and
PEOU. It focuses on what can enhance usability and therefore
potentially increase acceptability.

The impact of usability issues of social robots for PWD
is illustrated by Kerssens et al.’s [34] study. This tested the
acceptability of companion, a touch screen technology which
delivers psychosocial interventions to assist in the manage-
ment of neuropsychiatric symptoms of dementia and seeks
to reduce carers’ distress. PWD and carers (n="7 dyads)
were studied in participants’ own homes, interacting with
companion for 3 weeks. PEOU and utility issues were impor-
tant as all participants had comorbidities and the majority
experienced visual, hearing, or fine motor difficulties. Com-
panion was personalised to individual PWD by uploading
information such as photographs, videos and messages from
trusted people, information from life story interviews includ-
ing food preferences, important routines, positive life events,
memories and interests. Carers selected problematic symp-
toms that they would like to be targeted as intervention
goals. Baseline status of these goals were recorded along
with measures of participants’ expectations of the technology
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using Davis’ [35] scales of PEOU and PU. Post intervention
objective and subjective measures suggested that companion
was perceived as easy to use and it significantly facilitated
meaningful positive engagement and simplified the carer’s
daily lives. However, PWD (n=2) did not use companion
independently, due to their physical limitations, and others
(n=2) ignored the robot’s interventions, even when these
were noticed. Notably, carers also enjoyed the reminiscence
of their shared past afforded by companion. Regarding the
targeted goals for reducing symptomatic behaviour, in 50%
of cases carers rated PWD status as improved.

Improving the acceptability and usability of robots
requires robot design to be matched to user group (i.e. carer,
PWD, OA), individual requirements and environmental con-
siderations. This means that all social robots need to be easily
cleaned [14]. Those for use in peoples’ homes need to be
robust, require little maintenance or troubleshooting, and to
be able to navigate environments with dynamic and static
obstacles, uneven floors and possibly stairs, in conditions in
which lighting varies along with door thresholds. In residen-
tial care, different designs are possible due to wider hallways,
possibly static floor plans and duplicate furnishings [31].

In the context of residential care, robots need to accommo-
date the needs of multiple users with different physical and
cognitive limitations. Campbell [36] conducted an observa-
tional case study involving nursing home residents (n=35),
some of whom had advanced dementia. She found that
a robotic dog and cat enhanced communication and were
enjoyed by residents, but the off switch on the abdomen of
a robotic dog was too stiff for people with arthritic fingers.
Saaskilahti et al. [37] also found that having a microphone
hanging around the neck or worn on the wrist of OA, helped
participants (n =4) to use a Kompai robot skype call function,
when it was difficult for them to bend over the device. Par-
ticipants in this study liked the intuitive skype-call feature
with only two buttons and the capacity to adjust the touch
screen, making it optimally sensitive for specific users. It
was also useful having controls operated through touch and
speech options, although touch was more reliable as operat-
ing the robot through voice-commands required extremely
clear speech. Researchers also noted that users needed to
learn to wait 3s for the robots response and a participant
suggested that the robot could say ‘please wait a moment’
to avoid the user giving it too many commands at the same
time [37].

OA with reduced hearing, visual impairment or cognitive
deficiency can find robots easier to use if they accommodate
multiple interactive modalities [23,38]. Khosala et al. [38]
found that nursing home residents (n=34) with sensory
impairments and short term memory loss used different
modes of communication at different times during a card
game of Hoy with a robot called Matilda. The robot’s visual
display helped participants remember and see the numbers

which were called out verbally. However, it should be noted
that although people want robots to communicate with them
via acoustic and visual modalities, ultimately OA prefer
robots to use direct speech [19].

PEOU may be rated higher with longer use, habituation
and learning. Torta et al’s. [39] study tested acceptability
of a small robot used as a communication interface with
an integrated smart home system in a usability laboratory
set up as real-life user apartments. OA (n=0) had two ses-
sions during a 2 week period and (n=2) had eight sessions
over 3months. Participants found that the system easier to
use during later sessions, particularly commenting how over-
time they became more accustomed to the robot’s speed and
behaviour.

A small amount of work has examined how OA and PWD
learn to use robot interfaces and what helps them to remem-
ber how to use these after a period of non-use. Some evidence
is provided by Granata and Pino [40] who found that people
with MCI (n=11) completed tasks slower, learned slower
and committed more errors than OA (n=11) when perform-
ing tasks using the agenda and shopping list function on the
robot Kompai. Prior computer experience influenced rates of
learning but there were no differences based on age or educa-
tional levels. Some participants had difficulty understanding
the navigation and the authors recommend that the use of
more intuitive designs, which reduce the number of steps in
a process and hide choice lists until ‘parent’ categories are
selected by users [40].

In summary, it is important that robots are matched to
the needs and capabilities of the end users. PEOU can be
improved over time with practice and learning. However,
the literature has identified the following as factors related to
PEOU; audio and visual communication of robot, ease of use
of buttons and adjustability of monitor. It is also noteworthy
that no studies were identified to have explored PEOU in
depth, concerning how psychological factors of PWD and
OA impact their perceptions on how easy robots will be to
use.

3.5 Perceived Enjoyment (PE)

If people are able to use robots and have a choice about
doing so in a voluntary domestic context, motivational fac-
tors such as PE come into play as acceptability increases if
the robot is perceived to be fun and if it provides entertain-
ment [15,17,41]. Heerink et al. [42] found that PE correlated
significantly with intention to use (0.420, p < 0.05) and min-
utes of actual usage (0.625, p <0.01) in an experiment with
an iCat robot, made conversational using a hidden opera-
tor. Participants consisted of semi-independent OA (n=30).
Participants completed questionnaires on their experience of
conversing with iCat, asking for information on weather, the
TV schedule or for a joke.

@ Springer



648

International Journal of Social Robotics (2018) 10:643-668

However, de Graaf’s [26] and Torta et al. [39] found
that PE reduced over 6 and 8 months respectively. This sug-
gests that novelty effects may enhance PE initially but then
decrease over time, potentially resulting in less robot accep-
tance in the longer term.

3.6 Social Presence (SP)

Robots whose function is to motivate and stimulate users
require a degree of social presence (SP) relevant to their
purpose, because users need to perceive that they are in
the company of a social entity. Indeed, robots’ potential to
possess SP appears to be their advantage over non-robotic
technologies. SP can be optimised by using embodied robots
which are physically rather than virtually present, sharing
the same space as the user. Tapus and Tapus [43] explored
a robot which was used as a tool to monitor and encourage
cognitive activities for PWD, in an 8§ month study with PWD
(n=9). The robot provided customised cognitive stimula-
tion by playing music and games with the user. Researchers
compared responses to a humanoid torso design on a mobile
platform with a simulation on a large computer screen. They
found that participants consistently preferred the embodied
robot to the computer and concluded that embodiment facil-
itated users’ engagement with the robot as they shared their
context.

However, the size of the robot is also important, as SP can
be sub-optimal if it is too small and users fail to notice it. Torta
et al. [39] evaluated a 55 cm tall socially assistive humanoid
robot as a communication interface within a smart home
environment, in a usability laboratory set up to mimic a real
apartment. OA (n= 8) tested robot acceptability with scenar-
ios including; asking about weather conditions, listening to
music, doing exercises, receiving environmental warnings,
and calling a friend to make plans to meet up. Participants
experienced 2—8 sessions over variable time periods lasting
2—12weeks. They found that participants had low anxiety
levels and enjoyed the robot but its SP scored very low due
to its small size.

It is also important that robots are not too large. Robin-
son et al. [44] tested the acceptability of two robots, Guide
and Paro for PWD (n=10) living in an institution. Guide at
1.6m tall can facilitate making phone calls, provide access
to websites, and offers games and music, whereas Paro is
approximately 55 cm long. Over a 1week period, 5min
demonstrations of robots were provided to PWD residents
(n=10), family members (n=11), and staff (n=35) and a
1h long interactive session with the robots was videoed,
transcribed and analysed. Semi-structured interviews were
also held with staff and relatives. The findings suggested that
residents responded and talked to Paro (n=6) more often
than Guide (n=2). All residents touched Paro where as 40%
(n=4) touched Guide. Staff and relatives were more enthusi-
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astic about Paro compared to Guide. They thought that Paro
would be more useful in their setting because it encouraged
tactile contact and had beautiful eyes. However, some rela-
tives (n=35) and staff (n=3) thought it was too bulky and
recommended it be made smaller. The potential for Guide
to facilitate activities and stimulate residents was acknowl-
edged but most participants considered that PWD would be
unable to use it alone. In particular, participants had mixed
opinions about Guide’s size. Some thought it was too big and
intimidating, whilst others acknowledged that its size enabled
people to interact socially around it and it was not likely to be
overlooked. This finding is supported by the findings of other
studies which suggest that large robots can induce feelings
of intimidation, anxiety and feelings of being unsafe [32,45].

Acceptance is likely to be enhanced if robots are cus-
tomised regarding their size, to fit the context in which they
are deployed [14] and their function. Larger robots could be
useful for mobility aids [14], they may have more SP and
are less likely to be overlooked by PWD or OA who may
have poor eyesight [12]. The literature also reveals that it
is paramount for people to feel comfortable during interac-
tions with a robot [19] and this can be affected by perceived
sociability.

3.7 Perceived Sociability (PS)

Social presence and PS have been found to correlate (beta
0.540, t3.399, p <0.005) [15]. PS concerns a user’s need to
believe that the robot has social abilities which enables them
to function as an assistive device. PS is impacted by aspects
of robot appearance, behaviour and communication styles.

3.7.1 Robot Appearance

Scopelliti et al. [19] found that people hold a variety of opin-
ions about the materials that robots should be made from and
their colour. Begum et al. [32] conducted an acceptability
and feasibility study in a home simulation laboratory, for a
40 inch tall prototype robot (Ed), based on an iRobot Create
platform, which can deliver speech prompts to assist PWD
performing a domestic sequence of events such as making a
cup of tea. Researchers videoed interactions and interviewed
PWD and caregivers (n=35 dyads). They reported a lack of
consensus regarding whether a robot’s voice should be soft
or authoritative, and the gender it should represent.

Other issues influencing robot design concern how real-
istic they should appear to be and user preferences for a
humanlike or mechanical-like appearance. These questions
relate to the uncanny valley concept [46], which suggests
that people find robots more acceptable as they become real-
istic and humanlike but when they are almost human, people
are uncomfortable with them. Perceived human likeness was
associated with more anxiety and elevated heart rates in OA
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participants compared to their formal carers in the Stafford et
al. [23] study described above. This suggests that the uncanny
valley concept varies between individuals and groups and it
may be linked to anxiety.

Pino et al. [30] found that PWD (n=10) preferred a
mechanical humanlike robot with anthropomorphic facial
features and global mechanical looking design. These authors
used a mixed methods approach which aimed to discover
how the views of PWD, their carers (n="7) and OA (n=28)
converge and diverge regarding robot applications, feelings
about technology, ethical issues and barriers and facilitators
to adoption. Twenty five participants completed a survey and
7 completed a focus group. Few people preferred the android
robot and no-one voted for the one which was humanlike. Par-
ticipants with dementia were moderately interested in a robot
having realistic humanlike features, but OA were less so.
Arras and Cerqui [24] conducted a large survey with respon-
dents who were attending an international Swiss Expo-02
robotics exhibition (n =2042; Male 56%, Female 44%; OA
11%). They found that only 10% of people aged over 65
prefer humanoid robots.

However, the impact of realism on acceptability may differ
concerning zoomorphic robots. Heerink et al. [47] compared
the acceptability of Paro with other zoomorphic robots a:
baby seal, puppy, cat, dinosaur and bear. They interviewed
professional caregivers (n=36) and observed the responses
of people with moderate dementia (n=15). In the hour long
sessions, each PWD was presented with the various robots
for 1 min, and their responses were observed. The baby seal
scored highest for its simplicity, softness and because it was
lighter and more portable than Paro. The cat was preferred
second as it was realistic. Pleo, the dinosaur scored lowest,
being regarded as unfamiliar and reptilian.

However, degrees of realism may not be key as accep-
tance can increase if a robot has an ‘undetermined design’
which facilitates interpretive flexibility by allowing people
to interact with it in a variety of ways to fulfil their needs
[5]. Chang et al. [5] explored the social and behavioural
mechanism behind Paro’s therapeutic effects. They anal-
ysed participant behaviours in video recorded 8 weekly group
interactions between PWD (n=10) living in a retirement
facility, and therapists and found that PARO was used in a
variety of ways, and it increased physical and verbal interac-
tions between participants. Spiekman et al. [13] also found
that realism did not increase preference for a robot when
they conducted an experiment to determine which charac-
teristics are most important for a robot to support OA living
alone. They evaluated four robots (iCat, Nao, Ashley and
Nabartag) on ‘wizard of oz’ settings where researchers con-
trolled them but they appeared autonomous to OA (n=29).
Data was collected by questionnaire after interactions with
the robots which involved a short scripted conversation, initi-
ated by the robot. Three components were found to determine

participants’ evaluation of the robot: realism, intellectuality
and friendliness. Realism was not the key to preference as the
most unrealistic agent (Nabaztag) scored as high as the most
realistic (Ashley) in terms of which agent participants would
prefer to have at home. However, realistic facial features were
important as they increased acceptability by effecting levels
of trust, and perceptions of social presence, enjoyment and
sociability.

Research concerning facial features suggests that opin-
ion varies as to which features are preferred and whether or
not they should be humanlike [32]. Broadbent et al. [12]
concluded that some OA prefer a robot without a face,
whereas no significant preferences for male/female human
or machinelike faces was reported by Stafford et al. [48]
when they evaluated the responses of participants (n=20;
over 55years), recruited at a university, to six different face
conditions presented on a computer screen in a randomised
order. With each display condition, participants interacted
with the robot for Smin using a psychotherapy programme
which provides a constant conversational platform. Similar
work was completed by Disalvo [49], who explored which
aspects of robot faces needs to be present for them to be
regarded as humanlike. Disalvo [49] collected images of 48
robots and OA (n=20) rated their degrees of humanness
on a scale of 1-5 in a paper survey. They found that specific
facial features accounted for 62% of variance in perception of
humanness, which is most increased by a nose, eyelids and
mouth being present. Robots with the most facial features
were regarded as more humanlike. Disalvo [49] concludes
that humanoid heads should have wide heads and wide eyes;
the brow line to the bottom of the mouth should dominate
the face; less space should be afforded to the forehead hair
jaw or chin, and detail is needed in the eyes. For a humanoid
face, eyes need to include a shaped eyeball, iris, pupil and
four or more other features, preferably a nose, mouth, eyelids
and skin.

Some robot designers have explored acceptance of human-
like robots with minimalistic design and facial features
[45,50]. Khosla et al. [45] describe successful field trials
with Matilda, an emotionally engaging small social robot
with a minimalistic baby face which has a facial expression
recognition system and is able to incorporate user prefer-
ences and personalise its services. Trials were conducted over
a 6 month period, in seven Australian households involving
PWD (n=7) and their carers. Interviews were conducted and
interactions video-recorded with data analysed for partici-
pants’ emotional response and quality of robot experience.
The findings suggest that PWD enjoyed one to one activity
with Matilda. All participants agreed or strongly agreed to
the question ‘Matilda makes me smile’, saying ‘Matilda is a
friend’ and ‘Matilda does not worry me’.

A minimalistic tele-operated android, Telenoid, has also
been evaluated regarding its acceptability in a 1day field
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trial involving PWD (n=10) [50]. Researchers asked par-
ticipants how they perceived its appearance to be compared
to a human and if they thought Telenoid could help them.
Participants were told that Telenoid could be used like a tele-
phone, although they could see the robot operator in the room.
Researchers observed participants showing strong attach-
ment to its child-like huggable design and were willing to
converse with it. Some perceived it as a doll or a baby.

It is clear that there is a lack of consensus regarding
the optimal appearance of social robots. However, a robots
appearance does not affect acceptance in isolation but users
respond to a package which includes the robots expressions
and communication behaviour. These are now discussed
below.

3.7.2 Robot Behaviour and Communication Styles

The way in which a robot communicates and behaves should
be compatible with the social context in which it is deployed
and should be consistent with users’ perceptions of its status
and role [28,42]. Saiskilahti [42] found that OA (n=06) felt
safer when Kompai gave a short warning signal before it
started to move and stopped a sufficient distance from them.

Walters and Dautenhahn [51] compared user stress res-
ponses and preferred stopping distances of the human size
mechanical-like PeopleBot as it behaved ‘ignorantly’ and
then in a socially acceptable humanlike way. Participants,
university staff and students (OA n=3, in a total sample of
n=28) performed a prescribed task which was interrupted
by the robot in a simulated living room. The ignorant robot
(optimal from a robotics perspective) took the shortest path
between two locations and made little change in its behaviour
in relation to the human. The socially interactive robot modi-
fied its behaviour to not get too close to the person, especially
if their backs were turned. It moved slowly when closer than
2m, took a circuitous route when necessary, it appeared to
be alert and interested in what the human was doing by look-
ing actively at them. It also anticipated, by interpreting the
human’s movements, and waited for an opportune moment to
interrupt the person. Stress was measured using a hand held
device, video observation and questionnaires. Reports from
this study do not separate findings pertaining to OA rom the
rest of the participants, but findings suggest the majority of
participants disliked the robot moving behind them, blocking
their path or moving on a collision course towards them, espe-
cially when it was nearer than 3 m. Sixty percent preferred
the robot to stop 0.45-3.6m from them and 40% allowed it
to 0.5 m from them which is on the edge of the intimate zone
for human—human contact. Ten percent were uncomfortable
with the robot approaching closer than between 1.2 and 3.5 m,
reserved for conversations between human strangers. Walters
and Dautenhahn [51] acknowledge that longer term studies
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are needed to establish how becoming familiar with the robot
over time affects these preferences.

Communicating in a humanlike way may be particularly
important for robots designed to stimulate PWD. Cohen-
Mansfield et al. [52] found that PWD (n=163) living in
a nursing home were significantly longer engaged, more
attentive and positive towards 23 types of social stimulus
compared to non-social stimulus. These stimuli included a
doll, a real dog, a plush animal, a robotic animal, a squeeze
ball, an expanding sphere, music and a magazine [52].

It has been suggested that robots need to develop ‘robo-
tiquette’ [9]. This needs to include being experienced as
warm, open, creative, calm, spontaneous, efficient, system-
atic, cooperative, polite and happy [14,55]. Issues of robot
and user personality are also important. Brandon [55] inter-
viewed relatively fit and able OA (n =22) and conducted two
experiments in a simulated home-like laboratory aiming to
discover the effect of matching personalities of the user and
robot, with a mobile robot able to provide agenda and med-
ication reminders. They found that participants recognised
different personalities designed into the robots and extro-
vert robots were perceived as having significantly higher
sociability, social presence and PE compared to an intro-
verted robot. Participants preferred robots with similar rather
than complementary personalities to themselves. However,
they were more anxious about the robot who had similar
extraversion levels to themselves. However, personality and
behaviours need to be consistent with robot function and
the users’ expectations of their role [11,12,56]. Amirabdol-
lahain et al. [57] investigated OA (n=41) response to robots
undertaking specific tasks and roles in the laboratory setting.
They aimed to investigate if preferences for a robot depended
on context and the stereotypical perceptions held by people
about certain jobs. They found that the acceptance of robots
was not increased by complimentary or similarity of person-
ality between the user and the robot but through the robot
having a personality which fits the users’ expectation for the
particular task and context.

Heerink et al. [41] investigated which social features are
necessary for robots to make effective social partners. The
responses of cognitively able nursing home residents (OA;
n=40) to iCat robots, manipulated to be socially or non-
socially expressive were compared. The socially expressive
iCat was designed to look at participants, be co-operative,
nod and be smilingly pleasant, use participants’ names and
remember personal details about them and admit its own
mistakes. The researchers concluded that participants were
more comfortable with the more socially expressive robot and
they communicated with it more extensively. Participants in
Pino’s [30] study cited above also considered facial expres-
sions were important as they represent emotional capabilities.
Sakai et al. [58] describe an autonomous virtual agent, capa-
ble of speech recognition, which can nod its head, providing
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verbal acknowledgment to users. Details of their evaluation
experiment are not provided, but authors state that their par-
ticipants with dementia were more engaged by the robot
when it provided them with feedback.

Recent advances in technology are making robots which
are more emotionally responsive to users and this may enable
them to be perceived as more sociable. The robot Matilda,
whose field trials are described above, can respond to users’
emotions as it incorporates emotion measuring techniques
which can recognise the user’s facial expression. This facil-
itates more natural social interaction which can incorporate
user preferences and personalised services [45]. Brian is
another robot which can determine user engagement and
activity states and uses this information to determine its
own emotional assistive behaviours [59]. McColl [59] tested
Brian’s acceptability and ability to provide encouragement,
prompts and orientating statements to PWD (n=40), liv-
ing in long term care, during mealtimes and when playing a
memory card game. Participants were observed interacting
with Brian for an average of 12.6 min and 22 questionnaires
were analysed. The robot was relatively successful in moti-
vating and engaging participants: (n=33) engaged all the
time, (n="7) engaged some of the time; (n=35) complied
with Brian all the time, (n=4) some of the time, (n=1)
didn’t compile (the robot’s voice interfered with his hearing
aid); 82% smiled or laughed in response to Brian’s emotions
and some were successfully re-engaged on task by Brian.

3.8 Trust and Perceived Adaptivity (PA)

This section reviews studies that explored the importance
of trust, suggesting that it underlies and interacts with the
need for perceived control of the robot and PA. It is argued
that users need to trust the robot and be comfortable with
a particular level of perceived control but they also require
socially savvy robots to have a degree of autonomy and adapt-
ability [17]. An acceptable balance between these variables
probably varies between individual users, with robot purpose
and deployment context. However, further research is needed
with larger samples to confirm these propositions.

Heerink [15] evaluated the effects on acceptance of PA
using identical experimental conditions to those described
above (Heerink 2011 [16]), showing a film of an adaptive
and less adaptive RoboCare version providing OA with med-
ication reminders, fitness advice, health monitoring and help
calling for assistance. Participants preferred the more adap-
tive robot and rated it higher in terms of ITU, perceived
enjoyment and perceived usefulness. However, they felt more
anxiety towards the robot, which the authors suspected was
because they had less control over its actions.

Users have to trust that robots will be safe and reliable [19],
and trust has to be earned [14]. Frennert et al. [14] conducted
a series of workshops with OA living in their own homes who

had moderate sensory and mobility impairments. Participants
were asked to respond to sketches of different robots stating
their preferences for an ideal robot. They also interviewed
OA (n=35) and one couple who lived with polystine style
foam mock-ups of these ideals for 1 week. They found that
feelings of control were crucial and connected with issues of
trust and privacy.

The determinants affecting user trust and ITU with
assisted living robots has also been investigated using a
survey questionnaire with OA (n=292) [60]. This study
described to participants two emergency scenarios in which
the robots would be available to help respondents in a fire and
when they were very unwell. Unsurprisingly, respondents
said that they would be highly motivated to use the robots
in these situations and trust in the robot strongly related to
ITU (0.51). Trust levels were also correlated with PEOU
(0.49), PU (0.50), and expected reliability (0.63). Scopel-
liti [19] also found that trust in the capabilities of robots for
use in a domestic situation influenced OA (n=237) responses
concerning three dimensions; robot benefits, disadvantages,
and mistrust of robots. Mistrust was shown by 85% of partic-
ipants who did not want a robot to move freely in the house
and 82% were afraid of potential damages.

Within the literature the question arises as to how pre-
dictable and controllable users want robots to be. De
Graaf [26] found that participants wanted more control over
Karotz. As time passed they felt that this would help main-
tain their privacy and help them cope when unexpected
human events occurred. For example, it was problematic
when Karotz continued to remind them about their health
promotion activity schedule when guests were present. They
wanted Karotz to adapt to their needs, have more sophisti-
cated interaction capabilities and more conversation topics.

A need for adaptability may be influenced by user percep-
tions of the opinions of significant others. Heerink [15] found
that users were more influenced by the opinions of significant
others when robots had greater adaptive capability.

3.9 Social Influences and Facilitating Conditions

Most studies identified here do not focus on examining the
impact of social influences. However, the social influence of
significant others was one of the strongest predictors of ITU
home healthcare robots by patients and healthcare profes-
sionals (n=108; OA 11.15%; 18-33years 77.7%) who all
used a computer daily [61]. This online and paper survey
which collected quantitative and qualitative data, also found
PU, trust, privacy, ethical concerns and facilitating conditions
to be important. Wu et al. [62] also found social influence to
be important after OA with MCI (n=5) and OA (n=15) inter-
acted with the Kompai robot in their living laboratory study.

Social influences also encompass broader cultural issues,
but few studies identified in this review appear to take account
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of cultural factors, and none specified the cultural back-
ground of their samples. Two studies were conducted in more
than one country. Klein and Cook [6] found participants in
care homes in UK and Germany accepted PARO and PLEO
to similar degrees. Whereas Amirabdollahian et al. [S6] noted
that OA in the UK and France had greater concerns about the
need for privacy when asked about robot design, than those
in the Netherlands. The former did not want images from
within their home shared with other parties.

Another cultural and societal issue which can reduce the
acceptance of robots involves negative ageist stereotypes
[30,62,63]. Neven [63] examined how images of OA shape
technology development by observing researchers interview-
ing OA (n=06) and 30-60 min interactions between them and
an unnamed robot. They found that ageist assumptions influ-
enced robot design and implementation and that OA may
have different representations of what being older means.
Furthermore, if potential robot use is associated by OA with
being perceived as lonely, isolated and dependent, they can
be reluctant to be associated with them. This may be because
using the robot would be contrary to their self-image and the
image that they want to project, which is that they are healthy
and independent [11,14,63].

Acceptability is also impacted by stakeholder opinions con-
cerning the ethics of robot usage. Wu et al. [64] conducted
three videotaped focus groups with OA (n=_8) and OA with

MCI (n="7) who held a variety of views about the appear-
ance of 25 robots displayed on a screen but all participants
discussed ethical issues, expressing concern about robots
replacing or reducing human contact.

4 Discussion and Future Research Directions

Findings from the studies reviewed here reveal the key fac-
tors affecting the acceptability of robots by OA, PWD and
OA with MCI. The literature suggests that acceptance is
influenced by the psychological variables of individual users
[11,21,23,47,48] and their social and physical environment
[30,32,61,62,65]. These variables interact with one another
to influence acceptance in each context [16,61,65,66]. This
includes being easy and enjoyable to use [26,42,44] and ful-
filling their function [32,34,64]. To entice people to use and
engage with robots, they have to be designed so that they are
personalised and conform to user expectations and environ-
mental considerations. The opinions of significant others and
what OA anticipate these will be are important in determining
whether or not a robot a will be accepted [26,57]. This may
relate to OAs’ need, as social beings, to be able to project
their referred self-image to other people, therefore maintain-
ing their privacy [11,14,63]. It appears important for robot
acceptability into OA lives that users are comfortable with the
robots degree of adaptability and controllability [15,26], as
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this will impact their relationships with other people. Indeed
it may be crucial for acceptability that robots can function
balancing these variables.

The literature suggests that it is important that users are able
to engage with the robot and this requires that they feel at ease
when interacting with it. The possibility of psychological
and emotional comfort is increased if a robot has a realis-
tic humanlike, expressive face, if its behaviour conforms to
human social norms deemed appropriate to its robot role and
function, and if it has the capacity to be emotionally respon-
sive to the user [13,15,30,45,59,67,68]. This suggests that
acceptability of humanlike non-zoomorphic robots designed
for social companionship will be enhanced by current and
future technological developments regarding the capacity of
the robot to read and respond to users’ emotional needs.

However, the research identified here has limitations
which reflect the relative youth of this developing field
and suggests generalisation of findings should be done with
caution. Only ten studies were identified to have focused
on examining the interaction between variables concern-
ing acceptability of robots [15,16,23,26,30,41,42,60,61,65].
Studies conducted to date have employed a range of research
designs (see Table 2), which frequently had sample sizes of
less than ten [6,9,26,27,32,34,36,43,45,50,62]. Other poten-
tial biases in studies exist through the lack of blinding in
observational studies and that selection bias is not addressed.
The latter is problematic in acceptability work where the
views of participants who find robots least acceptable may
not be captured.

No randomised controlled trials were identified and the
studies include several pilot or feasibility trials [6,9,27,32,
34,50]. Many of the other studies were primarily aimed to
determine robot user preferences and needs [12,30,40,47,56,
57,69]. These did not always include all stakeholders who
could impact eventual acceptance. Some studies which do
involve a range of stakeholders, collect data using mixed
stakeholder focus groups [30,45,57]. Focus groups can be
used to gather information from PWD and OA with MCI [70]
but it is important that the views of carers do not dominate
people with cognitive impairment or dementia [71,72] who
may be less able to articulate their views [73,74]. Indeed,
these difficulties may be exacerbated when in unfamiliar
study situations or feeling less powerful relative to other
participants. Alternative methods of data collection such
as combining observational data collection with individual
interviews may improve research validity particularly if the
dementia is severe [74-76].

It is noteworthy that most of the studies which had mixed
populations of OA, PWD and/or OA with MCI, analyse
and report their findings together, rather than separating the
data and comparing them along group lines. As people in
these groups differ in terms of their cognitive ability, future
research involving comparative studies may help to deter-
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mine how the degree of dementia or cognitive impairment
impacts acceptability issues. Many studies identified have not
involved direct interaction between participants and robots
[19,24,25,48,49,56,60,61,64,69] or base their findings on
participant-robot interaction which were less than 1h long
[8,12,13,15,16,23,32,36,40-42,44,47,51,55,63].

According to the Almere model, intention to use (ITU)
results in actual robot usage depending on facilitating con-
ditions and social influences [15]. Findings from this review
suggest that ITU is not a reliable predictor of long term robot
acceptability [15,26,27,39,51,62] and that people interpret
and make use of robots in their own context [66] and that vari-
ables such as attitudes, perceived ease of use and enjoyment
change over time [26,39,62] as users become more familiar
with a particular robot. Therefore, robot acceptability should
ideally be examined over long duration in the participants
living situation. Most of the studies identified here which con-
form to this ideal [5-7,9,26,34,45,51,66] have involved Paro.
Those which used university rooms or simulated living lab-
oratories [13,27,32,48,51,55,62,63,65] provide helpful but
tentative information about how factors affect robot accept-
ability.

There are many opportunities for future empirical inves-
tigation to confirm the findings of this review and to develop
this field of study. The impact of acceptability variables needs
further examination with larger samples, in real world situ-
ations, with a variety of robots, using longitudinal robust
study designs which address the complexities of conducting
research with PWD and OA. In particular, there is potential
to explore how acceptability is affected by the manner in
which OA and PWD are introduced to robots and supported
in learning how to use this technology. Related to this topic,
it would be valuable to know more about how psychological
factors impact users’ perceptions on how easy robots will
be to use. It would also be useful to investigate if optimal
levels between robot controllability and adaptability can be
determined, if these vary between users, and if acceptability
is increased by varying the adaptability of robot behaviour
according to whether it is being used in a public or private
situation. If robot behaviour is made more humanlike in this
regard, robot users may be able to present their preferred
public personae whilst using the robot. This topic may be
important as it links to users’ needs as social beings and
because it is the ability of robots to be autonomously adap-
tive which makes them different to traditional technologies
and potentially more useful.

Future research needs to focus on the impact of stake-
holders and significant others as facilitators or barriers to
acceptance. It also needs to be conducted with different cul-
tural groups, to explore the impact of cultural factors and
cross-cultural differences within a user’s social or physical
environment and their impact on robot acceptability. In addi-
tion, research is needed to explore the impact on acceptance

of macro societal level factors, such as power relationships,
ageism, economics, the media and legislation. These factors
potentially influence every aspect of the arena in which indi-
viduals’ research, develop, deploy and experience robots and
no studies concerning them were identified by this review.

5 Conclusion

This paper adds to the state of the art as for the first time a
body of literature has been analysed according to a validated
theoretical acceptability model. The review found accept-
ability of robots for OA, PWD and OA with MCI is likely to
be improved if robots use humanlike communication and if
they meet users’ emotional, psychological, social and envi-
ronmental needs. Robots acceptability is impacted by factors
which interact at the level of the individual user and robot.
These are influenced by significant social others and other
macro-societal level factors. Future work aiming to promote
acceptability will need to address the facilitators and barriers
to acceptance at the level of individual users, significant oth-
ers and society. Whilst valuable work has been completed to
date, exploration about robot acceptability for PWD and OA
is in its infancy. There are numerous opportunities to explore
and investigate this expanding field further.
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