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Abstract
Socially assistive robotics has gained a valuable role in assisting, influencing and motivating the human behavior in many
Human–Machine Interaction contexts. This finding suggested the use of social robots as recommendation interfaces. Despite
many other types of recommending technologies exist (e.g., virtual agents, apps on cell phones, etc.), experimental studies
convey that human beings result to be more engaged and influenced by the interaction with robots with respect to these other
technologies. In particular, this has been shown by comparing social robots with virtual agents; a poor literature copes with the
comparison between social robots and applications on mobile phones. To this extent, in this work, we address the comparison
between these latest two technologies in the context of movie recommendation, where the two considered interfaces are
programmed to provide the same contents, but through different communication channels. We provide the results of two
experimental studies with the aim of evaluating the quality of the interaction from both the point of view of the application
(by considering the users’ acceptance rate of the recommendations) and of the users (by analyzing the users’ evaluations)
while interacting with the two interfaces. The main result arising from this study is that the social robot is preferred by users
although, apparently, it does not change the acceptance rate of the proposed movies.

Keywords Socially assistive robotics · Interfaces for recommendations · Non-verbal cues ·Mobile applications

1 Introduction

Social assistive robotics (SAR) [9] is receiving a great
attention from the scientific, technological and industrial
communities for its potential value in improving the quality
of life of a large segment of the population [6]. SAR appli-
cations focus on assisting humans through social interaction
rather than offering a physical support [9]. In this context, the
robot has potentially a role in assisting people for increasing
the well-being, suggesting something to do, as for example,
to perform a particular activity [28] or to do exercises [34].

Social robots are effective in influencing and motivating
human behavior [17]. Several projects have shown motiva-
tional capabilities of robots also in cases real people have
difficulty in motivating users (e.g., interaction with autistic
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people [8]). Robots present strong differences with respect
to other types of assistive technologies, namely applications
on cell phones or tablets [17,33]. When a person interacts
with an embodied physical agent, he/she is typically more
engaged and influenced by the interaction with respect to
other technologies [17], and it has been shown that subjects
are more likely to value their experience as more satisfying
when confronting with human-like interfaces [33]. People
perceive robots as intelligent agents and for this reason, they
relate to them as they would with other people, but with less
embarrassment [4]. This is extremely important in the case
of health-care problems.

These robots’ peculiarities become even more valuable in
the extent that these can be used to affect the choices of users
interacting with them. Humanoid robots can, thus, be used
to provide recommendations which can make the interaction
moremeaningfulwith respect to simple uni-modal interfaces.
However, itmust behighlighted that it is not the complexity of
the robot, but the richness of the interaction that influences a
person. Previous studies on the evaluation of recommending
interfaces focused on the comparison between social robots
and virtual agents. Only a few works, instead, have been
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presented that treat the applications on mobile phones (from
now on apps) as a comparison term for social robots which
provide recommendations. In our opinion, since nowadays
tablets and smart-phones represent the most commonly used
interfaces by humans, it makes a lot of sense to provide a
comparative study with respect to these interfaces.

In this work, we present the results of two experiments
conducted between 2015 and 2016 to observe if the users’
acceptance rate of recommendations is increased, as well
as if the users’ engagement is elicited, when using a social
robot rather than amobile app. To analyze the role on provid-
ing recommendations, we tailored the provided suggestions
on the users’ needs and preferences. We considered, hence,
the domain of movie recommendation that is a very popu-
lar domain allowing to rely on public available data sets to
develop a real recommendation system. The two analyzed
recommending interfaces have been designed to provide the
same information to the users, but using different commu-
nication channels. Namely, the robot will use a multimodal
behavior to interact with the participants by establishing a
social binding expressed via head orientation, gaze direction,
speech and gestures, while the app will provide the presenta-
tion of movies by means of a textual and graphical exposure.
Robot non-verbal cues are manipulated with respect to a
mapping between the suggestedmovie genres, themain asso-
ciated emotion, the speed, and the extent parameters [16]. The
main purpose of these experiments is to witness whether the
presence of non-verbal cues, such as eye contact or genre-
driven motion primitives, can have alone (thus without any
graphical displays) a potential impact on the users’ recom-
mendation acceptance rate, by consequently attesting that
a social robot constitutes a more valuable interface for pro-
viding recommendations. The results stated that although the
social robot is preferred by users, it does not affect the accep-
tance rate of proposed movies so much to make it preferable
with respect to the app. However, while several factors could
influence the interaction, some stability in the acceptance
rate (with respect to the English proficiency and the robotics
skills) is found for the case of the social robot.

2 RelatedWorks

Recent research started to investigate the use of social robots
as recommendation interfaces, by focusing on the compar-
ison between physical robots and their virtual counterpart
[30]. The main findings of these comparative studies high-
lighted that the embodiment condition provided by the robot
affects human perception of social engagement with respect
to 2D/3D virtual agents [3,23,29]. The capabilities of a robot
to persuade human users, with respect to a computer agent, in
tasks such as following indications, has been addressed in [3],
by showing an increased confidence and trust for the physical

robot, concluding that real robots affect subjects’ decision-
making more effectively than computer agents in real-world
environments. User’s behavior in accepting advises was
investigated also in [23] showing that the robot was more
effective in providing recommendations, so leading to a pref-
erence for the robot with respect to the computer agent. The
effect of persuasion of a robot with respect to a 2D/3D com-
puter agent was addressed in a laboratory environment in
[29]. The authors showed that an important factor influencing
the interaction was the possibility for the robot of showing
a geometric coherence with the environment. This coher-
ence was not achieved by both the 2D and 3D screen agents.
However, even if they revealed the effects of the robot’s pres-
ence on recommendation uses, it remains unknown whether
such differences affect advertisements. Finally, the role of
the robot appearance with respect to the acceptance of rec-
ommendation was investigated in [30]. Robots of different
sizeswere used in a shoppingmall to provide advertisements.
While a bigger robot could attract more the customer atten-
tion, results showed that smaller robots are more effective
since the users found easier to interact with them.

With respect to the current literature, here, we investi-
gate the effects of a robotic recommendation interface with
respect to an app. Furthermore, we state that an efficient com-
parison between a robot and other types of human-machine
interfaces should not only consider the differences in terms of
embodiment condition, but should also consider the degree
of interactive capabilities showed by the different interfaces,
aiming to analyze in what extent the presence of commu-
nication abilities (also including the non-verbal ones) can
influence the humans’ choices and feelings. In fact, the ability
of a human-machine interface to build a meaningful relation-
ship depends on its capacity to help humans understand it,
and this is made, in part, through non-verbal behaviors. It
has been shown that emotional related non-verbal signals,
as for example the modulation of the voice pitch, as well as
the adaptation of gaze and head behavior [27] influence the
human trust towards the robot [5] and the provided recom-
mendation [19].

It has been well-documented that humanoid robots, due
to their physical characteristics to exhibit social intelligent
responses, are perceived as more engaging than a 2D vir-
tual agent, and sometimes as engaging as a human. Hence,
they could influence the humans’ perception of the interac-
tion and, as consequent, of the provided recommendation
through the use of different verbal and non-verbal communi-
cation abilities. InKidd andBreazeal’swork [14], a particular
communication channel, e.g., the agent’s eyes, accompanied
by verbal instructions, was used to interact with the users.
The considered agents were a cartoon robot, a robot, and a
human. The goal of the experimental study was to evaluate
the users’ engagement, reliability, usefulness, and trust dur-
ing the interaction by using a questionnaire. Results showed
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that the robot was considered more engaging, credible and
informative, as well as being more pleasant as an interaction
partner. As in [14], here, the considered interfaces provided
the same information contents, but on the contrary, by using
different communication channels. Related to the persuasive
effect of a robot, in [10,13], the authors considered a robot
that uses gaze and gestures and a robot using only the gaze
or the gestures. Results showed that the gaze played a funda-
mental role in persuasiveness,while gesturemay also provide
a contribution, but only in addition to gaze.

3 AMovie Recommendation Case Study

Themain functionality of a Recommender System (RS) is
to guess and propose items which are likely to be of interest
for the users, basing on their preferences or profiles.Our start-
ing hypothesis is that the way a recommendation is provided
is as much important as the quality of the recommending
algorithm. It has been shown, in fact, that users are more
inclined to accept recommendations when feeling a posi-
tive experience [15,20] accompanied with a sense of trust
[21]. Furthermore, social responses are more prevalent if the
system is personified since the presence of a humanoid vir-
tual agent induces trust [36,38]. According to these latest
findings, we developed a client/server application, where the
server provides the recommendation service (i.e., the recom-
mending algorithm is the same) and the possible clients can
be either a humanoid robot or a mobile application (i.e., the
provision of the recommendations occurs through different
communication channels). This diversity should be reflected
in a different perception of the recommendations by the users
and it will presumably affect their experience. In particular,
the possible clients are of three types: two humanoid robots
with a different degree of social interactive capabilities (i.e.,
movie vocal description, with or without accompanying ges-
tures, eyes color changes, and pitch manipulations) and a
mobile application (see Fig. 3) showing textual and graphi-
cal description of the recommended movies (such as names
of actors, director, movie genre, plot, and movie poster).

In Fig. 1, the developed architecture is shown. Sum-
marizing, the core of the server layer is characterized by
the Recommendation Engine module that generates rat-
ing predictions through an item-based collaborative filtering
approach [25]. It needs an initial set of at least 20 movie
ratings from the users provided by using the mobile app.
Additional movie specific information, such as director,
actors, and genres are retrieved through the OMDb1 web
service. For a detailed description please refer to [7].

1 http://www.omdbapi.com—The Open Movie Database is a free web
service to obtain movie information.

3.1 A Social Robot for Movie Recommendations

The Robot used for our experimentation is the NAO T14
robot model (see Fig. 1). It consists of a humanoid torso
with 14 degrees of freedom (2 for the head and 12 for the
arms), endowed with different sensors and actuators: such as
colored eyes, tactile sensors, camera, microphones, sonars,
speakers,whichwe controlled via theRoboticOperatingSys-
tem (ROS).

Robot Sensory Modules Two modules have been developed
to allow NAO interaction with the user: (1) a Face Detection
module based on a face recognition solution provided byOKI
and included in the Python SDK for NAO, which is used
to process camera frames to detect the users’ presence and
track them by accordingly directing Robot gaze [32] and (2)
a Speech Recognition module which relies on sophisticated
speech recognition technologies provided by NUANCE for
NAO Version 4 and used to process sounds obtained from
the microphone for user authentication.

Robot Actuator Modules The Behavior Selector module is
the main module of the robotic control system. It is in charge
to select the most suitable behavior including gestures, gaze,
and the voice feedback to users. The vocal feedback relies on
the Speech Synthesis module which provides movie descrip-
tion with different speech intonations, depending on the
movie plot. It can be accompanied by arms gestures and facial
expressions (e.g., different eyes colors) generated through
Motion Controller module. The Behavior Selector gets rec-
ommendations from the Web Service and maps the movie
genre into a predefined set of animations (gathered from the
Animations Repository) and eyes colors (see Sect. 3.2). As
example, the robot describes a comedy with expansive ges-
tures accompanied with yellow colored eyes. The pitch of
the voice is accordingly manipulated by the Speech Synthe-
sis module.

3.2 MappingMovie Genres into Robot Non-verbal
Cues

The recommendation system domain is designed to use the
embodiment condition and voice-based communication to
enhance the users’ trusting beliefs, perceptions of enjoyment,
and ultimately, their intentions to use the agent as a decision
aid [24]. Nao acts like a friend in these tests, so gestures have
been specially chosen to look “friendly”; there are no sud-
den shots in the movements [11], Nao looks in the direction
of the user, and the voice tends to make the idea of what it
recommends. It does not try to scare the user, even while it is
recommending a horror movie. Robot can express emotions
for a better human interaction, but it does not have the abil-
ities to express emotions through modalities such as facial
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Fig. 1 The general architecture of the movies recommendation system

Fig. 2 Circumplex model of affect

expression. Furthermore, it is very complex to identify an
emotion through a single expressive channel, so the use of
multiple cues is better understandable than using a single
modality alone. Hence, in this work, we use three modalities
for expressing emotions: color, sound, and motion [31]. The
circumplex model of affect is used to map emotions onto a
valence-arousal space [22] (see Fig. 2). We decide on a set
of basic rules that represent the mappings between each sin-
gle modality and the emotions. Mixed-modality expressions
were built upon these basic rules.

Emotion can be modeled through four dynamic param-
eters: Speed, Intensity, Regularity and Extend [16]. This
parameters set is called SIRE. We manipulate Speed and

Extend for Sound and Motion channels, and Intensity and
Regularity for Color channel.

Regarding color, it is possible to combine the three pri-
mary colors (red, green and blue) to obtain different colors
and to control the LEDs intensity. There are several map-
pings between emotional states and colors. We selected the
mapping that is most commonly accepted, so, for example,
white means peaceful, blue means depressed, and red means
angry.

The robot voice plays a very important role to express
emotion. In this work, the robot voice is used to express emo-
tion by manipulating two basic modalities: speed and pitch.
For example, with an increasing intonation, people perceive
the robot attitude as showing anger, while, with a decreas-
ing intonation, people perceive the robot attitude as showing
sadness [31]. Anger related emotions can be interpreted as
an emotion consisting of negative affection and a high level
of arousal, while sadness consists of a negative emotion with
a low level of arousal (see Fig. 2).

Expressing emotions through gestures provides an impor-
tant feature in communicating your state to others. Through
spatial expansiveness and contraction index, it is possible to
identify a particular emotion in a robot gesture. For example,
an outstretched arm increases the hand traveling distance and
the arm rigidness indicating a positive mood; an unextended
arm shows unconcern or reluctance indicating a negative
mood. Regarding motion-speed, fast motion speed expresses
positive moods (e.g., happiness and excitement), while slow
motion speed expresses negative moods (e.g., sadness) [37].
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Table 1 Interactive channels values of the considered genre clusters

Cluster Color Sound Gesture

Genre classification RGB (intensity) Fade (regularity) Speed Pitch (extend) Speed Spatial expansiveness

Group 1 Yellow Low High High High High

Group 2 Orange Fast Fast Mid Fast Mid

Group 3 Blue Fast Low Low Low Low

Group 4 Cyan Mid Mid Mid Mid Mid

Group 5 Green Mid Mid Mid Mid Mid

Group 6 Red Low Low Low Low Low

To cluster movie genres into the different emotional states
through the considered three channels (Color, Sound and
Motion), we needed to group movie genres into macro cat-
egories. The relationship between genres is calculated from
the eight emotions of the Plutchik’s values (Joy, Trust, Fear,
Surprise, Sadness,Disgust,Anger, andAnticipation) for each
genre and is very close to the common perception about
movie genres [2].

The genres clusters are classified as follow:

– Group 1 = Animation, Family, Comedy, Romance
– Group 2 = Fantasy, Sci, Adventure, Action, Drama,
Crime, Thriller, Mystery

– Group 3 = Biography, Documentary, History, War
– Group 4 = Music
– Group 5 = Sport
– Group 6 = Horror

The chosen mapping among movie genre groups, emotions,
and the threemodalities (gestures, sound, and color) is shown
in Table 1.

4 Experimental Setup

In the following sections, we discuss the results of two dif-
ferent tests conducted between 2015 and 2016. These case
studies aimed at evaluating the importance of interactive
non-verbal capabilities (or behaviors) in affecting recom-
mendations acceptance and the subjective evaluation of the
interaction, by comparing the use of three interfaces: amobile
app, and two social robots endowedwith different non-verbal
capabilities.

Here, we present the details of the experimental setup that
are common to both case studies.

4.1 Recommendation Interfaces

We considered three possible interactive conditions:

Fig. 3 Snapshots from the APP recommendation interface

– APP: in this setting, the user interacts with the mobile
application. The application provides two different
movies suggestions to the user. For eachmovie, the appli-
cation shows on the screen the title, the movie poster, and
additional information regarding the actors, the genre, the
director, and the movie plot. For each movie, the user has
to express his/her intention on accepting or not the pro-
posed recommendation (see Fig. 3).

– NAO: in this setting, the user interacts with the NAO
robot. The robot is located on a table in front of the user
(see Fig. 4 left). The interaction starts as soon as NAO
recognizes a face in his field of view. NAO greets the
person, introduces itself, and presents two movie recom-
mendations. The recommendations are presented only by
using the robot voice. Hence, the same information pro-
vided by the APP (title, plot, genre, actors, and so on)
will be presented only through speech. Finally, the robot
asks the user if she/he intends to see the recommended
movie.

– ENAO: in this setting, the user interacts with the ENAO
robot. Differently from the NAO setting, in this case the
robot is endowed with the motion controller module that
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Fig. 4 Snapshots from the NAO (left) and ENAO (right) recommenda-
tion interfaces

correlates the recommended movie genres with respect
to the leds’ color, the speed, the pitch of the voice, and
the gestures (see Fig. 4 right); for this reason, we called
it ENAO, that states for Emotional NAO.

4.2 Experimental Hypotheses

Our starting hypotheses are here summarized:

– H1: a humanoid robot interacting through natural modal-
ities will be considered by the user more engaging and
will be better liked with respect to a commonly used
application on a mobile phone. This qualitative value has
been evaluated by providing a questionnaire to the user;

– H2:As a consequence of H1, the animated robot obtains
a persuasive effect on the user choices. Hence, the recom-
mendations provided by the robot should be more likely
to be accepted. This analysis considered the recommen-
dations acceptance rate.

With respect to these starting hypothesis, we considered
an additional one related to the embodiment condition:

– H3: the embodiment condition only (NAO) will not be
preferred to the APP condition.

Finally, we considered another additional one related to
the subject personality:

– H4: The personality of the subjects will have an effect
on the acceptance rate and on the evaluation of the inter-
action.

4.3 Testing Procedure

Before the beginning of the interaction, the user is required
to provide 10 movie ratings, by using the mobile application,

in order to train the recommender system with respect to
the user preferences. Moreover, the users has to provide per-
sonal information that depends on the considered case study.
In the first one: gender, age, instruction level, familiarity
with robotic skills, and a self-evaluation of English language
proficiency; while in the second: gender, age, instruction
level, familiarity with Android applications, familiarity with
the movie domain, and a personality questionnaire. After
the training phase, the recommendation engine provide six
movies to be recommended according to the user profile.
Such recommendation will be randomly assigned to one of
the three interaction modalities APP, NAO, and ENAO (two
for each). For each experimental setting, the user has to com-
plete a satisfaction and usability questionnaire. Finally, at the
end of the test, each participant is requested to express a sin-
gle preference for one of the presented interfaces.

QualitativeQuestionnaireTocollect the participants’ explicit
impressions on the interaction about the three experimental
conditions, we proposed a qualitative questionnaire com-
posed of the following six questions:

– Q1. (Ease) How easy was to perform the task?
– Q2. (Expectation) Did the system react accordingly to
your expectations?

– Q3. (Naturalness) How natural is this kind of interac-
tion?

– Q4. (Satisfaction) How satisfying do you find the inter-
active system?

– Q5. (Naturalness of Motion) Did agents motions are
natural (5) or unnatural (1)?

– Q6. (Consistency) Are you sure (5) or unsure (1) about
your answers?

We adopted a classical likert scale from 1 to 5.
For both the case studies, we evaluated the number of rec-

ommendations that were accepted by the users and explicitly
asked which was the interface the users’ preferred to interact
with. Finally, wemade some considerations starting from the
statistical analysis of between groups data grouped per fea-
tures. Furthermore, according to other authors [34], we also
analyzed the users’ personality traits, in order to see if these
human characteristics can affect the previous considered val-
ues and opinions.

5 Experimental Results

5.1 The First Case Study

In the first experiment, the three conditions (APP, NAO, and
ENAO) are compared with respect to the recommendations
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Fig. 5 Acceptance rates of movies recommended by APP, NAO, and
ENAO

acceptance rate and the subjective evaluation of the interac-
tion. We designed this study as a within-subjects repeated
measures experiment. The considered independent variable
is the interaction condition, respectively, a humanoid robot
(NAO), a humanoid robot with increased non-verbal com-
munication capabilities (ENAO), and a mobile application
(APP). Every single participant is subjected to every inter-
action condition and the order with which the participants
interact with the APP, NAO and ENAO is random and bal-
anced between the three interfaces.

Participants In the first experiment 18 Italian native speaker
were recruited (67% Males and 33% Females) with an aver-
age age of 31.8. The self-assessed English proficiency was
medium/high for 39% and medium/low level for the remain-
ing 61%. The 56% of the participants declared an high
confidence with robotic applications. The language adopted
for the experiment was the English language both for the
movies descriptions and for the robot’s voice synthesizer.

5.1.1 Results Analysis

Acceptance Rate Due to the limited number of participants
and recommendations provided to each participant the dif-
ferences in acceptance rates, evaluated using ANOVA with
repeated measures, are not statistically significant (F(2,
70) = 0.513, p = 0.601). Results of the acceptance rate
are shown in Fig. 5. With respect to the acceptance rate of
the APP condition, the NAO condition acceptance rate shows
similar results. A slightly greater acceptance rate is shown in
the case of the ENAO condition. These results are in accor-
dance with our hypothesis H2 that people are inclined to
accept more recommendations provided through a more nat-
ural interaction and with the hypothesis H3, so that the sole

Fig. 6 Preference rates of APP, NAO, and ENAO

embodiment condition does not imply significant changes in
the acceptance rate with respect to the APP condition.

Preferences On the contrary, subjective evaluations of the
interaction (see Fig. 6) show a clear and statistically sig-
nificant preference for the ENAO condition with respect to
the other two (from 17% to 60%, with a one sample t-test
significance p < 0.05). These results are in support of out
hypothesis H1 that people are inclined to prefer an interface
with natural interaction modalities.

English Proficiency Results of one-way ANOVA statistical
test show that English proficiency level does have a signif-
icant main effect on the acceptance with F(1, 33) = 7.748
and p = 0.009. More precisely, as shown in Fig. 7, where
the rate of accepted recommendations are plotted in the
case of low/high English proficiency for APP, NAO, and
ENAO, there is a significantly higher movie acceptance rate
in general in the case of a low-English level (62% is the aver-
age acceptance rate computed among the three conditions),
while the high-English proficiency level differently impacts
on the acceptance rate associated with the three conditions.
Namely, the level of English proficiency affects the accep-
tance rate with respect to the considered interface with a
statistical significance contrast (repeated measures ANOVA,
within-subject effect F(2, 68) = 2.598 and p = 0.082,
and within-subject linear contrast F(1, 34) = 5.926 and
p = 0.02, that corresponds to considering only the APP
and ENAO interfaces).

There is a moderate negative correlation, for the APP con-
dition, between the English proficiency and the acceptance
rate (Pearson correlation with ρ = −0.46 and p = 0.005).
This is to say that users with a high level of English pro-
ficiency accept fewer recommendations (21%) with respect
to users with a low level (68%). This is the same for the
NAO condition, but with a smaller difference. In the case
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Fig. 7 Acceptance rate evaluated by grouping participants per low/high
English proficiency

of ENAO, such difference is even smaller (59% for low
and 64% for high) and it is not statistically significant with
F = 0.09 and p = 0.76. Since ENAO provides a similar and
good acceptance rate in both cases, the use of such interface
could be valuable whenever the audience, in terms of differ-
ent level of English proficiency, is wide; in the sense that it
can address a wider range of people characterized by a dif-
ferent level of English proficiency. Furthermore, users with
a good understanding of English are more inclined to accept
recommendations provided by ENAO than by APP. Finally,
since the high-English level cases obviously corresponds to
the subjects that better understood the recommended content,
the trend of the high-level acceptance rate clearly shows an
improvement in the acceptance rate for the case of ENAO,
with respect to NAO and APP, and so in accordance with our
experimental hypothesis H2.

Robotics Skills Robotics skills do not to have a signifi-
cant impact on the acceptance rate (one-way ANOVA with
F(4, 31) = 1.398 and p = 0.258). This result endorses
the previous one, stating the robustness and stability of this
interface under certain potential influencing factors (such as
English proficiency and robotics skills levels).

Gender andAgeConcerning the gender aspect, the statistical
analysis shows that the users’ gender affects the accep-
tance rate only for the APP interface (one-way ANOVAwith
F = 4.86 and p = 0.034). Finally, no statistically significant
differences were found grouping by age.

Questionnaire Evaluation We also analyzed the interaction
from the users’ point of view (see Table 2, where bold values
represent the higher average evaluationswith statistically sig-

nificant differences). In detail, concerning the ease of use of
the interface (Q1), users perceived easier to use the APPwith
a statistically significant difference (p = 0.048). Robotics
skills showed a moderate correlation with respect to the eval-
uation of the easiness of the interaction (Pearson ρ = 0.512
with p = 0.03 in the case of ENAO). This means that the
users evaluated as more easy the use of the APP interface
(that is commonly used by all the participant), while with
respect to the robot such unfamiliarity is reflected in the
evaluation (the ones that are more familiar with the robot
evaluated with higher score the ease). Giving socially intel-
ligent responses, the humanoid robot did not disappoint the
expectations of participants, who judged better the interac-
tionwithENAOwith respect to the expectation (Q2), butwith
no significant differences (ANOVA with repeated measures
F(2, 34) = 1.109 and p = 0.341). The users found more
natural to interact (Q3) with the APP, since they are accus-
tomed using it, with no significant difference (ANOVA with
repeated measures F(2, 34) = 2.902 and p = 0.069). We
only found a moderate Pearson correlation between robotics
skills and Q3 evaluations in the case of NAO (ρ = 0.551
with p = 0.018), meaning that people who are more famil-
iar with robotic applications found the interaction with NAO
more natural. Finally, the interaction with each interface has
been evaluated as satisfactory (Q4), with a slightly increased
preference in the case of APP (ANOVA with repeated mea-
sures F(2, 34) = 2.944 and p = 0.066). The evaluation of
the satisfaction has a moderate correlation with the accep-
tance rate in the case of NAO (Pearson ρ = 0.517 with
p < 0.05). Q5 was evaluated only with respect to the ENAO
configuration showing good appreciation of the naturalness
of the proposed gestures and motions, while Q6 was used
as a consistency check. Thanks to the questionnaire, we can
state that the users were, on the whole, satisfied about the
interaction.

5.2 The Second Case Study

In order to validate the hypothesis that the robotic applica-
tion is a valuable solution for recommendation systems with
respect to a mobile application, we must avoid experimental
constraints that could possibly affect the interaction perfor-
mance. Hence, in the second case study, we wanted to avoid
that a low English proficiency could have an impact on the
movie acceptance rate. Using the mother tongue ensures a
complete comprehension, while, by introducing the diver-
sity of the language factor, we are able to better understand
the effects of non-verbal behavior on users’ understanding,
acceptability, and engaging. For this purpose, we collected
the same data in a second experiment using the Italian lan-
guage.

Moreover, in the second experiment, we also evaluated the
personality traits of the participants in order to understand
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Table 2 HRI qualitative questionnaire ratings for the first case study

Q1 Q2 Q3 Q4 Q5 Q6

Ease Expectation Naturalness Satisfaction Naturalness of Motion Consistency

APP 4.28 ± 0.75 3.39 ± 1.24 4.11 ± 0.83 3.89 ± 0.96 – 4.67 ± 0.48

NAO 3.67 ± 0.69 3.33 ± 0.91 3.56 ± 0.78 3.28 ± 0.89 – 4.67 ± 0.59

ENAO 3.83 ± 0.71 3.72 ± 1.18 3.67 ± 0.84 3.67 ± 0.91 3.56 ± 0.86 4.72 ± 0.46

whether personality could have an impact on the evaluation
of the interaction. Research has shown that personality is a
primary factor which influences human behaviors. Research
in psychology has come out with different models to describe
the human beings’ personality. Among them, the most pop-
ular approach among psychologists for studying personality
traits is the Five-Factor Model (FFM), which describes
human personality using five factors (OCEAN), also known
asBig-Five [18].Openness represents the inclination to open-
ness to new experiences, having an active imagination and
a preference about the will to find new ideas. Closed peo-
ple are less flexible and rarely understand others’ point of
views. Conscientiousness describes how much an individ-
ual is responsible, disciplined and dutiful. Extraversion is an
indicator of assertiveness and trust. Extroverted people eas-
ily create interpersonal relationships and love working and
being together with others.Agreeableness describes the level
of sympathy, availability, and cooperativeness. People with
low level of this factor are competitive, skeptics and antago-
nistic. It measures how much a person is nice and altruistic.
Finally,Neuroticism represents an emotional instability char-
acterized by negative emotions like fear, anger, sadness and
low self-esteem. People with an high Neuroticism trait rarely
are able to control their impulses and copewith stress. For the
personality evaluation, among the many models of personal-
ity, the Five Factor Model appears suitable for usage both in
recommender systems and human–robot interaction as it can
be quantitatively measured (i.e. numerical values for each of
the considered factors, namely, openness, conscientiousness,
extraversion, agreeableness, and neuroticism) [35].

Since the second experiment required an additional time
for the completion of a personality questionnaire, we lim-
ited the evaluation with respect only to the APP and ENAO
conditions. As the first case study, this one is designed as
a within-subjects repeated measures experiment, where the
independent variable, in each experiment, is the interface
used for providing the recommendation, respectively, the
robot with non-verbal communication abilities (ENAO) and
the mobile application (APP).

Personality Questionnaire For our experimental study, we
used the Italian BFI questionnaire reported in [12], consist-
ing of 44 sentences,where userswere asked to define a certain

number of characteristics that may or may not be applied to
themselves (seeFig. 1), by associating a rate from1 (Disagree
Strongly) to 5 (Agree Strongly) to each question. The scor-
ing analysis of the results will provide the score calculated
through specific formulas that relate some of these answers,
and it will generate themembershipwith a certain percentage
to one of the 5 possible traits (Extraversion, Agreeableness,
Conscientiousness, Neuroticism and Openness).

Participants 30 participants (63% males and 37% females)
were involved in the test, with an average age of 28.5. The
40% of the participants had high robotics skills, while the
60% had very low proficiency with robotic devices (with an
average value of 2.8). The average familiarity value for the
movie domain is 4.3, while the average familiarity with the
android applications domain is 3.8. We followed the same
procedure as the first case study, but adopting the Italian
language both for text description and for the robot’s voice
synthesizer.

5.2.1 Results Analysis

Acceptance Rate As in the previous test, results show that
there is a minimum difference in the acceptance rate between
the recommendations provided by APP and ENAO not
yet statistically significant (ANOVA with repeated measure
F(1, 59) = 1.616, p = 0.209). This result could come from
the used recommendation algorithm that is able to propose
movies, which, presumably, fit very well the users’ prefer-
ences, independently from the used interface (we had more
of 60%of acceptances). This is also supported by the fact that
there is a moderate significant Pearson correlation between
the acceptance of the movie suggested by the APP and the
ones suggested by ENAO (ρ = 0.642 with p < 0.001).
Results are shown in Fig. 8.

Personality and Acceptance Rate Concerning the possible
main effect of the personality on the acceptance rate, in Fig.
9 the variation of such rate for APP and ENAO cases are
shownwith respect toHigh or Lowvalues of each personality
trait. Also, in this case, such differences are not statistically
significant. However, in the case of extraversion subjects
with high extraversion values accepted more recommenda-
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Fig. 8 Acceptance rates of movies recommended by APP and ENAO

tions with respect to subjects with lower values in the case
of ENAO condition, but there is not a significant interac-
tion effect on the acceptance rate with respect to the two
conditions (F(1, 42) = 0.057 with p = 0.812). No sig-
nificant result are found also for the case of Agreeableness
(F(1, 42) = 0.286 with p = 0.596) and Conscientiousness
(F(1, 42) = 0.093 with p = 0.762). In the case of neuroti-
cism, as we expected, low neuroticism values correspond to a
higher acceptance rate (F(1, 42) = 0.462 with p = 0.500).

Fig. 10 Preference rates for APP and ENAO

Finally, the openness does not seem to have an impact on the
acceptance rate in the case of low values, bywhile it produces
a higher acceptance in the case of ENAO (F(1, 42) = 1.964
with p = 0.168) for high values.

Preferences In Fig. 10, the percentage of preferences
expressed by the users at the end of the interaction with the
two interfaces (APP and ENAO) is presented. The histogram
clearly denotes an enhanced experience of users when inter-

Fig. 9 Personality traits grouped for high/low values and acceptance rate
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acting with the humanoid robot (i.e., 73% of participants
preferred to interact with ENAO). This result is in accordance
with our hypothesis H1 that people are inclined to prefer an
interface interacting through more natural modalities. This
consideration is also supported by statistical analysis com-
puted by through a one sample t-test that stated a significance
of p < 0.008.

Personality and Preferences With respect to H4, there is a
moderate Pearson correlation of the neurotic personality trait
and the expressed preference on the interface (ρ = 0.545
with p = 0.009). Namely, subjects with a higher neurotic
trait prefer more ENAO with respect to subjects with a low
value that preferred the APP.

Movie Familiarity Regarding the familiarity with the movie
domain, between groups indicates that the variable famil-
iarity is significant (F(1, 26) = 53.33 with p < 0.001).
Movie familiarity has a weak Pearson correlation with the
acceptance rate (ρ = 0.38 with p = 0.038). However, the
within-subjects test indicates that there is not a significant
interaction effect on the acceptance rate with respect to the
two conditions (ANOVA with repeated measure F(3, 26) =
0.199 with p = 0.896). This means that the movie familiar-
ity has an impact on the acceptance rate in general, but there
are no statistically significant differences in the acceptance
rates with respect to the two considered conditions.

Robotics Skills As in the previous test, Robotic skills do
not have a significant main effect on the acceptance rate
(F(4, 25) = 1.183 with p = 0.343). The same holds
for Android skills (F(4, 25) = 1.784 with p = 0.164).
Concerning the gender aspect, the statistical analysis shows
that the users’ gender does not affect the acceptance rate
(F(1, 28) = 0.977 and p = 0.331).

Questionnaire Evaluation We also analyzed the interaction
from the users’ point of view (see Table 3). Concerning the
ease of use of the interface (Q1), users perceived easier to use
the ENAO interface, but without statistically significant dif-
ference with respect to the evaluation of the other conditions
(ANOVA). Moreover, there is a strong Pearson correlation
between the evaluations of Q1 provided for ENAO and APP
(ρ = 0.84 with p < 0.001) meaning that the users evaluated
the ease of use of the two interfaces in the same way. Such
correlation becomes moderate in the case of Q2 (ρ = 0.52
with p = 0.003), where the fulfillment of the expectations
with respect the two interfaces is greater for ENAO than the
APPwith no statistically significance (p = 0.246). As, in the
previous case study, the users found more natural to interact
(Q3) with the APP (F(1, 29) = 3.777 with p = 0.062).

Table 3 HRI qualitative questionnaire ratings for the second case study

Q1 Q2 Q3 Q4

Ease Expect. Natural. Satisf.

APP 4.60 ± 0.89 3.87 ± 1.04 4.20 ± 0.80 3.83 ± 0.83

ENAO 4.70 ± 0.79 4.07 ± 0.78 3.83 ± 1.12 4.10 ± 0.96

The interaction with both the interfaces has been evaluated
as satisfactory (F(1, 29) = 2.220 with p = 0.147).

Finally, with respect to the considered personality traits,
while agreeableness is the typical factor describing the ease
of a person to trust others and to be easy to be satisfied, we
found that the conscientiousness personality trait, that is typ-
ically related the ability to complete tasks successfully and
follow the rules, but also socially prescribed norms, has a
moderate Pearson correlation with the satisfaction evalua-
tion in using ENAO (ρ = 0.409 with p = 0.025). So while
an agreeable person has the same behavior when interact-
ing with an APP of ENAO, in the case of contentiousness,
the interaction of the human-robot is more meaningful with
respect to the one with the APP.

6 Discussion

From the performed statistical analysis came out that even
if the rate of acceptance obtained with ENAO condition is
always higher than the one obtained by using the APP con-
dition (and the NAO condition), there are not statistically
significant differences. Hence, the H2 hypothesis cannot be
sustained. Hopefully, these results could be validatedmore in
the case of a larger considered population. Moreover, in our
opinion, the considered movie domain implies a high vari-
ability in the length of the interaction thatmay have an impact
on the acceptance rate and the evaluations of the interaction.
In particular, during the experimental evaluation, we noticed
that there were different reactions with respect to the length
of the plots. Longer plots require longer interactions with the
robotic device, while, sometimes, reading from a screen can
be a faster solution.

The physicality of NAO robot alone does not significantly
affect the participants’ acceptability (H3) with respect to
the APP modality, however, this observation evaluated using
ANOVA with repeated measures is not supported by statis-
tically significant value. Moreover, while there are several
factors affecting the interaction with APP, we noticed, in the
first case study, that the acceptance rate remains stable when
interactingwith ENAO. In particular, according to other stud-
ies [1] providing the evidence that using robots for teaching
English as a foreign language can be a valuable solution, we
observe that results obtained while interacting with ENAO
are more stable as the participants’ robotic skills and English
proficiency level change.
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Regarding the expressed preference with respect to the
considered conditions, results clearly denote an enhanced
experience of users when interacting with ENAO, this time
with a statistically significant difference. As hypothesized
in H1, the participants prefer to interact with an interface
providing a more natural interaction mode. This trend is
observed in both the case studies.

Concerning the ease of use of the interface, in the first test,
users perceived easier to use the APP, but we found that there
was a moderate correlation of robotics skills with respect to
the evaluation of the easiness of the interaction. Hence, this
result could be affected by the considered population.

Because of the familiarity with applications on mobile
phones, in both the presented studies, the participants per-
ceived the interaction with the APP more natural, even if
no statistically significant values emerged from this observa-
tion. This can also be due to a sort of habituation to the use of
the app arising from the first phase of the experiments where
the users are forced, before interacting with the one or the
other interface, to interact with the android application for
the ratings. However, the social behavior expressed by the
robot through speech, movements, and gaze, has been eas-
ily interpreted by humans and resulted to enhance the users’
satisfaction with respect to their expectations.

Finally, with respect to the personality traits (H4), we
found that subjectswith a higher neurotic trait preferredmore
to interact with ENAO with respect to subjects with a low
value that preferred the interaction with the APP. Moreover,
we found a moderate Pearson correlation between the Satis-
faction evaluation in using ENAO and the conscientiousness
personality trait.

7 Conclusions

Social robots are starting to be used for advertisements in
public spaces such as shops andmuseums, primarily for their
greater ability to grab the users’ attention with respect to
displays. Lately, Socially assistive robotics applications are
starting to be developed for home environment to proactively
assist the users in their daily activities by providing reminders
and recommendations.

This work aims to provide a further validation of the role
of socially assistive robots in suggesting effective recom-
mendations and in motivating human users. In particular,
we want to demonstrate that such a kind of social interac-
tion is preferred by humans than other types of commonly
used interactive interfaces and to evaluate in what extent they
can affect the humans’ choices. Our assumption is that the
potential of a humanoid robot to portray a rich repertoire
of non-verbal behaviors could make the interaction more
credible and engaging since these behaviors express a social
meaning that is very familiar to human users.

In previous works, the study on the users’ engagement
in interactive tasks were conducted mainly by comparing
the advantages of the embodiment condition as provided
by a physical robot with respect to its virtual counterpart.
Only lately, non-verbal cues are gettingmore attentionwithin
the HRI community for their role in providing a more nat-
ural interaction [26]. According to this research trend, we
designed two pilot studies, where we considered the effects
on human users engagement of a social robot capable to
exploit different non-verbal communication channels. How-
ever, rather than versus virtual agents, we focused on the
comparison of this robot with respect to a well-known inter-
face such as that of a mobile application. In order to confront
these interactive interfaces, we considered the recommenda-
tion providing task. In particular, we took into consideration
the movie recommendation domain, where the use of mobile
apps is of common use. We evaluated the impact of three
information providing interfaces: a humanoid robotwith only
voice interaction, a humanoid robot that adds to the voice
interaction non-verbal cues, and a mobile-phone application,
with respect to different factors, including the personality,
which could have an impact on the results. Results stated
that although the social robot is preferred by users, it does
not affect the acceptance rate of proposed movies, but other
factors are involved that couldmake it preferablewith respect
to the app.
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