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Abstract

Reciprocal interaction and facial expression are some of the most interesting topics in the fields of social and cognitive
robotics. On the other hand, children with autism show a particular interest toward robots, and facial expression recognition
can improve these children’s social interaction abilities in real life. In this research, a robotic platform has been developed
for reciprocal interaction consisting of two main phases, namely as Non-structured and Structured interaction modes. In the
Non-structured interaction mode, a vision system recognizes the facial expressions of the user through a fuzzy clustering
method. The interaction decision-making unit is combined with a fuzzy finite state machine to improve the quality of human—
robot interaction by utilizing the results obtained from the facial expression analysis. In the Structured interaction mode, a
set of imitation scenarios with eight different posed facial behaviors were designed for the robot. As a pilot study, the effect
and acceptability of our platform have been investigated on autistic children between 3 and 7 years old and the preliminary
acceptance rate of ~78% is observed in our experimental conditions. The scenarios start with simple facial expressions and
get more complicated as they continue. The same vision system and fuzzy clustering method of the Non-structured interaction
mode are used for automatic evaluation of a participant’s gestures. Lastly, the automatic assessment of imitation quality was
compared with the manual video coding results. The Pearson’s r on these equivalent grades were computed as r = 0.89
which shows a sufficient agreement on the automatic and manual scores.

Keywords Human-robot interaction (HRI) - Reciprocal interaction - Facial expressions - Autism - Fuzzy finite state machine -
Imitation

1 Introduction

In the field of social robotics, researchers have been interested
in the development of interaction between a humanoid robot
and its environment, particularly the possibility of interacting
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with other robots and/or humans. In human—robot interaction
(HRI), understanding a user’s emotion is quite valuable. In an
HRI system, different decision-making algorithms are used
for the emotion synthesis unit, all of which require consider-
ing both temporal and emotional states of the user [1]. One
of the important factors for measuring the user’s moods and
behaviors is facial behavior such as facial expression, eye
contact, gaze direction regulation, and head orientation [2].
Facial expression is one of the important aspects of nonverbal
communication that can be used for autonomous HRI sys-
tems [3]. Therefore, facial behavior analyses can be used for
real-time human-robot emotional interaction to give robots
a better understanding of the user’s emotions.

Concurrently, individuals with autism have atypical emo-
tion recognition and mental states, including facial expres-
sions, vocal intonation, and body language, as components
of social cognition [4]. In [5], a review of behavioral studies
on face processing discusses the nature of the face process-
ing problems for individuals with autism. Baron-Cohen [6,7]
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Fig.1 The architecture of human—robot facial expression reciprocal interaction platform with the evaluation system

believes that a deficit in theory of mind and empathy causes
this problem for children with autism. In fact, the ability to
recognize and distinguish emotional expressions develops at
age 10-weeks in Typically Developing (TD) children [8]; and
TD children can interpret others’ emotions and read emo-
tions from an adult’s eyes at age ~11 years [9]. However,
children with autism might not be able to naturally decode
other’s emotions and can behave differently from typically
developing children during social interactions [10]. Recipro-
cal imitation games are an appropriate way to teach imitation
skills (as a core symptom) to children with Autism Spectrum
Disorders (ASD) which could positively affect their social
and communication skills, pretended play, and facial ges-
tures [10,11]. Moreover, taking into account the increasing
trend of using social robots in education [12], care of chil-
dren and older adults [13,14], and autism research [15-17],
a robot with the ability to show facial expressions may be an
appropriate tool for reciprocal imitation games. Due to the
fact that progress in fine movement imitation can potentially
improve real-life social skills of children with autism [10,15—
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19], interaction through facial expressions with a robot may
be a suitable therapeutic application of such studies. Combin-
ing the above statements, human-robot reciprocal interaction
through facial expressions is worthy of attention in autism
research for possible rehabilitation purposes.

As the main contribution, this paper presents an initial
attempt to develop a robotic platform for human—robot recip-
rocal interactions through facial expressions and investigates
its acceptability and performance on a set of Iranian children
with autism. This study is built on our previous research on
the fundamental design of the first side of the reciprocal HRI
platform [20]. A high-level overview of the designed plat-
form, including Non-structured and Structured interaction
modes (Fig. 1), is presented in the following.

(a) Phase 1, Non-structured interaction mode: The main
goal of this phase is to empower our HRI platform to
react emotionally to the participants’ facial behaviors
in real-time. We presented an automated system with a
fuzzy algorithm for recognizing the intensity of the facial
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expressions and their relative emotional states. The nov-
elty of this phase is developing a decision-making fuzzy
state machine to improve the quality of interaction,
which leads to a more realistic real-time reaction from
the robot through its facial expression and neck move-
ment. This phase is called the Non-structured interaction
mode because the robot adapts itself and reacts to arbi-
trary facial expressions of the participant.

(b) Phase 2, Structured interaction mode: In the second
phase of the developed HRI platform, the user is sup-
posed to react to the robot’s facial expressions during
robot—child interactions. As a case study, the perfor-
mance of some children with autism in robot-assisted
facial-imitation is measured through manual video cod-
ing of the imitation tasks. In order to test the hypothesis:
“children with autism perform better in robotic than
non-robotic facial imitation actions”, the results of the
previous section are compared to the scores of the same
tasks while imitating a human mediator. A fuzzy-based
assessment algorithm is then introduced to do the same
scoring for the robot-assisted imitation tasks. Exploring
whether there is a correlation between the manual scor-
ing by human-coders (as the reference grades) versus
the automatic assessment by the machine (i.e. the robot)
is the next contribution of this phase.

This paper follows a scientific approach to study the perfor-
mance of the robotic reciprocal interactions for each part of
the proposed HRI architecture. The findings of such stud-
ies would help autism researchers to design and conduct
therapeutic intervention scenarios for possible rehabilitation
purposes.

2 Related Work
2.1 Facial Expression Recognition for HRI

In recent years, emotion-based human-robot social inter-
action has attracted considerable attention from academic
and research communities [21-25]. Zacharatos et al. [21]
explained recent emerging techniques and advances in auto-
matic emotion recognition as well as recent application areas
and notation systems. They also described the importance of
movement segmentation in automatic emotion recognition.
In [22], a set of upper body gestures is used to interact with
a humanoid robot in real-time. The robot’s reactions were
through body movements, facial expressions, and verbal lan-
guage. Aly and Tapus introduced a multimodal behavior HRI
for more naturally emotional interaction. During their exper-
iment, the humanoid robot has engaged and generated an
adapted behavior using facial expressions, speech, and head-
arm metaphoric gestures [23].

Due to the fact that facial expressions play a key role in
emotional interaction, automatic analyzing of facial expres-
sions has been an active research topic during the last
2decades [26-33]. In the early 2000s, new methods for
detecting the anatomic action units (AU) appeared [26].
Recently, the focus has shifted toward analyzing the spon-
taneous facial expression and studying the dynamics of the
expressions [27]. Halder et al. [28] have used an interval and
a general type-2 fuzzy set to model the fuzzy face space
for emotion recognition purposes. The algorithm adopted
in their study has resulted in a classification accuracy of
98.3%. In [29], the concept of a prototype-based model
for characterizing facial expressions is introduced. They
obtained an expression recognition result of 87% with a
person-independent evaluation approach. A novel multiclass
Support Vector Machine (SVM) system is used to recognize
all basic facial expressions based on geometric deformation
of facial features with the accuracy of 99.7% on the Cohn—
Kanade database [30]. There have also been several studies
concentrating on designing and developing a more intelli-
gent and reliable facial expression analysis for HRI [34-39].
Chakraborty et al. [34] proposed an accurate, simple, and
robust scheme for emotion recognition and control based on
afuzzy relational approach. In this study, eye opening, mouth
opening, and the length of eyebrow constriction are extracted
and mapped onto an emotion space by applying Mamdani-
type relational models. In [35], changes of 21 facial distances
describe the facial feature deformations, which were clas-
sified based on SVM method. Their experimental results
showed that the proposed approach has a recognition rate
of more than 90% in real-time. In another study, a Dynamic
Bayesian Network classifier is used in order to estimate
a human emotion for recognition and imitation of facial
expressions [37]. The output of their classifier updates a geo-
metric robotic head model. Developing a robotic head with
the ability to imitate facial expressions through the robot’s
eye expression is proposed in [38]. They have used a 3D
Constrained Local Model and Hidden Markov Model for
localizing the facial features and distinguishing the emotional
state of the user, respectively.

The Non-structured interaction mode of this paper includes
an automatic facial expression recognition with a fuzzy facial
expression response of the robot. As amodule of the designed
reciprocal architecture, this interaction mode can promote
shared attention and social responsiveness in children with
autism, among other mentioned social robotic applications.
We have used this mode to investigate the acceptability of
our robotic platform for children with autism.

2.2 Robotic Expressive Faces in Autism Research

The motivation behind the increasing trend of using social
robots in different aspects of autism research falls with
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the reports presented by scientists during the last decade;
contrary to their inability to interact with their typically
developing peers, children with autism have shown that they
can interact with intelligent robots and technological social
agents in a natural way (cited or confirmed in [15,16,19,40-
43]). Scassellati et al. [16] mentioned that social robots are
less complex than human and animate social beings, and
more interactive tools than inanimate toys; the former could
be a source of distress or confusion, and the later cannot usu-
ally elicit novel social behaviors for children with ASD. In
the past, researchers have reported utilizing computer avatars
[18,40] and social robots with low or high facial complex-
ities [16,41-44] in teaching different facial expressions to
children with ASD. As an exploratory study, Duquette et al.
[41] involved two children with low-functioning autism in
robot-assisted and two other children with ASD in human-
mediated reciprocal interactions and imitative games. They
reported that the two participants paired with the Tito robot
showed increased shared attention during the body and facial
imitation games. Moreover, these participants showed better
imitation performance in facial expression tasks than the two
other subjects in the human mediator—child mode. Salvador
et al. [42] used a Zeno (R50) robot to investigate the com-
parison of the emotion expression recognition of 11 children
with autism and 11 typically developing peers. In this study,
the authors programmed their robot to show 13 emotions
and the children were asked to guess what emotion the robot
displayed. While the authors did not observe a significant dif-
ference in the emotion prediction between the two groups,
they reported a specific deficit in identifying the fear emotion
by the ASD group. Moreover, they confirmed the potential
of using a robot with facial expressions to improve the social
skills of children with autism. Hopkins et al. [ 18] investigated
the effect of their computer-based training program, FaceSay,
on the emotion and facial recognition skill development of
their subjects with autism. They reported the improvement
of their low-functioning participants with autism in emotion
recognition, and high-functioning subjects in emotion and
facial recognition after involving them in interactive realistic
avatar games.

In order to have a reciprocal facial imitation training HRI
for children with autism, the Structured interaction mode has
been embedded in the developed architecture. Through this
interaction mode, we will be able to investigate the partici-
pants’ facial imitation performance in the robot—child mode.

3 Research Methodology
3.1 Robotic System

The Microsoft Kinect Sensor for Xbox One [45] is used for
the machine vision application. The Microsoft Kinect Sensor
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Fig.2 Eight DOF in Mina’s face

is a physical device with depth sensing technology, a built-in
color camera, and an infrared emitter. With the help of version
2 from the Kinect for Windows Software Development Kit
(SDK), it is possible to access a list of high detail face points
to extract facial features.

The humanoid robot used in this study is the R50-Alice
by Hanson RoboKind Company [46] designed specifically
for human-robot social interaction. The robot was named
“Mina” (a Persian name) since it was going to be used
for interaction scenarios with Iranian children. Mina has 11
degrees of freedom (DOF) in her head, 3 DOF in her neck,
and 8 DOF for generating facial expressions (Fig. 2). In this
research, Mina does not have any verbal communication with
the user.

3.2 Non-structured Interaction Mode
3.2.1 Facial Expression Recognition

In this part of the study, an algorithm has been developed to
use the Kinect sensor for facial expression recognition. Three
main steps must be taken to automatically recognize facial
expressions, as follows:

(1) Facial feature extraction
(2) Gathering a database
(3) Classification

In our study, first, the facial features are extracted with
the help of the Kinect SDK; second, the facial expression
database is collected; and thirdly, we used the Fuzzy C-Means
(FCM) method for classification.

Facial expression feature extraction algorithms mainly use
feature points or convert pixel intensity. Studies on facial fea-
ture modeling in the literature [35] are based on the following
items:

(1) Facial point displacements.
(2) Facial point coordinates.
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Table 1 List of the extracted

. Facial features
facial features

Description

F1
F2
F3

F4
F5
F6

F7

F8

F9

F10
F11
F12
F13
F14
F15
F16
F17
F18

Distance between inner corner of the left eye and inner left eyebrow
Distance between outer corner of the left eye and outer left eyebrow

Distance between center of the left eyebrow and the line crossing inner and
outer corners of left eye

Distance between inner corner of the right eye and inner right eyebrow
Distance between outer corner of the right eye and outer right eyebrow

Distance between center of the right eyebrow and the line crossing inner and
outer corners of right eye

Distance between inner left eyebrow and inner right eyebrow

Distance between left corner and right corner of the mouth

Distance between middle of the upper lip and middle of the lower lip
Distance between left corner of the mouth and inner corner of the left eye
Distance between left corner of the mouth and left cheekbone

Distance between left corner of the mouth and left end of the lower jaw
Distance between right corner of the mouth and inner corner of the right eye
Distance between right corner of the mouth and right cheekbone

Distance between right corner of the mouth and right end of the lower jaw
Distance between inner corner of the left eye and bottom left of the nose
Distance between inner corner of the right eye and bottom right of the nose

Distance between bottom of the nose and the line crossing from inner corner

of the left and the right eye

(3) Distances between points based on the deformation of
the facial contour.

(4) Deformation of the shape from the neutral state regard-
less of the contraction of facial muscles.

(5) Modeling of muscle contraction using the variation of
muscle distances.

Since the Kinect has been used as the vision system for fea-
ture extraction, a technique based on the distance between
facial points is used. Details of assigning the facial points
and feature extraction mechanism are available in our previ-
ous works on facial expression HRI [20,39]. Eighteen facial
features were chosen in such a way to represent the action
units of the Facial Action Coding System (FACS) [47]. These
features are listed in Table 1.

The data is recorded from the Kinect sensor and each fea-
ture is updated at the rate of 30 frames per second. The
recorded data contains noise and cannot be used for the
recognition phase. A moving average filter with a period of
5 previous data points is applied to each feature to reduce
the effect of noise on the extracted features. A second issue
is that the user’s facial features should be scale invariant; for
this reason and to avoid the effect of user’s distance from the
Kinect sensor, two methods are applied to these features. In
the first method, features F1 to F17 are divided by the value of
the participant’s F18. The resulting features are named as fea-
tures represented in “Mode (A)”. In the second method, each

feature (from F1 to F17) is divided by its neutral value (i.e.
the value of the feature when the face is in the neutral state)
and these results are called features represented in “Mode
(B)”. Both of these feature types are scale invariant, but they
have different characteristics. For Mode (A) representation,
the neutral state of the user’s face is not needed which can
be taken as a potential advantage; and features in Mode (B)
are normalized which can lead to a more robust classifica-
tion. These two feature types resulted in different recognition
rates which are discussed in the Results section. A suitable
set of data is needed to train and then evaluate the efficacy of
an automated facial expression recognition system that can
detect emotional state. Since there was no available detailed
database for high detail facial points recorded by the Kinect
sensor, an added value of this work was to gather a database
for facial expressions using the Kinect data.

The training dataset for the Non-structured interaction
mode consists of facial features of 4000 samples gathered
from different poses of 6 main facial expressions from 12
different young adults (500 samples for each facial emotional
state). These main emotional states are happiness, sadness,
anger, surprise, disgust, and fear. The subjects of this database
are 6 males and 6 females with a mean age of 24.8 years and
standard deviation of 4.5 years. The procedure of recording
facial expressions and choosing the samples was done under
the supervision of a psychologist. The feature vectors were
selected from a range of feature sequences captured from
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Fig. 3 Membership function for the clusters versus the distance (D)
from the center of the cluster

our subjects while they were asked to watch six 15- to 45-s
selected Iranian videos in order to elicit more realistic emo-
tional states in response to the videos.

The final stage of facial expression recognition is to apply
a classifier (or clustering approach) to discriminate the facial
features to one of the existing facial expressions (basic
emotional states). In this study, a fuzzy clustering method
called the Fuzzy C-Means method is used. Fuzzy C-Means
(FCM) is a clustering algorithm introduced for classifica-
tion of numeric data [48,49]. This method was chosen for
two main reasons. First, we needed a classifier with fuzzy
output in order to find the membership values related to the
input vector of features captured by the Kinect. As the next
step, these membership values were used to produce Mina’s
response based on a fuzzy finite state machine (proposed
in Sect. 4.1.2). Second, FCM is a clustering technique and
since the clustering algorithms are considered as unsuper-
vised learning techniques, knowing the correct label for the
training dataset is not necessary. This trait gives the recog-
nition algorithm the ability to increase its dataset by adding
the input samples to the database during interaction with new
users.

In this part of the study, the first step is finding the center of
the clusters (each of the six basic emotions) for the samples
in our database. Each center of a cluster is a vector with
17 elements (normalized distance of each cluster from the
neutral state). Then, the inside cluster deviation is calculated
for each of these emotional states. Finally, the membership
value of a given facial expression (normalized facial feature
vector) for each of the emotional states is defined according to
the membership function presented in Fig. 3. The horizontal
axis represents the distance of the given facial expression
from the center of the cluster, and the vertical axis is the
membership value output corresponding to that cluster. “icd”
indicates the inside cluster deviation and “nd” stands for the
center of the cluster’s distance from the neutral state.

3.2.2 Human-Robot Emotional Interaction
The first step toward a more realistic response from Mina in

the Non-structured interaction mode is tracking the user by
moving the head of the robot. For this purpose, Neck Yaw
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Fig.4 Mina sits on a chair with the Kinect attached to it

Head
p Position
/

Fig.5 Mina’s Neck Yaw (a) and Neck Pitch (B) in the reference coor-
dinates

and Neck Pitch (angles for rotating in the azimuth and eleva-
tion planes, respectively) are able to change such that Mina is
always facing her user as she responds to the user’s emotional
state. These angles are calculated according to the position of
the user’s head. From the data output of the Kinect, the head
position is available in the Kinect body coordinate system.
Therefore, the position of the Kinect sensor and Mina’s head
center should be stationary. The Kinect sensor is attached to
a physical fixture to maintain the relative distance and orien-
tation between the two coordinates (see Fig. 4). To calculate
the proper neck angles, this position needs to be transferred
to the robot’s head coordinate system. Figure 5 illustrates the
head position in both coordinate systems and proper rotat-
ing angles in the robot’s head coordinate system. The Kinect
Body Coordinate System (xyz) and Robot’s Head Coordi-
nate System (XYZ) are shown with brown and black colors,
respectively.

The next step is to implement the decision-making agent.
A finite state machine was used to generate an emotional reac-
tion to indicate the emotional state of the robot. The user’s
emotional state was the input to the state machine (see Fig. 6).

The output of each state was a set of facial expressions pro-
duced by Mina, declaring her reaction to the user’s emotional
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Sa A H | Happiness
°V Sa | Sadness
‘ D A | Anger
H Su | Surprise
D Disgust
H F Fear
N Neutral

Fig. 6 The finite state machine diagram for the Structured interaction
mode

state. This output is set as a vector containing the actuation
level for each degree of freedom in Mina’s face. Since the
designed HRI system is going to be used for interaction with
children with autism, the interaction scenarios were designed
through consultation with a clinical child psychologist. The
scenarios were finalized during the session with the psychol-
ogist, and since we decided that Mina should not become
angry during the interactions with the children, there is no
“Anger” state considered in the state machine diagram. The
transition between states is according to the user’s detected
emotional state.

The designed finite state machine starts in the “Neutral
State” and according to the current emotional state of the user,
Mina will change her emotional state by using the different
outputs assigned to each state. The output for each emotional
state is produced based on FACS action units and the robot’s
facial expression for each state is confirmed based on FACS
by the psychologists in our team. Mina, as mentioned before,

Fig.7 Mina winks at the user

has eight DOF in her face for expressing facial gestures.
Therefore, the outputs for the states are vectors with eight
elements, each with values between zero and one. Table 2
lists the actuation values for each state.

In order to make the interactions more appealing to the
users, in some selected states, a timer is also considered that
counts the time Mina stays in those states. Such additional
extra actions can potentially help to emphasize the meaning
of each emotional state which is also used in [23]. If Mina
stays in these certain states for a specified amount of time,
extra motions will be triggered. For example, if Mina stays
in the “Happiness” state for 10s, she will then wink at the
user (see Fig. 7). Table 3 shows the extra motions and their
relevant trigger time. For states with two or more possible
extra actions, one of the actions is chosen randomly.

Table 2 Mina’s face actuation
values for each state; the

State Output vector

FACS AUs

actuators’ values of the robot
can be set between 0 and 1

Neutral Jaw =0

Other actuation values are 0.5

Right smile = 1, left smile = 1

Other actuation values are 0.5
Right smile = 0, left smile = 0
Jaw = 0, Brows = 0.2

Other actuation values are 0.5

Jaw = 1, Brows = 1

Other actuation values are 0.5
Brows = 0, Eyelids = 0.7

Other actuation values are 0.5

Happiness

Jaw = 0.4
Sadness

Eyelids = 0.3
Surprise

Eyelids = 1
Disgust
Fear

Right smile = 0.3, Left smile = 0.3
Jaw = 0.2, Brows = 0.8
Eyelids = 0.7

Other actuation values are 0.5

Lip corner puller, lips part

Cheek raiser

Lip corner depressor, Cheek raiser
Inner brow raiser, Chin raiser

Brow lower

Inner brow raiser, Upper lid raiser

Outer brow raiser, jaw drop

Brow lower, Nose wrinkle
Upper lip raiser, Lips part
Inner brow raiser, brow lower
Outer brow raiser, lips part

Upper lid raiser, lip stretcher
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Table3 Mina’s extra actions for

selected states State Extra motion Time needed to start (s)
Happiness One side smile
Closing mouth smile
Wink at the user 10
Sadness Looking down with head bow 10
Disgust Turning head to the sides 10
Fear Opening mouth 5
Covering the eyes with hands 10

Since the algorithm used for emotional state recognition
in the previous section has a fuzzy output, a more realistic
reaction can be generated by realizing the membership values
of the user’s facial expression for each emotional state. Also,
the state machine can be implemented with a number of if-
then rules as follows:

e if (state == ‘N’ && entry == ‘H’) then {state = ‘H’}

e if (state == ‘N’ && entry == ‘A’) then {state = ‘F’}

e if (state == ‘N’ && entry == ‘D’) then {state = ‘Sa’}
e if (state == ‘N’ && entry == ‘F’) then {state = ‘Su’}
e if (state == ‘H’ && entry == ‘A’) then {state = ‘Sa’}
e if (state == ‘F’ && entry == ‘Su’) then {state = ‘Sa’}
e if (state == ‘Sa’ && entry == ‘F’) then {state = ‘Su’}
e if (state == ‘Su’ && entry == ‘H’) then {state = ‘H’}

These rules are taken as the rule base of our fuzzy inference
system. A fuzzy inference system is a method that interprets
the membership values in the input vectors; and based on
defined rules, assigns values to the output vector [50]. Then,
for the system entry and each state, a membership value is
considered (all state membership values are zero at the begin-
ning). A new level of emotional reaction is generated by
assigning the minimum of the system entry and the current
state’s membership values to the next coming state. Finally,
computing weighted average between the outputs of each
state produces Mina’s facial response. States with member-
ship values of more than 0.5 are considered for calculating
the weighted average. For extra motions, the system chooses
the action related to the state with the highest membership
value, which must also be more than 0.85.

3.3 Structured Interaction Mode

Another objective of this research was the design and
development of robot-based protocols to investigate facial
behavior responses of children with autism through imita-
tion actions. The hypothesis of this section is: “performance
of children with autism in facial imitation tasks is better in
robotic than non-robotic” which is investigated in this study.
In addition, we would like to find a preliminary answer for
the following research question: “Can the proposed fuzzy
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algorithm be used for automatic assessment of facial imita-
tion?” In this phase, we designed and executed a set of fine
movement facial imitation scenarios for children with autism
and an initial attempt was made to develop our HRI system
for automatic assessment by the Kinect data (see Fig. 1).

3.3.1 Participants with ASD

Fourteen Iranian children with autism, including 10 boys and
4 girls, 8 with high-functioning and 6 with low-functioning
autism, voluntarily enrolled in this study to participate in the
facial imitation actions for one 15-min session. The mean age
of the participants was 5.4 years and the standard deviation
was 1.5 years. The children with autism and their parents par-
ticipated voluntarily in this study and they signed a consent
form for moral obligations.

3.3.2 Facial Expressions Imitation Actions

Facial expressions are categorized as fine movements. The
ability to concentrate and recognize fine movement is an
important factor that children with ASD need to improve
[10,16,18]. In order to explore the facial imitation quality of
the participants, a set of easy-to-difficult hierarchical facial
gestures should be designed. Since the basic facial expres-
sions of FACS are not necessarily a set of easy-to-difficult
actions, eight different facial behaviors (i.e. actions no. 1-8)
were designed with the help of two clinical child psychol-
ogists. Table 4 presents more detailed information on each
of these facial gestures. The actions start with simple facial
expressions and get more complicated as the participant goes
on. The number of involved facial components in each action
has been shown in Table 4. For each participant, the actions
were held in two different modes: robot—child mode and
human mediator—child mode (Fig. 1); therefore, each subject
has to imitate a total of 16 facial expressions. Moreover, to
begin, half of the participants were randomly involved in the
robot—child mode and then switched to the human mediator—
child mode. Then, the other half proceeded in reverse order
(counterbalance condition). For the robot’s expressions, each
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Table 4 Facial gestures’

No. of involved
facial components

imitation actions for both Action no. Description
robot—child and human
mediator—child Modes 1

2

3

4

5

6

7

8

Smiling with an open mouth

Closing and opening the eyes two times

Opening and closing the mouth without any other facial behavior
Smiling with a closed mouth

Corners of lips first to left and then to right

Surprise (mouth open and circular, eyes wide open, eyebrows up)
Sadness (eyes half closed, eyebrows and corners of lips down)

Disgust (mouth half open, eyebrows half up, corners of lips down)

W W W N = = =

(a)

(e) ®

Fig.8 Mina’s facial gesture in each of the scenarios (actions no. 1-8)

facial gesture has been animated and produced in Workshop
(RoboKind interface software) [46].

The main elements of the experimental setup included the
Mina robot, Kinect sensor, chairs, and two cameras for film-
ing sessions. A child, one of his/her parents, and the human
mediator were present in the room. Also, a robot operator
was present in an observation room. The participants were
asked to sit on a chair about one meter from the Mina robot or
human mediator and the Kinect system. The session was han-
dled by the human mediator which included two main parts:
(1) the Non-structured interaction mode, and (2) the Struc-
tured interaction mode. At the beginning of each part, the
instructions and expectations of that section were described
by the human mediator. First, the Non-structured interaction
mode was performed for ~ 5min for each of these children
to observe their reaction and find out their acceptance of the
robot when they first notice the robot’s facial responses. For

(8 (h)

the participants who accepted to interact with the robot (for
at least 3min), without taking breaks, the Structured mode
was held as the next part. The Structured mode took ~10 min.
During the imitation actions, the children were asked to pay
attention to Mina’s or the human mediator’s face and imitate
the gestures with as much detail as possible. Figure. 8a—h,
show Mina’s facial gestures.

3.3.3 Manual and Automatic Imitation Assessment

In order to have a valid imitation assessment, we need a reli-
able reference. Therefore, two tasks were done. The action
session was filmed from two angles (front and back). First,
two specialists watched the films and rated the imitation qual-
ity of the participants on a Likert scale of 0, 1, 2, 3, or 4, for
each of the mentioned eight scenarios in both robot—child
and human mediator-child modes. In order to compare the
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performance of the participants in robotic and non-robotic
situations, a two-way ANOVA analysis was applied on the
imitation scores of the children. As mentioned, the hypoth-
esis of investigating the Structured interaction mode is that
the imitation scores of the children with autism are better in
the robot—child mode than the human mediator-child mode.
Moreover, it is expected that actions with different difficulty
levels would affect the subjects’ performance. Therefore, we
have considered “Action Number” and “Imitation Mode” as
the two main study’s independent factors in our ANOVA sta-
tistical test.

Alternatively, because of the differences between the
facial gestures of Mina in the Non-structured and Structured
interaction modes, a new dataset has to be provided. It should
be noted that for the new dataset, the subjects needed to be
trained to carry out the gestures. Therefore, in the second step,
three available psychologists, who were qualified to manu-
ally assess the actions, were requested to play the actions
and imitate Mina’s gestures three times while their facial
feature data was recorded with the Kinect and considered
as the database for the Structured mode. The extracted data
from this part was the reference for our automatic assess-
ment algorithm. On the other hand, typically developing
peers might also be used as subjects for capturing the train-
ing dataset. However, their performance should be confirmed
by the evaluators through a manual assessment process in
advance which is one of the limitations of the current study.

Since children with ASD have atypical eye gaze and con-
centration, the main problem with recording Kinect data was
the unwanted gestures and head movements they made during
the actions. To remove these parts of the data, we considered
the parameter “Engaged” from “Face properties” of the Face
Tracking Kinect SDK. Whenever the detection result from
“Engaged” was “Yes”, we used the extracted facial features
for the assessment (Fig. 9). The algorithm used in this part
is the same FCM introduced and used in the Non-structured
interaction mode. Then, the membership value (between 0
and 1) of the captured gesture performed by the child for
each scenario is considered for automatic assessment of his
or her performance. The only difference from the Non Struc-
tured mode is in the database used for the assessment. In order
to be able to compare the results from the automatic assess-
ment with the manual assessment (i.e. the video coding), it
was decided to rate the imitation’s quality through mapping
the related membership value of the captured gesture in a 0
to 4 interval.

4 Results and Discussion

The results of performing the Non-structured and Structured
interaction modes will be presented and discussed in the next
subsections.
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Fig.9 Automatic imitation assessment flow chart

4.1 Non-structured Interaction Mode
4.1.1 Feature Extraction and Emotion Recognition

Figure 10 shows some of the facial feature evolution (after
normalizing and noise filtering) captured from one of the
subjects of the Non-structured mode database. The x-axis of
each plot is frame number and the y-axis illustrates the nor-
malized value of the facial feature. These selected features
illustrate three facial expressions: happiness, anger, and sur-
prise, respectively. Features in all of these video sequences
begin in a neutral state. As it can be seen, face features are
defined in such a way to be noticeably different for each
facial expression, which leads to easier and more accurate
classification.

A test dataset, containing 700 samples (100 samples for
each emotional state and 100 samples of neutral face) from
a new group of people (3 males and 2 females with a mean
age of 21.2 years and standard deviation of 1.5 years), is used
to validate the classification process for the Non-structured
interaction mode. The highest membership value indicates
the emotional state of each sample. A sample is considered
neutral if all of the corresponding membership values are less
than 0.65. Tables 5 and 6 presents the results from this test
dataset for both feature types. Each row indicates the detec-
tion results for each set of samples with the same emotional
state.

Based on the confusion matrices presented in Tables 5
and 6, the average detection rates for features presented
in Mode (A) and in Mode (B) are 77.0% (standard devia-



International Journal of Social Robotics (2018) 10:179-198

189

T T
‘ — F3 from Neutral to Anger

T T T
| — F3 from Neutral to Happiness ‘ :

055 i I i i H H L 055

—— F3 from Neutral to Surprise

i 1 i i L i
120 125 130 135 140 145 160 150 185 160 165 170 175 180

i H i i i i
95 100 105 110 15 120 125 130

—— F7 from Neutral to Happiness —— F7 from Neutral to Anger

— F7 from Neutral to Surprise

07 4
055 i i i i H ; i 055 i i i i i i i 055 i i i i i i i
120 125 130 135 140 145 150 155 160 150 155 160 165 170 175 180 185 190 90 95 100 105 10 15 120 125 130
156 ; 16 : 16 :
—— F8 from Neutral to Happiness [ —— F8 from Neutral to Anger —— F8 from Neutral to Surprise
: i : 145 : : : ¢ i
07 i
055 i H i i ; i H 055 i i : i : i H 085 H H H H H i H
120 125 130 135 140 145 150 155 160 150 155 160 165 170 175 180 185 190 90 95 100 105 110 15 120 125 130
16 16 16

T T
—— F9 from Neutral to Happiness — F9 from Neutral to Anger

07

T
—— F8 from Neutral to Surprise

i - ; H ; ; : ; H
155 150 1585 160 165 170 175 180 185

150

055 i i i i i
120 125 130 135 140 145 160 190

055
90

i I i i ! i f
95 100 105 110 115 120 125 130

Fig. 10 Some facial features variation from video sequences for happiness, anger, and surprise (the x- and y-axis are frame number and the

normalized value of the feature, respectively)

@ Springer



190 International Journal of Social Robotics (2018) 10:179-198
18 , , . : , 186 , . . : 18 , . ; : r
| ——F11 from Neutral to Happiness ——F11 from Neutral to Anger | %FH from Neutral to Surprise | :
145 : : : 145 : : 145 : :
13 13 134+

055

H L i i H H L 0 i i H
120 125 130 135 140 145 150 155 160 150 155 160 165

H i i i H i i i i i
175 180 185 190 90 9% 0 105 10 115 1200 125 130

—— F16 from Neutral to Anger

r T T T
—— F16 from Neutral to Surprise

07 ; . ‘ : 1 orl

0.7
055120 1;5 1:510 1C‘i5 1;11] 14115 1éU 1;5 160 D55150 1;5 1‘80 1‘85 1‘75 1é0 1;5 190 05599 9i5 169 165 11‘U 11‘5 150 12‘5 130
Fig. 10 continued
Table 5 Emotion recognition rate for the test dataset (features in Mode (A) format)
Happiness (%) Sadness (%) Anger (%) Surprise (%) Disgust (%) Fear (%) Neutral (%)
Happiness 87 0 0 4 2 0 7
Sadness 0 74 8 0 0 10 8
Anger 0 6 76 0 11 3 4
Surprise 1 0 0 95 0 1 3
Disgust 2 2 9 1 71 3 12
Fear 0 8 0 19 2 62 9
Neutral 2 11 3 0 1 9 74
Table 6 Emotion recognition rate for the test dataset (features in Mode (B) format)
Happiness (%) Sadness (%) Anger (%) Surprise (%) Disgust (%) Fear (%) Neutral (%)
Happiness 98 0 0 1 0 0 1
Sadness 0 91 0 0 3 2
Anger 0 2 94 0 4 0 0
Surprise 0 0 99 0 1 0
Disgust 0 0 94 0 0
Fear 0 4 0 83 5

tion: 10.8%) and 93.2% (standard deviation: 5.8%), respec-
tively. The currently used facial features have resulted in
the highest recognition rate of “Surprise” and the lowest
rate for “Fear”. The rate of emotion recognition directly
depends on the feature extraction process. Generally speak-
ing, based on [28-30,34-38], there is no cut agreement on
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the highest and lowest detection rate of basic emotional
states.

It should be noted that based on the feature definition in
Mode (A), the neutral state of the user’s facial data is not
needed in the feature preparation process and all the facial
points distances are scaled by the same ratio (i.e. the nose
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Fig. 11 Combinatorial facial
expressions generated by Mina

length of the user); therefore, the scaled features are still
dependent to the geometry of the user’s face. In contrast, for
feature represented in Mode (B), the user’s facial features
are prepared in proportion to the neutral state of his/her face;
therefore, the nature of these normalized features would be
less dependent on the face geometry. Accordingly, it makes
sense that the recognition rate for features in Mode (A) is
lower than features in Mode (B) format.

4.1.2 Robot’s Emotional Reactions

Using the fuzzy finite state machine for generating proper
facial expressions caused more interacting modes and a vari-
able output level. Also, the change rate of the emotional state
of Mina is dependent on the intensity of the user’s facial
expression. Figure 11 shows some of Mina’s facial reactions
to her user’s emotional state which are combinations of the
pre-defined basic emotional gestures.

4.1.3 Neck Movements of Mina

To improve the quality of human—robot interactions, Mina’s
head turns to face the user during the interaction. A smooth
path with third order polynomial trajectory is also considered
for each of the neck’s angles of turning. If the position of the
user’s head moves while neck angles are moving toward their
previous goal position, a new path will be generated accord-
ing to the current neck angles values and the new destination
angles (Fig. 12). Also, the new trajectory is considered to
have the same velocity as the previous trajectory at the time
the neck angle path changes its trajectory. This helps to have
a smooth transition between trajectories.

4.2 Structured Interaction Mode
4.2.1 Robot’s Acceptability for the Participants with ASD

Before starting the imitation actions and in order to familiar-
ize and draw the participants’ attention to the robot, each of
the children was involved in the Non-structured interaction
mode for about 5 min; and Mina responded to his/her facial
expressions. The introduction of the robot and the instruc-
tions of this part were presented to the child and his/her

60 T T T T T
First trajectory : : :
— Updated trajectory

45

MNeck Yaw (deg)

a0 i i ; : ;
0
Time (s)

Fig. 12 Neck Yaw trajectory change in reaction to the change of user’s
head position

parent by the human-mediator. 9 out of 14 autistic partic-
ipants showed a reasonable interest in interacting with the
robot in the Non-structured mode (i.e. pursued interacting
with Mina for at least 3 min). Two of them felt unpleasant at
the beginning of the session, especially when Mina turned its
face toward them; both of them stayed close to their mothers
and avoid getting closer to the robot. But after encouragement
from both their parents and the human mediator, they found
the environment safe and gradually started to interact with
Mina. 3 out of the 14 showed no interest in meeting the robots
and refused to participate in the session. These three children
had low-functioning autism and were less than 5 years old and
two of them were female. One of the uncooperative female
subjects did not get close to see Mina and insisted to her
parent to take her back home. The other female subject sat
on the floor while screaming continuously as soon as entered
the room (Fig. 13a). For the uncooperative male subject, we
understood that he could not tolerate the sound of Mina’s
cooling fan and after turning the robot off, he accepted to
stay in the room. Overall, 11 out of the 14 children were
interested in participating in the next part of the session (i.e.
the imitation section). As for participants’ attendance, in our
experimental conditions, 78.6% of our volunteers took part in
the imitation actions which could be a preliminary estimate
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Fig. 13 Mina and participants
during the robot—child mode of
phase 2: a an uncooperative
participant, and b a cooperative
subject

of the acceptability of the designed HRI platform. Alterna-
tively, we have to consider that some of the children with
ASD might not have a tendency to enter the room or interact
with the robot. Although the subjects were involved in facial
expression interaction with a robot for the first time and they
voluntarily took part in the program, our prediction of the
acceptability should be taken with caution before general-
izing the obtained result to the autism population. In fact,
the small number of the participants, different ages and per-
ception of instructions, and the autism severe heterogeneity
of the subjects might directly affect the robot’s acceptability
rate. Moreover, it is not possible to figure out whether the
families had certain information about their children’s will-
ingness to interact with robots before attending our sessions.
Participating in the Non-structured mode was our criteria for
exploring the acceptability of the HRI architecture for chil-
dren with ASD and the interaction data from this mode did
not affect the performance analysis of the children in the
Structured mode.

As the most important qualitative happenings of the
Non-structured interaction mode, we observed some joint
attention situations between some participants and their par-
ents during the imitation session (for example when the
robot winked at the subject). Moreover, some spontaneous
initiation of verbal communications with the robot were
observed from some of the children during the sessions. The
mentioned observations could be referred to as social ref-
erencing behaviors which the autism clinicians would like
to observe during treatment sessions. According to the one-
session nature of this program as well as not conducting
skill-based pre-Tests, we cannot claim whether the chil-
dren had ever performed these behaviors before. The Mean
Length of Utterance (MLU) of the participants were less than
their typically developing peers. However, according to the
video records and regarding the verbal communication, the
following situations have been observed for some of the par-
ticipants: (a) after pointing to the face of the robot by the
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mother, she asked her child: “What is Mina doing?”, and the
child answered: “head, ... head, ... head!” (the 3-year-old
child assumed that the mother asked what part of the robot’s
body is.), (b) after the introduction of Mina, one of the par-
ticipants asked the human-mediator: “What is your name?”,
(c) the human-mediator asked the child whether he wanted
to start the session and he told Mina loudly: “start”.

Next, without a break, the 11 cooperating children took
part in two ~ 5-min Structured interaction mode parts to do
the facial imitation actions: once paired with the robot and
one time paired with the human mediator. The order of the
parts was counterbalanced. Fig. 13 show snapshots of the
Structured interaction session in the robot—child mode for
one of the participants with ASD.

4.2.2 Manual Assessment of the Imitation Actions

Figure 14a—d, show samples of the participants while they
were imitating Mina. As previously mentioned, two video
coders independently rated each of the 11 children’s imitation
performance for both robot—child and human mediator—child
modes. The Pearson’s correlation coefficient (r) of their
scores were 0.924 (pvalue = 0.000) which indicates a
strong positive correlation between the two coders’ scores;
therefore, the mean of their scores was selected as the child’s
performance in each action.

Next, to investigate the research hypothesis, a two-way
ANOVA analysis was performed to study whether the inde-
pendent factors “Action Number” and “Imitation Mode” and
their interaction have a statistically significant effect on the
“Imitation Score” of the participants with ASD. The “Imita-
tion Mode” contains 2 levels (i.e. the robot—child and human
mediator—child modes) and the “Action Number” includes
8 levels (i.e. actions no. 1-8). To this end, the General
Linear Model (GLM) tool of Minitab Software [S51] was
used to describe the statistical relationship between the two
mentioned factors as well as their interaction. After fitting
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Fig. 14 Participants try to imitate Mina’s facial gestures. a Action no.
1, b action no. 5, ¢ action no. 6 and d action no. 7

Table 7 Analysis of Variance for imitation scores of the eleven collab-
orating children using Minitab software

Source DOF  F-value pvalue Partial n?
Factorl: Imitation Mode 1 11.81 0.001 0.069
Factor2: Action Number 7 8.45 0.000 0.270
Interaction of Imitation 7 0.75 0.632 0.032
Mode and Action
Number

a general linear model on the data, multiple comparisons
between the factor level means and the significant differ-
ences were calculated (Table 7). The interaction plot for the
mean of the manual scores is also presented in Fig.15.
According to Table 7, the p values for the “Imitation
Mode” and “Action Number” are both less than 0.05, sep-
arately. The effect of both independent factors “Imitation
Modes” and “Action Numbers” on the imitation scores are
statistically significant. Therefore, it can be concluded that
the performance of our participants with ASD in facial
imitation actions in the human mediator—child mode was sig-
nificantly better than the robot—child mode which means that
our hypothesis is rejected. Moreover, in this study, no inter-
action was observed between the factors “Imitation Mode”
and “Action Number” (p value = 0.632 > 0.05). However,

unlike our observation, the researchers in [41,52] reported
that their subjects with autism had a better performance in
facial and emotional expressions tasks in the robot—child
mode than the human-child mode. We believe that the main
reason for the significant difference in the children’ perfor-
mance in the two modes in this study could be the robot’s lack
of verbal communication with the subjects during the actions;
which is one of the differences between our setup and refer-
ences [41,52]. However, we both faced similar restrictions of
having a small number of participants and a non-homogenous
group of subjects which makes it difficult to generalize our
observations and confirm any strong claims.

As it was expected, the performance of the children
directly depended on the number of involved facial compo-
nents of the imitation tasks (i.e. the tasks’ complexity). Based
on Fig. 15, the overall mean scores of the children in actions
no. 1-4 (with only one involved facial component) are higher
than actions no. 5-8; and a decreasing trend in the scores is
visible in both the robot—child and human mediator—child
modes. Through the different nature and complexity of the
designed imitation actions, we have reported the scores for
each action separately. One may observe that the mean value
of all actions’ scores of each child would not be an accurate
representation of the subject’s performance.

As a qualitative viewpoint, all of the participants were
experiencing their first interaction through facial expressions
with a robot. The three common behaviors of the children we
observed were: (1) three males and one female of the subjects
had attempted to initiate verbal communication with Mina.
Regardless of their imitation scores, it seemed that the robot
is more attractive than the human mediator for these partici-
pants. (2) Two of the children spontaneously waved for Mina
when they left the room. (3) Two other male participants were
highly dependent on their mother’s verbal encouragement to
do the imitation actions.

4.2.3 Automatic Assessment of the Imitation Actions

The facial point’ data was partially detected or not detected
at all by the Kinect for 7 out of the 11 participants; because
they had many unexpected and/or unpredictable major move-
ments. Therefore, it was impossible to apply the automatic
assessment algorithm for these 7 participants. In these cases,
manual assessment seemed to be the appropriate method to
rate their facial imitation performance. Therefore, this tradi-
tional and accurate method cannot be ignored or replaced.
However, for (only) 4 of our high-functioning subjects, the
Kinect was able to completely capture all 8 robot—child mode
actions’ facial data. Next, using the developed algorithm
mentioned in Sect. 3.3.3, (4 x 8§ =) 32 grades as automatic
scores were calculated. In order to compare the manual and
automatic scores, the Pearson’s r on the equivalent grades for
the mentioned four participants were computed as r = 0.894
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Fig. 15 Interaction plot for the

Interaction Plot for the Mean of Imitation Scores
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Fig. 16 Scatter plot for the automatic versus manual assessment for four of the participants with high-functioning in the robot—child mode actions
(a—d). The imitation data for all 8 actions of these participants were successfully captured by the Kinect sensor

(p value = 0.000) which shows a sufficient agreement on the
automatic and manual scores. Figure 16a—d show the scatter
plots of the automatic versus manual scores for the men-
tioned four participants with high-functioning autism. By
defining the absolute difference between the video coders’
scores (as the reference scores) and the proposed automatic
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algorithm scores as the Error, we have observed the lowest
and highest Error mean of 0.23 and 0.74 for action 2 and
action 1, respectively. The mean and standard of deviation of
the Errors for each action are presented in Table 8. Therefore,
we can observe an acceptable performance for our developed
platform in the automatic assessment process. In this study,
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Table 8 The. E?mr mean and Action1 Action2 Action3 Action4 Action5 Action6 Action7 Action8
standard deviation (SD) of the
automatic scores in comparison Error mean  0.74 0.23 0.38 0.69 0.27 0.57 0.62 0.65
to the manual scores
Error SD 0.53 0.22 0.33 0.15 0.49 0.09 0.24 0.17
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the minimum and maximum possible values for the Error are
0 and 4, respectively.

Figure 17 shows a sample of membership value (related
to action no. 3) for one of the participants versus time dur-
ing the robot—child mode actions. According to Fig. 17, the
automatic score for this participant in the third action is 3.52.
The equivalent manual score by the video coders for this par-
ticipant in action no. 3 was “4” (Fig. 16¢), which is in line
with the automatic assessment score. According to Fig. 16,
we observe that in 29 score pairs out of 32 (~ 91% of the
available data), the absolute difference between the manual
and automatic assessment scores are less than 1 point. From
another perspective, in 20 score pairs out of 32 (62.5% of the
available data), the manual assessment score is higher than
the paired automatic one. In fact, the psychologists have been
trained to evaluate the imitation actions on the Likert scale
and they usually decide to rate children’s performance based
on their experience and cognitive knowledge. On the other
hand, in the proposed calculation-based automatic assess-
ment algorithm, the imitation score of the participants is the
multiple of the membership value resulted from the FCM
algorithm output and it gives continuous scores in the inter-
val O to 4. Therefore, according to the high correlation of
the manual and automatic scores, we can conclude that the
presented classification algorithm seems to work appropri-
ately. Now, we can answer the research question of the study
in this way: the proposed fuzzy algorithm can be used for
automatic assessment of facial imitation. All in all, while

Frame Number

“manual” imitation assessment is more accurate and reli-
able, it is a laborious and time-consuming task that could be
handled by HRI platforms.

5 Limitations and Future Works

As it was mentioned earlier, such reciprocal platforms have
the potential for cognitive rehabilitation of children with
autism. Regarding the preliminary acceptance rate of the cur-
rent HRI as well as our qualitative observations, the next step
of our study is to design and conduct a set of therapeutic
intervention sessions for children with ASD. Moreover, the
case study approach of this research and the small number
of the participants with diverse autism severity make it diffi-
cult to generalize the findings; therefore, it is recommended
that the developed platform could be run with more popula-
tion and compared to the typical reciprocal imitation training
programs in order to find out the exact advantages and disad-
vantages of the robot-assisted platforms. In our experimental
conditions, for all of the subjects, one of the parents was also
present in the class which could possibly affect his/her child’s
cooperation. In future scenarios that we envision, similar to
the regular autism therapy, parents do not need constantly
present with their ASD children during the robot-assisted
intervention sessions.

As another limitation, we did not have the male version of
a humanoid robot with expressive face in order to investigate
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whether children with autism interact differently with a robot
with opposite gender. There were also some restrictions on
the number and location of the active DOF in Mina’s face
which made it difficult to design distinct facial gestures in
the Structured interaction mode. In addition, the Mina robot
did not have verbal communication ability in this study which
could have negative effects on the children’s perception of
instruction from the robot. In this regard, the ability of verbal
communication could be added to the current HRI platform
in the future.

Moreover, enriching the facial expression’ database by
gathering approved data from typically developing children
is highly recommended to be done in the future. Regarding
the automatic assessment, the proposed algorithm worked
for the posed gestures, but temporal algorithms were needed
for gestures including dynamic movements. The main limita-
tions of the used algorithm for automatic assessment are: (1)
facial gestures should be designed in a way that they can be
classified through the mentioned facial features, and (2) par-
ticipants should obtain the minimum instruction perception
level to stay focused on the robot during the actions.

An ultimate goal for the future of this research is to
empower the reciprocal HRI architecture to imitate the entire
body and gesture movements, vocalizations, and even par-
ticipants’ actions with objects. Our hope is such studies in
autism treatment reduce the applicable costs in Iran [53-55].

6 Conclusion

In general, the emotional state is a combination of two or
more basic emotions. To have better HRI, detecting the share
of each basic emotion in the users’ current emotional state is
considered valuable. The method used in this study made it
possible to assign a membership value to the facial expres-
sion of the user, meaning that the user’s emotional state could
be related to more than one basic emotional state. In addition,
two methods for facial feature extraction were discussed and
basic emotions were recognized with an overall accuracy of
more than 90% for 5 out of 6 basic emotions. Then, the iden-
tified facial expression was given to a finite state machine
developed for emotional interaction. To expose the proper
facial expression, Mina was programmed to turn her head to
face the user. Finally, the HRI system was shown to be capa-
ble of producing a combinatorial facial expression output.
Some extra actions were designed for some of the states and
would take place if Mina stayed in that state for the speci-
fied time. The system was also able to select and generate
different facial expressions with variable intensities.
Furthermore, a facial expression imitation assessment for
children with Autism Spectrum Disorder (ASD) was com-
piled. Then, different facial expressions were produced by
Mina and a human-mediator in two different modes while the

@ Springer

children were asked to imitate their facial gestures through
the Structured interaction mode. It was observed that the
performance of the participants with ASD in the human
mediator—child mode was significantly better than the robot—
child mode. Moreover, for the automatic facial expression
imitation assessment, the same FCM method is used with a
different database. Unfortunately, it was not possible to use
the recorded Kinect data for 7 participants with ASD since
they had many unexpected major movements. In these cases,
manual assessment seems to be the best possible method. We
observed that the automatic assessment algorithm worked
for the designed posed (i.e. non-dynamic) gestures with high
correlation to manual scores.

The proposed HRI platform could be used as a facilitator in
autism treatment. However, in this stage, attendance of child
psychologists in the robot-assisted intervention sessions is
considered as an essential issue. Besides taking advantage of
Mina’s attractive appearance, handling the unpredicted situ-
ations of autism classes needs the knowledge, expertise, and
experience of psychologists, the qualities robotic platforms
do not have.
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