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Abstract We humans often engage in side-by-side walking
even when we do not know where we are going. Replicat-
ing this capability in a robot reveals the complications of
such daily interactions. We analyzed human–human inter-
actions and found that human pairs sustained a side-by-side
walking formation even when one of them (the follower) did
not know the destination. When multiple path choices exist,
the follower walks slightly behind his partner. We modeled
this interaction by assuming that one needs knowledge from
the environment, like the locations to which people typically
move toward: subgoals. This model enables a robot to switch
between two interactionmodes; in onemode, it strictlymain-
tains the side-by-side walking formation, and in another it
walks slightly behind its partner. We conducted an evalua-
tion experiment in a real shopping arcade and revealed that
our model replicates human side-by-side walking better than
other simple methods in which the robot simply moves to the
side of a person andwithout the human tendency for choosing
the next appropriate subgoals.
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1 Introduction

Side-by-side walking is one of the important social capabili-
ties of people. People oftenwalk in smaller social groups or in
pairs and often communicate with each other while walking
[14,26]. To facilitate communication, people try to maintain
personal distance and eye contact. To do so,walking in a side-
by-side formation is indispensable. Therefore, side-by-side
walking is an important capability of a social robot. There are
many scenarios in which social robots will need to talk with
people while walking. In the near future, social robots will be
used as companions and assistants at various locations, such
as shopping malls, museums, hospitals, and elderly care cen-
ters. For these social robots, one of the typical situations is
to be together with a user who walks around or goes towards
some destination. Asmany people do, it is expected that such
a robot engages in a conversation while the person takes the
lead to go somewhere; hence, it is important for a social robot
to keep the side-by-side formation.

Nevertheless, it is difficult to achieve the capability of side-
by-side walking in robots. When performing side-by-side
walking, people walk as if they know where they are going,
although they may not. Sometimes only one person knows
the destination and does not necessarily communicate it to the
other person. For example, when a person makes a restaurant
reservation and accompanies another person, he/she might
only mention the restaurant but not explain in detail how to
get there; yet, they would walk towards it together. If two
people are window-shopping, most of the time they do not
have a particular destination; one might lead (temporarily
deciding the goal) while another would follow (not knowing
the goal). Even if both partners would know the destination, a
similar situation would occur. For example, like illustrated in
Fig. 1, when there are multiple routes toward the destination,
one would take an initiative while another would follow.
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Fig. 1 People walking side-by-side facing an intersection. a Going
straight, b leader guiding, c inferring routes

Implementing a velocity based side by side walking robot
is straight forward if people move in constant velocity all the
time. However, this is usually not the case as human motion
has slight changes. Moreover, partner anticipation to com-
pute robot’smotion is crucial to achieve collaborativemotion.

Likewise, in many situations, when the route to the des-
tination is unknown, the person who knows usually leads
while the other person follows. Interestingly such a leader–
follower relationship is not very visible from their behavior.
Seemingly, they can walk together in side-by-side formation.
It is unusual to see two persons walking in a single line (i.e.
one following another frombehind) unless the environment is
crowded. The follower can keep up probably because he/she
has an understanding of the environment, previous experi-
ence, and is anticipating the direction of their joint motion.

In a previous study,wewere only able to replicate the side-
by-side walking capability in the case where the destination
was known to the robot [15,16]. In contrast, in this paper, we
address the situation where the final destination is unknown
for the robot while it tries to engage in side-by-side walking.1

This is achieved by introducing environmental knowledge
about locations that pedestrians might head towards, here
after called “subgoals”.

2 Related Work

2.1 Model of Human Walking Behavior

Observations on humans operating as social groups have
identified the concept of personal space. Personal space is
defined as the space where a person is comfortable while

1 This paper is an extended version of our preliminary work reported
in [17]. The two states model was introduced in this preliminary work.
However, while the work in [17] was conducted in a simple indoor
corridor with one simple T-shape intersection, this work provides an
evidence about the effectiveness of the model in a real shopping mall
arcade. For that purpose, we created an algorithm for managing the
transition from one state to another based on the estimate of probable
subgoals. In addition, the implementation of the robot was fully updated
for the use in the real environment.

engaging in an interaction.Hall suggested that this concept of
personal space depends on the context [14]. Kendon studied
the spatial formation during conversation [11]. In addition,
studies in social science have suggested that humans tend to
walk in social groups if the opportunity is presented [14,25].
Costa provided proof that people tend to walk in side-by-
side formation unless the environment is overly crowded [2].
The study further discusses that when there are three or more
people they start to form more complex formations, such as
“V” shapes and side-by-side formations.

Further, in physics and transportation research, researchers
have built mathematical models to illustrate human walking
behavior. A social force model was first proposed byHelbing
andMolnar in order tomodel pedestrian dynamics [6,7]. The
recent studies addressed to model social group behaviors,
in which attraction forces were constantly applied towards
either group’s center of gravity [14] or the positions of other
members [24].

Side-by-side walking was not modeled in these previous
studies, and these mathematical models cannot be directly
applied for the side-by-side walking modelling. Walking
side-by-side is a collaborative task where each agent consid-
ers partner’s utility in its planning, for which environmental
factors are also influential like the locations of subgoals.

2.2 HRI Studies for Locomotive Interaction

A large number of studies have addressed proxemics in HRI
(Human–Robot Interaction). That is, they investigated how
people keep social distances with robots, and how robots
should control social distance with people while they inter-
act (e.g. [9,23]). Informed by the concept of spatial formation
during conversations modeled in human science [11,13] suc-
cessfully controlled spatial formation when people talked
with a robot.

There are a few studies that addressed the situation when
people walked with a robot. For example, a study conducted
by Gockley, Forlizzi, and Simmons [5] provided a model
for a robot to follow a person from behind. A simulation
study addressed the formation for shepherding a group of
people [4]. A path-planning algorithmwhere human comfort
level was considered was proposed by [21]. Satake and his
colleagues in [20] developed and tested in a real environment
a robot approaching behavior based on the anticipatedmotion
of a person.

While in the above studies the robots either led or fol-
lowed people, side-by-side walking involves a problem of a
more complex nature, collaboration. It is not like one entity
completely takes the lead while another follows. Due to this
collaborative nature, it is difficult to plan a robot’s motion.
Thus, we consider that our work is original in addressing
collaboration in locomotive interaction.
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2.3 Side by Side Walking

Until recently, only a limited amount of studies have been
conductedon side-by-sidewalking.Tokeep a robot alongside
a walking person, it is essential to predict the near future
location of the person. Without any prediction, if a robot
tries to go to the side of the person at a certain moment the
walking person will have already moved forward when the
robot reaches that location, thus the robot will fail, resulting
in being always behind the person. Instead, in the literature
the most common idea was to use recently-observed velocity
of the person and extrapolate it to predict the future location
[12,19]. However, during side-by-side walking, people often
change the direction of their motion. One reason is that they
try to be cooperative. They would adjust distance from a
robot and adjust their speed to the robot. Another reason is
due to the environmental characteristics. They would need
to avoid obstacles or change the course of motion to move
toward their destination. The velocity-based approach tends
to suffer from this unstable tendency of the velocity vector.

Without fully depending on the current velocity of the
partner, Morales et al. [15] built a model in which they high-
light the importance of joint planning where both the robot
and human agents anticipate each other. However, this model
has a shortcoming since joint planning requires knowledge of
their destination. Thismeans the robot needs to know thefinal
destination and the route that they will take. The work in [16]
implemented the side by side walking model in a shopping
environment which mainly consisted of straight segments
and required both human and the robot to know the destina-
tion. In previous work in [17] we tested a two-state model
in an indoor laboratory environment with one junction and
four subgoals placed manually. The robot needed to antici-
pate the movement only when it reached the junction and we
used a simple distance and angle based method to decide the
next subgoal. Such a simple approach does not scale well for
larger complex real environments. Compared to the previous
works, the study presented in this work presents a side by
side walking model that does not require the robot to know
the destination in advance. The study is held in a complex
shopping mall scenario where multiple subgoals are avail-
able at a time. Additionally, a subgoal selection to estimate
the target subgoal from possible subgoals is proposed.

3 Analysis of Human Side-by-Side Walking in a
Shopping Arcade

3.1 Setup

In our preliminary study reported in [17], we made three
observations:

Fig. 2 Map of the environment with snapshots

– Even when one walking partner (the follower) is not
informed about the route/destination, they do not explic-
itly communicate the route/destination.

– People sustain side-by-side formation.
– The follower exhibits an “opening-space behavior” to
make it easier for the leader to turn to any direction,
around the location where there are multiple routes, i.e.
junction.

The above observation was made in a simple office corri-
dor. Thus, it was quite easy to predict where they might
go, as the choice can be something like go straight, or turn
left.

To confirm whether the above observation is still applica-
ble in a more complex environment, e.g. a shopping arcade,
we conducted an additional data collection in a shopping
mall arcade with the availability of several shops and guid-
ance announcements (see Fig. 2 for reference). We invited
two pairs of participants, who are members of our labora-
tory but not informed about the study’s hypothesis, to freely
walk around for window-shopping. We carefully chose them
according to similar social status. Within this context, we
setup the situation where one of them knew the destination
(leader) and the other one did not (follower). Every partic-
ipant walked 5 times as leader and 5 times as follower. We
collected 10 trajectories per pair using the sensing infrastruc-
ture reported in [1], totaling 20 trajectories. In addition, we
used this ‘trajectory dataset’ to calibrate parameters of the
proposed model.
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Fig. 3 Walking together at an
intersection where the robot did
not open space for human to
turn. a Walking straight. b
Leader turns. c Robot does not
open space

3.2 Observations

We made the following observations in real shopping mall
environment that support the evidence reported in the indoor
constrained environment [17].

We found that walking partners maintained a side-by-side
formation, although we did not tell the followers about the
destination.

In [17], we found the importance of opening-space behav-
ior. For instance, Fig. 3 shows one of the scenes in which
the person walking on the right is the leader and the robot
on his left is the follower. Figure 3 is a scene from [17]
where a person interacting with a robot that does not per-
form opening-space behavior. Around a corner, as the robot
mindlessly tries to stay beside to the person, which prevented
the person from turning.

In contrary to this example, people behave in a more
intelligent way. When walking side-by-side, opening space
behavior is important. This is illustrated in Fig. 4. The cru-
cial moment was captured when they turned left at t =
7.95. Before they turned, the follower did the opening-space
behavior. At time t = 6.05, we can observe that the leader
was walking straight while the follower, who did not know
whether the leader would turn, walked slightly behind the
leader, and opened the space on the left of the leader. It means
that the follower has alreadymade space for the leader to turn
left. If the follower just mindlessly kept walking straight in
a strictly side-by-side formation, it would be very difficult
for the leader to turn left; if he tries to turn, they would col-
lide or push each other, like the human–robot case shown
above.

Figure 5 shows the trajectories of a pair of people in
another situation in a shoppingmall, which shows the switch-
ing between two states. In Fig. 5, at times 5.45 ≤ t ≤ 21.3
and t ≥ 50.0 the follower could easily infer where they were
heading along the corridor and stayed directly beside the
leader in side-by-side formation. Thus, we named this sit-
uation a collaborative state. In a collaborative state, their
relative angle (angle towards the follower from the leader’s
motion direction) was very close to 90◦ (89.56◦, s.d. =
21.73). The higher standard deviation can be interpreted as
that the follower does not need to observe the leader since
the motion direction is known. Thus, allows a degree of free-
domwithin the motion while conducting side by side motion
allowing a larger standard deviation. Even though the desti-

Fig. 4 Side by side walking trajectories from two people in a shopping
mall arcade. The follower opens space for the leader when they turn
left. In Figs. 3 and 4, timestamp points are shown in bold face numbers,
indicating people’s relative positions at different points in time

nation was not given, the current path during these moments
was apparent to the follower.

In contrast, the motion between the time 28.7 ≤ t ≤ 48.5
shows a different pattern. The leader (solid line) kept walk-
ing toward the goal and the follower (dotted line) walked
slightly behind. In this period of time, there were many pos-
sible path choices, turning right for the stairs, turning left to
the hallway or continuing straight (see top right of Fig. 5).
As discussed above, Fig. 4 also captured such a moment.
In average in our shopping arcade data, this approximately
16◦ of offset of relative angle from 90◦ (toward the follower
from the leader’s motion direction, in all trajectories, avg.
106.59◦, s.d. = 5.90) has two effects: It enables the fol-
lower to observe the leader’s movement direction, and it also
enables the leader to easily turn without obstructing the fol-
lower’s walking. Standard deviation of 5.90 observed in the
leader followermode is smaller than the standard deviation of
collaborative mode. This is due to the fact that once in leader
followermode the follower observes the leadersmotionwhile
keeping distance if the leader makes a turn. Therefore, the
follower was always slightly behind to the follower, and has
less freedom of motion thus the standard deviation is 5.90.
We named this state the leader–follower state.

In both states, even in the collaborative state where the
follower is quite certain that they are heading in a certain
direction, there could be the possibility that the leader would
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Fig. 5 Side-by-side walking trajectories where two states switch.
When there are no choices of routes (snapshot at the top left), they
walk in parallel in the “collaborative state”; when there is more than
one direction (top right), the follower walked slightly behind in the
“leader–follower state”

suddenly deviate and take an unexpected detour e.g., they
could suddenly turn toward a signboard or a shop entrance.
For instance, in Fig. 5 at time t ≥ 50.0 (picture is shown on
the upper left) it is highly likely that they will keep walk-
ing along the current path going between the wall on the
right side and the column on the left; however, they could
still unexpectedly deviate. In this case they keep collabo-
ratively walking side-by-side (which is different from the
leader–follower state), although there can be other less likely
but possible deviations. Thus, the follower prepares for such
deviations according to how likely he believes it is that the
leader will detour from the current path.

In summary:

1. There was no explicit communication of the destination.
2. Partnerswalked collaboratively in side-by-side formation

when both headed toward a defined destination.
3. When the walking partners faced a point where a deci-

sion was needed (e.g. possible detour is expected), the
person without knowledge of the goal (follower) created
space staying slightly behind anticipating possible direc-
tion change. In this case, the partner with knowledge of
the destination (leader) walked toward the goal.

4. We observed that the follower partner estimated the most
likely path and the possible detours from their current
location and trajectory. However, the follower did not
consider possible but less likely paths (such as would be
a path that is was behind and in the opposite direction
from their trajectory). Thus, a computation of “likely”
path is key for the follower.

Observations 1, 2 and 3 confirmed the evidence presented
in [17]. Additionally, observation 4 was evident as a result of
experimentation in real environments with multiple possible
detours.

4 Side by Side Walking Modelling

4.1 Overview

From the observations section, we found that it is vital to
replicatewhether a followerwould believe that there aremul-
tiple possible directions or not. For this, our assumption is
that people would have similar perceptions, so how a per-
son would behave (and, whether there are multiple possible
directions to be perceived) could be inferred from trajecto-
ries of many other people. We will explain how we retrieve
the possible directions, represented as “subgoals”, from tra-
jectories, and how we estimate current probable subgoals in
the subgoals section.

The estimation result is used to determine the transitions
between two states, collaborative state and leader–follower
state. In the two-state model sections, we will discuss the
details of the two state model. We will also provide details
of the mathematical modelling for each state. Finally, the
parameters formodel are calibratedwith the dataset of human
pairs walking in side-by-side.

4.2 Subgoals

4.2.1 Concept of Subgoal

Subgoals are points and landmarks in the environment toward
which pedestrians walk or make directional choices about
before reaching their destination [10].We assume that people
walk toward a subgoal but not necessarily through each sub-
goal; instead, we assume that the transition between subgoals
occurs prior to their arrival. It is represented with a transition
radius (r1→2). The transition radius from one subgoal (s1) to
another subgoal (s2) is calculated by the distance when the
pedestrian changed the direction from current subgoal s1 to
the next subgoal s2.

4.2.2 Technique to Retrieve Subgoal Locations

We used a technique proposed by I. Ikeda and Y. Chigodo
in 2012 [10] to compute subgoal locations. The trajectories
collected in the environment are solely responsible for the
determination of the subgoals. The basic idea is to analyze
pedestrians’ walking trajectories, and retrieve the location
that their velocity vectors often head toward. To compute
these directions of velocities from the trajectories are accu-
mulated at every 0.5 m grid of the environment, and then a
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couple of peaks of velocity directions at each grid are statis-
tically estimated from the distribution of velocity directions.
Finally, subgoals are retrieved as the points where a larger
number of peak directions converge. More details can be
found in [10].

The transition between subgoals s1 and s2 was probabilis-
tically computed as p (s1 → s2) = #trajectories to s1 then s2

#trajectories to s1
.

The transition radius (r1→2) is computed as the average dis-
tance when a person currently at s1 heads towards subgoal
s2.

For our study, the human trajectories were detected and
tracked with the on-board human tracker system. The sub-
goals were computed off-line with the subgoal extraction
method of [10]. We computed subgoals and transition prob-
abilities from 6088 trajectories. The obtained subgoals are
shown later together with the experiment result in Fig. 14.

4.2.3 Subgoal Estimation

We represent the follower agent’s belief about the current
subgoals as follows:

Possible subgoals (SP ) are the set of subgoals that could
be followed next.
Target subgoal (starget) is the subgoal towards which
he/she is moving now.

It is important to estimate SP , because it decides whether
a follower agent would be with leader–follower state or col-
laborative state.

In our preliminary work [17], we estimated SP based on
distance and visibility, i.e. all the neighbor subgoals within
the follower’s sight were considered as SP . However, in a
real complex environment, there are often multiple direction
choices, i.e., there are several subgoals within one’s field of
view most of the time. Such availability of multiple subgoals
is one of the differences from our preliminary work [17]
where the number of subgoals in an indoor corridor.

For this problem, we created a new algorithm. Our idea
is that people have similar tendencies in understanding envi-
ronments. Hence, one would likely turn at a location where
many other people turned, and one would be less likely to
turn at a location where only few others did. Thus, we added
a transition probability p (s1 → s2) into the estimation algo-
rithm in addition to visibility.

We calculate possible subgoals SP based on the partner’s
current position p j

t and orientation. First, we create a visual
cone C (Fig. 6) with a 180◦ field of view. All n subgoals
inside the cone are considered (Svisible). Fromcurrent subgoal
scurrent, the subgoals in Svisible with small transition proba-
bility value th are removed. We used the following equation
to evaluate whether the next subgoal snext is possible from
current subgoal scurrent:

Fig. 6 Subgoal selection algorithm. Possible subgoals are selected
from visual cone based on angle, distance, and transition probability

f
(
scurrent, snext, pjt

)
= p (scurrent → snext)

⎛
⎝1 −

∣∣∣scurrent − pjt

∣∣∣
rcurrent→next

⎞
⎠ (1)

where p (scurrent → snext) is the transitionprobability between
current subgoals scurrent and snext, rcurrent→next is the transi-
tion radius.

Equation 1 provides all the visible subgoals within the
visible cone after removing the subgoals that does not have
a sufficient transition probability. Thus, removing any sub-
goal that is within the visual cone but actually un-attainable.
Lack of transition probability via a certain subgoal is often
associated with that subgoal been visited poorly through the
current subgoal.

If f
(
scurrent, snext, pjt

)
> th then subgoal snext is a possi-

ble subgoal SP .We empirically set the threshold to th = 0.05
which appropriately discard subgoals that are not perceived
as a possible deviation and hence reproduced the transition
between two states. In our experiment setting, this value
resulted in discarding the lowest 30% of subgoal transition
probabilities.

From the set of possible subgoals SP we selected the one
in frontal orientation and near the human partner as the target
starget. starget is calculated by the distance from person to the
subgoal and the angle from person to the subgoal. It is known
that humans prefer not to change the direction. The closer it
is, and less orientation change that has to be made is used
in calculating the target subgoal. That is, for each subgoal k
in SP , we calculated the angle (am) and distance (dm) from
the partner’s point of view. The angle is computed as am =
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angle
(

pjt−1 pjt, pjtsk

)
where angle ( �p, �q) is a function that

returns the relative angle of vectors �p and �q . Distance is

computed as dm = distance
(

P j
t , sk

)
where distance (p, q)

is a function that returns the distance from point p to q.
Finally we used the following equation to compute the

target subgoal starget:

starget = argmaxsk→SPN (am)N (dm) (2)

where N (xx ) = 1
σx

√
2π

e
− x2

2σ2x is a centeredGaussian function

with standard deviation σx . The target subgoal is the subgoal
with the highest peak after multiplication. The Eq. (2) con-
siders the two factors in calculating the target subgoal which
are distance and angle denoted by dm and am respectively.
The standard deviation for each faction is set observing the
environment. The equation provides the balance between dis-
tance and angle when selecting a matching subgoal rather
than overly depending on one factor.

We empirically set values are σam = 22.5◦ and σdm =
20 m. The angle value was selected in order to consider sub-
goals in front of the human. Distance value was set to be a
large value, which resulted in adding a preference to a nearby
subgoal rather than far ones in case their angles are similar.

4.3 Two-State Model

To replicate the tendency of walking pairs presented in the
observations section, we propose a two state model.

Without the follower being not explicitly informed where
they go, when he can infer where they go, they walk in along-
side, i.e. their relative angle is very close to 90◦. This is
referred as “collaborative state”.

Meanwhile, when there are multiple subgoals to choose
from and the follower does not know which one to follow,
he lets the leader show the way walking in a leader–follower
state. He is slightly behind the leader. In such a moment,
the follower is unsure where they are going, and it is too
risky to blindly choose one direction frommany possibilities.
Instead, the slightly behind location enables him to beflexible
for any choice the leader will make.

The transition between states happens with the certainty
that the follower has of the next subgoal. Figure 7 shows the
two state model and the state transition.

Thewalking state is decidedon the set of possible subgoals
SP as shown in the following equation:

State (SP ) =
{

Collaborative, if |SP | = 1
Leader−Follower, if |SP | > 1

(3)

where |SP | is the size of the set. In the case that there are no
possible subgoals |SP | = 0, robot operates in collaborative
state without subgoal utility.

Collabora�ve State Leader-Follower
State

Follower is not sure 
About the subgoal

Follower is confident 
About the subgoal

Fig. 7 Two statewalkingmodel composed of collaborative and leader–
follower states

Fig. 8 Utility function’s factors

4.3.1 Collaborative State

Walking partners are in the collaborative state when the fol-
lower can infer the targeted subgoal with certainty. We can
model this situation to be equivalent to the situation in previ-
ouswork [15]where both agents know the following subgoal,
while both agents try to act collaboratively to maintain their
relative positions. Thus, for this state, we applied our previ-
ous model.

We present a brief introduction to previous work; more
details are available in the earlier paper [15]. The model has
two important concepts, joint planning and representation of
the goodness of future motion as a utility function.

Walking partners jointly plan their future motions. They
anticipate their partner’s future utility motion (Eq. (6)) and
maximize joint utility (Eq. (7)). For the utility function, we
combined eight different factors. Figure 8 illustrates all eight
factors. From the perspective of the ‘agent’, it’s utility is high
if it moves toward the subgoal (represented by subgoal util-
ity ES), if it is far from obstacles (obstacle utility EO ), if its
relative position is precisely alongside the partner (relative
utilities: Ra , Rd , and Rv), and if its motion is sufficiently
smooth(motion utilities: Mw, and Mv). Given the agent’s
position at time t denoted as pit , each utility is defined as
follows:
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Obstacle utility (EO ) This is modeled as the following
function, which is often used to represent the potential field
for obstacles:

fo (x) = −
∣∣∣∣
( x

a

)−2b
∣∣∣∣ (4)

EO is defined as fo(dclosest (pit+1)),wheredclosest (p) returns
the distance to the closest obstacle at position p. The utility
will be higher if the distance to the obstacle is farther.

All other utility functions are modeled as power functions
(Eq. (5)) because their distribution has a peak and is roughly
symmetrical.

f (x) = −
∣∣∣∣∣
(

x − c

a

)2b
∣∣∣∣∣ (5)

This power function has three parameters. Parameter “a”
is related to the tolerance of the function, parameter “b” cor-
responds to the curve steepness factor, and parameter “c” is
the curve’s center where the function yields the maximum
value.

Subgoal utility (ES(starget )) This computes the utility for
moving toward the target subgoal starget , which is defined

as f

(
angle

( −→
pit+1 pit,

−→
Spit+1

))
. A better utility is provided if

the motion vector heads towards the subgoal.
Motion utilities These represent the smoothness of the

motion. Given that velocity vi
t+1 = (

pit+1 − pit
)
/�t , two

utilities are defined as preferred velocity utility Mv =
f
(
vit+1

)
and angular velocity utility Mw = f

((
θ it+1− θ it

)
/�t

)
.

These utilities are high if the agent moves straight at a con-
stant speed.

Relative utilities These represent the goodness of posi-
tion relative to the partner. They include relative dis-

tance Rd = f
(∣∣∣pit+1 − pjt+1

∣∣∣
)
, relative angle Ra =

f

(
angle

( −→
pit+1 pIt ,

−→
pjt+1 pIt+1

))
and relative velocity Rv =

f
(
vi

t+1 − v
j
t+1

)
. The highest utilities are obtained if the part-

ners are strictly alongside at the same velocity.
The overall utility UC for agent i positioned at point pi

t+1

toward its partner’s position p j
t+1 and moving toward a sub-

goal SE is given as:

UC

(
pi

t+1, p j
t+1, starget

)
= kEOEO + kESES

(
starget

)

+ kRdRd + kRaRa + kRvRv

+ kMvMv + kMwMw (6)

where coefficient kx is the parameter that represent theweight
of utility x (e.g. EO, Rd, . . .). The next desired position of
agent i walking with partner j and toward a targeted subgoal

sTarget is chosen to maximize the utility calculated by the
following expression:

p̂it+1 = argmax{
pi

t+1|Pi
}
,
{

p j
t+1|P j

}

{
UC

(
pi

t+1, p j
t+1, starget

)

+ UC

(
p j

t+1, pi
t+1, starget

)}
(7)

where Pi and P j are sets of neighboring locations each agent
could move to. This equation represents the agent maximiz-
ing its own utility as well as that of its partner. In short, the
planning chooses the next location to be the best for both
agents.

4.4 Leader–Follower State

In the observations section, we described that the follower
slowed down andwalked slightly behind the leader, while the
leader (who knows the subgoal) continued walking without
changing his behavior. The leader–follower state models this
situation.

Model of leader Although our primary focus is to repro-
duce the follower agent in a robot, we need a model for the
leader to compute the utility for its partner. Since the leader
knows the destination and decides the subgoals to which they
are heading, the leader in this leader–follower state can be in
an equivalent situation with the model in collaborative state.
The question here is whether the leader’s behavior can be
represented with the same model in the collaborative state.

We analyzed the trajectories obtained in the data collec-
tion to investigate whether people’s behavior in two states
are similar. We compared their velocities in two states. We
analyzed the trajectories obtained in the data collection and
compared the velocities of the leader agents. The average
velocity computed from all trajectories was 0.958 m/s (s.d.
0.32) during collaborative state and 0.993m/s (s.d. 0.33) dur-
ing leader–follower state. This means that the leader agent
walks at a constant pace regardless of the state. We did not
find any additional evidence that would suggest that leader
had to bemodeled in a specificmanner, therefore, we approx-
imated leader’s behavior to be equal between the two states
(collaborative-state and leader–follower state).

Accordingly, the leader agent’s planning is based on
Eq. (6). In the equation, it is assumed that both partners
know the subgoal (in reality the follower does not); how-
ever, in the leader–follower state, the leader behaves in the
sameway as in the case where the partner knows the subgoal.
This assumption implies that the leader does not pay special
attention to whether the follower knows the subgoal or not.

Model of the followerThe follower maynot be able to infer
which subgoal to choose when there is a choice of routes.
Until the follower becomes sure about the next subgoal, the
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Fig. 9 Utility computation for follower agent in leader–followermode.
Opening-space utility is computed for the subgoal with the largest angu-
lar distance smaxAngle

state stays in this leader–follower state. In such a situation, an
important feature of the follower’s motion is opening-space
behavior (as reported in observation section). The follower
moves in away to open space so as not to obstruct the leader’s
possible turning motion.

We modeled this opening-space behavior using the con-
cept of a subgoal. Figure 9 illustrates a situation where
opening-space behavior is needed. While the leader and fol-
lowerwalk together, it is expected that the leader goes straight
toward target subgoal starget but there is also the possibility
that he might turn toward smaxAngle. Without opening space
behavior, a follower could block the leader’s path resulting
in possible dangerous situations. Thus, the follower needs to
stay slightly behind in order to allow the leader to walk freely
toward any of the possible subgoals (SP � s1, . . . sn). For
computational simplicity, we only considered the subgoal
with the largest angular distance from the current position
(pjt) that could intersect with his own future trajectory (same

side as follower) (smaxAngle = argmax SP {angle(pjt, si )}). If
the follower is able to open space for possiblemotion towards
smaxAngle, the follower’s motion will not hinder the leader’s
motion toward any other possible subgoal.

We modeled the above opening-space behavior by adding
a new utility named the opening-space utility (EOS). For each
predicted location pit+1 this is denoted as:

EOS = fo

(
min{p∈tra j ( pjt,smaxAngle)}

(∣∣∣pit+1 − p
∣∣∣
))

(8)

where tra j (pjt, smaxAngle) is the predicted trajectory of the
leader moving toward subgoal smaxAngle composed of a set

of locations pjt, . . .p
j
t+1, . . .p

j
t+�t where �t = 2s. EOS is

computed as a function from the minimum distance from
pit+1 to any point p in the trajectory. In addition, the follower
plans his futuremotion towards target subgoal (starget ) for the
computation of subgoal utility (ES) keeping away from the
leader’s possible trajectory toward smaxAngle. This results in
the follower opening space in the case where the leader turns
with the largest deviation toward subgoal smaxAngle. Overall,
the utility can be computed with the addition of opening
space behavior as follower allows the leader to safely and
freely show the way to the next subgoal.

In the open space behavior, the utility EOS effectively
allows the robot to be pushed back when there is a possible
subgoal in the robot’s side, such that robot would not collide
with the human given human changes its direction towards
that subgoal. However even in leader follower mode the EOS

can be useless if there is no subgoal with a large angle in
the side of the follower. In such cases EOS becomes zero (as
fo (x) goes to zero) a large negative value for all the grids.
In such cases the EOS could be ignored while calculating the
overall utility.

Basedon this, the follower’s overall utilityUF is computed
as:

UF

(
pi

t+1, p j
t+1, starget

)

= kEOSEOS + kEOEO

+ kESES
(
starget

) + kRdRd + kRaRa

+ kRvRv + kMvMv + kMwMw (9)

Finally, the next location of the follower considering the
opening-space behavior utility UF is computed by jointly
planning with the leader when heading toward the target sub-
goal starget maximizing the following equation:

p̂it+1 = argmax{
pi

t+1|Pi
}
,
{

p j
t+1|P j

}

{
UF

(
pi

t+1, p j
t+1, starget

)

+ UC

(
p j

t+1, pi
t+1, starget

)}
(10)

This equation expresses that the follower agent also maxi-
mizes its own utility as well as that of the leader, in a similar
way to that defined in Eq. 7; however, the difference is that
the follower agent’s utility is replaced with UF. In short, the
followermakes additional effort to create space for the leader.

4.5 Parameter Calibration

To provide stable side-by-sidewalkingmotion, we calibrated
the parameters for utilities in Eq. (6) for the collaborative
state and Eq. (9) for the follower state. We used the same
side-by-side human walking trajectory data set used for base
parameter identification of observation section (20 trajecto-
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ries). We fed the trajectory data to a simulator with trajectory
data where each utility parameter set were calibrated one by
one taking the following steps:

1. Setting the initial parameters The utility function
which used to calculate the utility of each parameter is
denoted as Eq. (5). Initial parameters (a) and (c) for each
utility for the Eq. (5) is set to match the mean (c) and
standard deviation of the distribution (a) of the data set.
Initial values of constants b and the coefficient kx are set
to 1 to minimize the initial search space.
2. Calibration of parameters for each utility function
Obstacle utility has 2 parameters (Eq. 4). All the other
utilities as shown in Eq. (5) has 3 parameters. For each
parameter we predefine an interval and a range with min-
imum and maximum values based on the capabilities of
the robot and the recorded human–human side-by-side
walking trajectories. Then the following steps were fol-
lowed.

a. First, we selected one of the utilities (e.g. relative
distance) to calibrate while keeping the other utilities
unchanged with the values set in the step 1.

b. In the simulator, for every time step t , the current
positions of follower and leader agents (pit, p

j
t) are

read from recorded trajectories. The next possible
grid positions for the follower agent at (p̂it+1) is then
predicted (using equations 7 or 10, based on the state).
The grid pair ((p̂it+1) and (p

j
t+1))with highest utility is

then selected. The prediction error (e = p̂it+1 −pit+1)

is computed comparing the predicted position with
the recorded trajectory of the follower agent. The
prediction error was averaged for each complete
trajectory. This step is repeated for all recorded tra-
jectories. By adding up the average prediction error
for each trajectory, we can calculate the total error for
a given parameter set on all recorded trajectories.

c. In the next step, a different set of utility parameters
were used while the rest were unchanged. The new
set of parameters were calculated using grid search
within predefined range and interval for the selected
utility (e.g. relative distance parameters a, b and c are
now changed). Step b is repeated with the new utility
parameter set and the average error is calculated.

d. Once the grid search space for the utility parameters
is exhausted the utility parameters which minimizes
the error is selected. It is then updated as the initial
parameters for the utility (e.g. the initial a, b and c
parameters for utility relative distance will now be
replaced with the values identified here).

e. The process is then repeated from step a for the next
utility (e.g. relative angle).

Table 1 Parameter calibration results

Collaborative Leader–Follower

a b c k a b c k

Rd 0.13 2.5 0.80 0.5 0.23 2 0.85 1

Ra 22.3 1.95 84.3 0.5 33.9 1.2 89.1 1

Rv 0.16 3.75 0.05 0.2 0.13 3.5 0.12 0.12

EO 0.5 7 – 0.2 0.5 4 – 0.5

ES 34.5 1.75 0 0.2 45.9 2.25 0 0.75

Mv 0.1 0.95 0.9 0.3 0.2 1.95 0.9 0.2

Mw 14.3 2.5 0 0.5 28.7 3.75 0 0.3

EOS – – – – 0.35 4 – 1

3.Calibration of coefficient kX By this point all the utility
parameters are calibrated. The remaining is to calibrate
the kx coefficient. The coefficient kX denotes the weight
of each utility in the utility functions denoted by Eqs. 6
and 9. In a similar process to the step 2 the coefficients
changed between predefined range. The resulting param-
eter set with the minimum error was thus selected as the
tuned parameter set.

Final calibrated values are shown in Table 1. The rea-
son for the parameters been different in two states is that
the trajectories we see with human–human motion there was
some slight difference of the trajectory when the follower
was faced with multiple paths as shown in Fig. 5. For both
states, c parameter (that corresponds to the peak of utilities)
for relative distance (Rd) and relative angle (Ra) stay similar
to the average of human data, having relatively high weight
(represented by higher k parameters). Both states prefer an
angular velocity of 0◦/s as their c parameters are zero. The
open space utility is only defined for leader follower mode.
Yet it has a relatively larger utility than the linear veloc-
ity Mv and relative velocity Rv utilities. Both of them have
much smaller k values. In the leader–follower state, the fol-
lower needs to change his velocity, sometimes to open space
and sometimes to catch up, and in occasions go at different
velocities than his partner to adjust.

5 System Implementation

5.1 Overview and System Architecture

A robot walking alongside a human partner is required to
be fast enough to keep pace and highly reactive to make
adjustments with the partner. It also has to localize itself
and track the partner in dynamic environments. In addition,
several software functionalities must operate simultaneously
in real time. Figure 10 depicts the overall architecture of
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Fig. 10 System configuration
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the system. The system is composed of a fast mobile robot
that can compute odometry and is equipped with 3D and 2D
laser sensors. In the system, the 3Dmap and the environment
subgoal list need to be prepared beforehand. The rest of the
components run on-board in real time.

5.2 Hardware Configuration

We used a Robovie-R3 mobile robot (Fig. 12, left), which
is capable of keeping pace with average human walking
speed with a maximum speed of 1.20 m/s and maximum
acceleration of 0.9 m/s2. The robot has a wheeled platform
and a human-like physical appearance capable of interacting
with people through utterances and gestures. It is 1.10 m tall
(1.40 m to the top of 3D sensor) and 0.5 m in diameter.

For map building, localization and human tracking the
robot was equipped with a 3D laser sensor HDL-32E Velo-
dyneLIDAR.A2DLaser sensor (UTM-30LX fromHokuyo)
was attached on the bottom to detect obstacles and stop in
the case of evident collision.

5.3 3D Map Building and Localization

For robot localization and autonomous motion, a map of the
environment is required. To build the map we drove the robot
around the environment with a joystick as we logged odome-
try and 3D range data. We used the 3D Toolkit SLAM library
to match consecutive scans and perform global relaxation
[18]. We down-sampled the density of the resulting point
cloud in octree representation with 0.2 m. of resolution using
the octomap library [8]. Using this map as a base, we made
a likelihood distance map for localization.

We built a 3D localization module based on a particle
filter [3] where each particle corresponds to a possible robot
pose x = [x, y, z, yaw, pitch, roll] and has a weight wi

(x , y and z denote 3D position and yaw, pitch, roll the

orientation). In the prediction step p(xt |ut−1, xt−1), current
pose state xt is computed from previous state xt−1 and robot
motion ut−1 utilizing a differential drive model to propagate
the particles. For the update step p(zt |xt , m) we used a 3D
laser scan zt = (z1t , . . ., zK

t ) and the likelihood field map
(m) to compute the weight wi for each particle using the
likelihood end point model [22]. In our implementation, we
used 100 particles.

We found that for large shopping environments withmany
people walking around having a 3D long range localization
system was vital to keep the robot pose estimation accurate.
Even if people would gather around the robot, with a 3D
map and a long range sensor the robot would keep track
of its pose. Moreover, shopping mall environments are not
totally flat and tend to have slopes.

5.4 Human Tracking

For people detection and tracking, we used the 3D laser scan
information. The process is detailed below:

1. Background subtraction From the obtained point
cloud, we erased points corresponding to walls, as well
as points close to walls (in particular the ones far from the
sensor) that could create false positives.Weused the envi-
ronmental 3Dmapm and built an extendedmapmextended

inflating occupied voxels 0.20m. The difference between
point cloud zt and mextended produces a reduced point
cloud zreduced mostly belonging to moving objects.
2. Clustering Clustering was done on the reduced point
cloud zreduced sorted by height. Starting from the non-
clustered highest point, distance (d) toward existing
cluster centroids was compared. If smaller than a thresh-
old dth the point is merged to the cluster. In the opposite
case, a new cluster is created. The resulting cluster set is
possible humans in the environment (Fig. 11 showsexam-
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Fig. 11 Result of clustering.
(Left: points nearby the robot.
Right: points far from the robot,
hence points are sparce and
larger threshold needed).
Sorting points by height allow
the clustering of humans close
to each other

Fig. 12 Result of localization,
background subtraction, and
human tracking. Extended map
is in orange and tracked human
in purple

ples). Given the nature of our laser sensor, the threshold
value is a function of distance to robot, dth = f (drobot).
3. Tracking Computed clusters are fed to a cascade of
particle filters. Every tracked entity was assigned a single
filter composed of 50 particles per human to estimate 2D
positions xhuman = [

x, y
]
in global coordinates.

Figure 12 illustrates the result of above computations.
The system performed the robot localization, background
subtraction, clustering, and human tracking.We did not eval-
uate the overall performance in accurate way, but it worked
quite stable for a single person within a few meters from the
robot without occlusion. Hence, during our experiments in
the shopping mall arcade, we did not have tracking failures,
because the human partner was typically nearby the robot.
Regarding the tracking of other humans, in occasions track-
ing could be lost when there were groups of people walking
together and occlusions occurred.

5.5 Side-by-Side Motion Planning

The side-by-side motion planner requires the robot’s and
partner’s current state, then computes future position based
on the utility explained in modelling section. Finally, the
robot executes the correspondent motion to achieve the high-
est utility position.

Input parameters for each agent qi, j are current positions
(pq

t ), linear and angular velocities (vq
t , w

q
t respectively). To

compute utility of motion, we used sets (Pi , P j ) of future
possible neighboring locations for robot and partner. Sets
of locations were implemented as “anticipation grids” with
cell resolution of 0.2 m. The center of each grid is located
on the extrapolation of current linear and angular velocities
of each agent qi, j given by pq

t+1 = pq
t + v

q
t tpred , where

extrapolation time tpred was set to 2 s.
The robot is constrained by its differential-drive wheel

configuration and linear and angular velocities and acceler-
ations. Only grids satisfying these constraints were selected.
From current position pit , we propagated linear and angular
velocities through the robot model where future achievable
locations are given by pi

t+1= pit+
∑tpred

k=t (model(vi
k, w

i
k)�t).

Figure 13 illustrates the anticipation grids containing future
possible neighboring locations (Pi , P j ) for robot and part-
ner.

6 User Evaluation

6.1 Hypothesis and Prediction

As summarized in related works section, there is mainly
only a velocity-based-prediction approach that is applica-
ble to our situation, in which a robot is controlled to go
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Follower , ,

Robot  , ,

Fig. 13 Anticipation grids to compute future possible position sets for
robot Pi , and leader P j

alongside the projected position of its partner. Previous stud-
ies such as the one in [19], proposed a method with linear
extrapolation of velocity without proposing a way to jointly
anticipate either the robot’s or its partner’s position.The study
in [12] also proposes extrapolation of velocity with pedes-
trian’s body heading extraction with the laser scanner which
does not include partner anticipation. We compared the pro-
posed model with this velocity-based-prediction.

However, ‘knowing a goal’ is essential. As our previous
work [15] revealed, without having appropriate anticipation
of the future utility of both oneself and the partner, the inter-
action is not natural. In this study, by using subgoals we gain
knowledge on what might be the local destination. The com-
bination of environmental knowledge, including subgoals
as well as obstacles and partner’s motion, enables reliable
prediction better than the velocity-based approach. Thus, if
our new model is appropriately prepared, it should permit
appropriate anticipation of the future utility (even though the
destination is not told, which is different from [15]), thus the
robot’s motion will be more stable. This should be visible by
relative distance and angle the robot keeps with the partner.
Thus, we made the following prediction:

Prediction 1 With the proposed model, the robot will pro-
vide relative distance and relative angle values closer to
the values obtained in human side-by-side walking than the
velocity-based method.

The closer these values come to the values observed in
human side-by-side walking the more natural and stable the
motion perceived by the participants in the experiment. Thus,
we made the following prediction.

Prediction 2 A robotwith the proposedmethodwill provide
a more natural impression and will be perceived as safer, and
thus better in its overall evaluation than the model in which
subgoals are not used and in which the subgoal selection
method is not used.

The proposed model uses subgoals to anticipate the
partner’s future motion. If we look at the details of our mech-
anism, there are two key elements related to subgoals. First,
the robot predicts the current likely target (achieved with the
‘subgoal utility’), and second, it is prepared for possible turn-
ing behavior (achieved with the ‘opening-space utility’), for
which we believe that the ‘subgoal selection method’ (pre-
sented in modelling section) is an indispensable mechanism.
We believe that this ‘subgoal selection method’ should pre-
vent the follower robot from unnecessarily moving behind
the leader when anticipating a change of direction. Based on
this idea, we made the following predictions:

Prediction 3 With the proposed model, the robot will pro-
vide relative distance and relative angle values closer to
the values obtained in human side-by-side walking than the
method without subgoal-selection.

Prediction 4 With the proposed model, the robot will pro-
vide amore natural impression andwill be perceived as safer,
and thus better in its overall evaluation than the method with-
out subgoal selection.

6.2 Method

1. Participants Participants were 15 Japanese people (9
males and 6 females, average age 24.8 years), who were
paid for their participation.
2. Conditions We prepared a within-subject experiment
with one factor, control method. Three conditions were
prepared. The order of the conditions was counter-
balanced.
Proposed model The robot navigates with the proposed
model (Eq. 10) described in modelling section.
Velocity-based The robot navigated with velocity based
prediction. The partner’s future position ( p̂ j

t+1) is pre-
dicted from linear extrapolation of velocity, computed
as: p̂ j

t+1 = p j
t + v

j
t �t

where p j
t and v

j
t are the observed position and velocity at

the time step t. We used a utility-based planning frame-
work similar to what we did for the proposed method.
That is, only removing the subgoal utility from Eq. 6,
we define overall utility in the velocity-based approach
Uv

(
pi , p j

)
as:

Uv

(
pi

t+1 p j
t+1

)
= ko fo + kRd fRd

+ kRa fRa+kRv fRv+kMv fMv + kMw fMw

(11)
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Among all possible positions P , the next position is
selected to maximize the above utility in (Eq. 11):

p̂it+1 = argmax{
pi

t+1|Pi
} UV

(
pi

t+1, p̂
j
t+1

)
(12)

All parameters kx are calibrated to best fit the trajectories
collected in data collection in the same way we did for
the proposed method.
Without subgoal-selection The robot navigated with the
proposed model (Eq. 8), but did not use transition and
radius probability information. Instead, we compute vis-
ible subgoals Svisible by only calculating relative angle
(an) of the moving robot towards each n subgoal sn

of the whole set N . The angle is calculated by Ra =
f

(
angle

( −→
pit−1 pit,

−→
pitsn

))
All sn subgoals that satisfy

condition an < 90◦ are considered part of the visible
subgoal set Svisible. Algorithm to select SP from Svisible

is not utilized.
3. Procedure The experiment was conducted in the same
shopping mall environment, for which we retrieved sub-
goal location as shown inFig. 14.Weaskedparticipants to
navigate the environment as they were window-shopping
(among shops, ATM, game center, piano etc.) in the envi-
ronment while the robot talked to them. For experimental
simplicity, the robot took initiative in conversation. It
asked questions from a list of sentences prepared in
advance, then it provided responses to what participants
answered if it fitted with a fixed set of responding utter-
ances. It continued such a question-answering dialog.
This conversation routine was tele operated by an exper-
imenter (conversation is out of the focus of this study,
though this could be automated), while all the naviga-
tional frameworkwas fully autonomous. The participants
were asked to walk for 6 minutes with the robot.

6.3 Measurements

Werecorded the trajectories of the robot andparticipantwhile
walking together and computed the following objective mea-
sures for each participant to evaluate the system:

– Relative angle We computed the relative angle

angle

( −→
pit+1 pit,

−→
pjt+1 pit+1

)
from the robot to each par-

ticipant for each time step, and took the average of all the
time steps for each participant.

– Relative distance We computed relative distance
(|pit − pjt|) for all time steps and averaged them.

Fig. 14 An example of trajectories in a shopping arcade. The robot
was controlled with the proposed method. The robot follower (robot)
in dotted lines and leader in solid lines. Numbers denote time

For subjective evaluation, after each session, we asked
participants to rate the following items on a 1–7 point Likert
scale in a questionnaire:

– Naturalness
– Perceived safety
– Overall evaluation

6.4 Results

1. Observations To introduce how the proposed system with
subgoal selection worked, we present typical examples of
its performance in a shopping arcade. Figure 14 shows an
example of a person talking with the robot and walked side
by side with the proposed method.

The personwalked freely in the environment in a window-
shopping context. He started walking through the main
corridor in front of an exhibit stage (Fig. 14, t = 54.5), he
passed in front of one-coin shop at t = 46.0 and then turned
left passing around the escalators at t = 81.1. He then looked
at an exhibition area at t = 97.2 arriving to a soccer goods
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Fig. 15 Collaborative-state
side-by-side walking toward a
determined subgoal

shopwhere he turned back at t = 121.5 and kept walking. He
then walked by in front of elevators looking at information
signboards at t = 158.8, passing through ATM at t = 196.5,
arriving to the game center at t = 216.1 where he turned left
to arrive to an exhibition hall at t = 247.1.

In the figure, human and robot kept side-by-side most of
the time as far as they moved straight, while at some turning
points, e.g. at t = 54.5, 97.2, around t = 158.8, 216.7, the
robot was slightly behind, as they were walking in leader–
follower state and robot tried to open space. Once the robot
was a bit away from person around t = 97.2, because the
space was too narrow. Thanks to the knowledge about sub-
goal, the robot kept moving and meet again after once they
split.

An example of computation in the collaborative-state is
shown in Fig. 15. In the figure, the current trajectories of the
human partner and the robot are shown in red and blue, the
computation results for utilities (only for the robot) are shown
in front of the robot’s current location with the grids with a
range of colors from purple to yellow (yellow represents the
highest in utility). At this moment, they are heading toward
a subgoal located between the two red columns shown in the
picture. The robot predicts that the person will move straight
to this subgoal that is located between these two columns, and
plans to move alongside the person. The robot successfully
walks side-by-side with this person heading straight toward
a subgoal.

An example of computation in the leader–follower state
is shown in Fig. 16. While they walked straight toward one
subgoal between two columns, there is another possible sub-
goal on their left. Since it has some transition probability, it
remains within the set of possible subgoal. Thus, the robot is
opening space for the leader in case he would turn towards
the possible subgoal close to the ATM

In addition, we observed that velocity-based approach
sometimes did not perform well. Figure 17 shows one
of the typical scene including success and failure of the
velocity-based approach. The robot was successful in mov-

Fig. 16 Leader–follower state. The follower opens space as leader
might turn to subgoal at the side

ing side-by-side formation in the left of the Fig. 17. Like this
moment, as far as a partner human goes only straight, even if
reactive, velocity-based approach would keep pace with the
human partner, as the robot would react to his velocity.

However, in a real shopping arcade environment, peo-
ple normally do window-shopping, which requires plenty
of turns and stops, which made the velocity-based approach
fail. As the robot cannot turn or change velocity instantly
(and cannot anticipate human’s behavior), it tends to over-
shoot when the person stops or changes directions. One of
such moments is illustrated in the center of the Fig. 17,
when they reached to the location having two columns, the
human suddenly turns left. This turning is not that sudden
if one knows the environment, because without turning, he
would collide into the column. However, the robot failed to
keep the formation. The robot overshoots and crosses over
the human, failing to stay at side-by-side formation. If the
robot was able to perform opening-space behavior, it could
turn left keeping alongside with the person; but, the lack of
the opening-space behavior resulted in the person’s sudden
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Fig. 17 Walking with
velocity-based approach. As the
robot has no open-space
behavior it heads towards the
human as he suddenly turns left

Fig. 18 Walking without
subgoal selection. The robot
conducts open space behavior
all the time when multiple
subgoals are avalaible

turning behavior, and caused crossing over. We frequently
observed such a crossing over in velocity-based approach.
As a result, velocity-based approach tended to yield large
relative angle and relative distance.

Figure 18 illustrates one of typical scene where the robot
moved with “without the subgoal selection” method. As vis-
ible in the figure, the robot tended to stay behind, yielding
smaller relative angle. When the robot was operating with-
out the subgoal selection, we frequently observed the robot
moving behind the human partner.

The reason for this behavior is due to the lack of subgoal
selectionmechanism. In the examples shown in the Fig. 18a–
c, the system selected the subgoals s1, s2 and s3 as the
possible subgoals, because their angles towards the moving
directionwerewithin the threshold.Transitions to subgoals in
such locations could happen in other locations like a corner
or junction in a corridor; however, in this location, transi-
tions to s1 and s3 was less likely, which were observed as a
small transition probability in pedestrian trajectories. Thus,
in the proposedmethod (with subgoal-selectionmechanism),
s1 and s3 would be not chosen as the possible subgoals. In
the “without the subgoal selection” method, since transition
probability and transition radius were not used to filter out
less likely subgoals, all subgoals were retained.

This resulted in the robot over-usingopening-space behav-
ior. When there are more than one possible subgoals, the
system anticipates that there can be a change of direction.

Therefore, system goes into leader follower mode prompt-
ing the robot to make the adjustment anticipating a turn to
a possible subgoal, in this case the subgoal s3. That is, the
robot was anticipating that the person might turn towards
s3, and stayed behind and slowed down. This would be the
correct behavior in another place where it is more likely to
anticipate people to turn in that direction.

6.5 Verification of Predictions 1 and 3

Figures 19 and 20 show the results for objective mea-
sures. A repeated-measures ANOVAwas conducted that had
within-participant’s variables of the experiment condition.
Regarding relative distance, a significant main effect was
revealed (F(2,28)= 117.584, p < 0.001, η2 = 0.894). Mul-
tiple comparisons among conditions were conducted with
the Bonferroni method, which revealed that relative distance
is shorter in the proposed model than the velocity-based
condition (p = 0.001) and without the subgoal-selection
condition (p < 0.001). No significant differences were
found between the velocity-based condition and the with-
out subgoal-selection condition (p = 1.0). Although the
result of the relative distance in the proposed condition
(1.25 m) is yet larger than that from the human pair
average (0.815 m), it is closer to this one than other con-
ditions.
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Regarding relative angle, a significant main effect was
revealed (F(2,28)=18.452, p < 0.001, η2 = 0.569). Mul-
tiple comparisons among conditions were conducted with
the Bonferroni method, which revealed that relative angle is
larger in the proposed model than the velocity-based condi-
tion (p < 0.001) and without subgoal-selection condition
(p < 0.001). No significant differences were found between
velocity-based and the without subgoal-selection condition
(p = 1.0).

Although the result of the relative angle in the proposed
condition (77◦) is yet smaller than the one from human pair
average (84◦), it is closer to this one than other conditions.
Therefore, as shown in Fig. 20 the proposedmethod performs
best outperforming other two conditions.

As predicted, the robot provided relative distance and rel-
ative angle values closer to the values obtained in human
side-by-side walking than the other two methods. Thus, Pre-
dictions 1 and 3 were confirmed.

6.6 Verification of Predictions 2 and 4

Figure 21 shows the results for subjective measures. A
repeated-measures ANOVA was conducted that had within-
participant’s variables of the experimental condition. A
significantmain effectwas revealed in naturalness (F(2,28)=
12.904, p < 0.001, η2 = 0.480), and overall evaluation
(F(2,28)= 16.682, p < 0.001, η2 = 0.544). Main effect in
perceived safety approached significance (F(2,28)= 2.634,
p = 0.090, η2 = 0.158). Multiple comparisons among
conditions were conducted for factors with significant main
effects with the Bonferroni method, which revealed that
Naturalness is higher in the proposed model than in the
velocity-based condition (p = 0.005) and the without-
subgoal-selection condition (p = 0.013). No significant
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Fig. 21 Subjective evaluation results

differences were found between the velocity-based condition
and the without-subgoal-selection condition (p = 0.493).

Overall evaluation is higher in the proposed model than
the velocity-based condition (p < 0.001) and the without
subgoal-selection condition (p = 0.004). No significant dif-
ferences were found between the velocity-based condition
and the without-subgoal-selection condition (p = 0.135).

Overall, predictions 2 and 4 were partly confirmed. As
predicted, the robot provided naturalness and overall evalua-
tionwas better than the other twomethods, though significant
differences were not observed for perceived safety.

Tomake sure that the observed difference in verification of
predictions 1 and 3 were because of the experimental condi-
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tions and not because of different human behavior for taking
different paths, we performed an analysis on the trajectories
taken. Since participants moved freely in the environment,
trajectories did not have the same length, therefore, we com-
pare them based on subgoals visited and observing path
ambiguity. We define as path ambiguity when at a point there
are two or more possible subgoals achievable, thus allowing
multiple possible paths.

In the velocity based system, method without subgoal
selection and the proposed method participants visited 83.8,
80.2 and 82.1% of the available subgoals respectively. The
computed path ambiguity for the human partner at the
completion of each trajectory was 77.2, 72.4 and 74.1%
respectively.

We conclude that participants walked in similar trajecto-
ries and results are comparable given that trajectories were
similar in seen subgoals and in amount of ambiguity.

7 Discussion

7.1 Findings

There were differences between human–human data and
human–robot motion results. Part of the reason regarding
relative distance was due to our design. For safety reasons,
during the planning, the system did not use the locations
of anticipation grids nearby people, considering the time
required to stop (only used the locations where it can move
without causing collision). Thus, this is dependent with the
robot hardware capability and safety design.

The experiment results did not showsignificance for safety
impression. We consider that the example shown in Fig. 17
(from this study) illustrates an interesting contrast with the
one shown in Fig. 3 (from [17]). In both moments, the per-
son turned to the direction where the robot was moving. In
Fig. 17, probably because there was enough space around,
the person turnedwithout any problems, but the robot instead
crossed over. In Fig. 3 of [17], there is not so much space in
the intersection, so the person needed to take quick turn hence
nearly collide with the robot. Thus, we consider that such dif-
ference in environmental nature caused the difference result
in perceived safety.

7.2 Generalizability

The proposed method was tested on a real shopping mall
environment which contained a large open space with some
defined corridors and columns within the environment (see
Figs. 2, 5 and 14) which makes the modeling of the environ-
ment challenging as the topology of the environment is not
evident. We think that our approach would be able to be gen-

eral enough to be used in other environments if the locations
of subgoals are correctly placed.

Compared with other methods, due to the information
related to subgoals, the robot could collaborate better with
the walking person. However, the subgoal extraction method
requires collecting trajectories from many people. Yet, note
that for subgoal computation, we could have used other tech-
niques for their extraction, or we could have just placed them
by hand. As far as we have a set of locations towards which
people tend to walk to, as well as probability values, we
believe that our model would reproduce side by side walk-
ing.

Creating the accurate subgoals is of utmost importance
for the generalization of the technique. However, in a much
more dynamic environment the human motion pattern might
change over a period of time. For example, a bargain sale
or a discount offer may motive the people in the shopping
mall to go in a different direction altering the normal motion
pattern. Such dynamic aspect should be incorporated into
the subgoal creation. One possible extension is that a higher
weight be allocated to the recent trajectorieswhile calculating
the subgoals. Another mechanism is to integrate captured
trajectories of each day into the subgoal calculation. This can
be systematically done by capturing trajectories of people for
a defined amount of time and using the captured trajectories
in the subgoal calculation process.

In the case of having partial or slight changes in the envi-
ronment, subgoal manual adjustment could be a simple and
viable solution. If we know that the environmental differ-
ences are, manual adjustment could be simple and in some
cases, it could be done based on common sense. For exam-
ple, in simple corridor environments where people just go
along the corridors and possibly turn at an intersection, thus,
subgoals can be just placed in the intersection.

7.3 Limitations

Even if our robot has good speed and acceleration, its
motion capabilities are not as quick and dynamic as walking
humans. Nevertheless, although we identified some differ-
ences between human–robot motions, we reproduced the
critical nature of side-by-side walking.

We had the case in which the robot mistakenly assigned an
incorrect subgoal about 8% of the time. Nevertheless, such
error was usually only momentarily, and overall the robot
successfully coped with such errors.

The environment used in the experiment was a com-
plex environment where there were limited number of other
pedestrians at the time of the experiment. Considering the
real use of the model, influence from other pedestrians is one
major factor which should be considered and incorporated
into the proposed model.
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In addition, pedestrians when walking together often
walk with different purposes and different environmental
conditions. In the experiment conducted above we did not
differentiate between the purposes. The participants as men-
tioned earlier were asked to walk freely rather than walking
in any specific curve or straight line. Therefore, experimen-
tal results do not contain results which differentiate between
environmental conditions and purpose. The participantswere
not necessarily young or elderly so there could be different
results observed if the study was conducted based on age
groups.

8 Conclusions

We developed a side-by-side walking model where the robot
does not need to know the destination in advance. Based
on human–human walking interaction data analysis, we
developed a two-state model based on subgoals for side-
by-side walking where one of the partners does not know
the destination. The model was implemented with a mobile
robot in a real shopping mall arcade. Subgoal locations and
model parameterswere calibrated using humanwalking data.
Experimental results with human participants show that the
proposed model was found more natural and was evaluated
higher than the velocity-prediction approach and an approach
without subgoal selection.
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