
Int J of Soc Robotics (2016) 8:193–209
DOI 10.1007/s12369-015-0333-8

The Development of a Scale to Evaluate Trust in Industrial
Human-robot Collaboration

George Charalambous1 · Sarah Fletcher1 · Philip Webb2

Accepted: 18 November 2015 / Published online: 30 November 2015
© Springer Science+Business Media Dordrecht 2015

Abstract Trust has been identified as a key element for the
successful cooperation between humans and robots. How-
ever, little research has been directed at understanding trust
development in industrial human-robot collaboration (HRC).
With industrial robots becoming increasingly integrated into
production lines as a means for enhancing productivity and
quality, it will not be long before close proximity industrial
HRC becomes a viable concept. Since trust is a multidimen-
sional construct and heavily dependent on the context, it is
vital to understand how trust develops when shop floor work-
ers interact with industrial robots. To this end, in this study
a trust measurement scale suitable for industrial HRC was
developed in two phases. In phase one, an exploratory study
was conducted to collect participants’ opinions qualitatively.
This led to the identification of trust related themes relevant
to the industrial context and a related pool of questionnaire
items was generated. In the second phase, three human-robot
trials were carried out in which the questionnaire items were
applied to participants using three different types of indus-
trial robots. The results were statistically analysed to identify
the key factors impacting trust and from these generate a trust
measurement scale for industrial HRC.
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1 Introduction

In this section we present a review of literature to introduce
the concept of industrial HRC, the importance of trust in
human-robot teams and existing measures of trust to set out
the research problem.

1.1 Industrial Human-robot Collaboration

A significant amount of assembly tasks in various manufac-
turing processes still require the flexibility and adaptability
of the human operator [1]. In such processes, it is neither
feasible nor cost-effective to introduce full automation. The
manufacturing industry has shown growing interest in the
concept of industrial robots working as teammates alongside
human operators [2–5]. In light of recent technological devel-
opments, health and safety regulations have been updated
to reflect that in some circumstances it is safe and viable
for humans to work more closely with industrial robots [6].
Industrial HRC can enhance manufacturing efficiency and
productivity since the weakness of one partner can be com-
plemented by the strengths of the other [7]. However, the
integration of humans and robots within the same workspace
can be a challenge for the human factors community. For
example, the installation of large assemblies requires oper-
ators to cooperate with large and high payload robots under
minimised physical safeguarding [8]. One key aspect that
can determine the success of a HRC system is the degree
of trust of the human operator in the robotic teammate [9–
11]. With the concept of industrial HRC being embraced
further, trust needs to be explored in depth in order to
achieve successful acceptance and use of industrial robotic
teammates.
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1.2 Trust in Automation

The development of trust is essential for the successful oper-
ation of any team [12]. In the context of human-automation
teaming, trust can influence thewillingness of humans to rely
on the information obtained by an automated system, par-
ticularly in risky and uncertain environments [10,13]. Lack
of trust will eventually lead the operator to intervene and
take control [14]. Lee and See [15] defined trust as “the atti-
tude that an agent will help achieve an individual’s goals
in a situation characterised by uncertainty and vulnerabil-
ity” (p. 54). Therefore, the outcomes of the automation will
lead to adjustments in the degree of trust in the automated
system. Also, the authors identified trust antecedents based
on three factors, namely purpose, process and performance.
The purpose factor is related to the level of automation used,
the process factor relates to whether the automated system
employed is suitable for the specific task while the perfor-
mance factor relates to the system’s reliability, predictability,
and capability. In addition, the degree of system’s trans-
parency and observability available to the human partner
has been found important for the development of trust in
human-automation interaction [16]. Furthermore, task com-
plexity has been suggested to have an impact on the level
to which the human operator relies on the automated sys-
tem [17,18]. Research has also been directed to investigate
people’s perceived reliability of automated assistance ver-
sus human assistance [19] and machine-like agents versus
human-like agents [20]. Dzindolet and colleagues [19] found
that humans tend to see the automation as being more reli-
able compared to a human aid, although the same information
was provided both by the automation and the human aid.With
increasing risk levels, human reliance on automation support
increased when compared to human support. Potentially this
can lead to automation misuse or overtrust, which can be
detrimental [9,21]. Therefore, calibrating appropriate levels
of trust is vital for the success of the interaction.

1.3 Trust in Robots

Although robots encompass a degree of automation, they
also possess different attributes not possessed by general
automated systems. For instance, robots can be mobile,
have different degrees of anthropomorphism and tend to be
purpose-built. These attributes introduce a degree of uncer-
tainty not found in general automated systems and for this
reason robots need to be studied independetly [22]. Sub-
sequently, trust development in human-robot teams may
be different to when humans interact with automated sys-
tems. Previous literature has suggested that little research
was directed in addressing trust in human-robot interac-
tions [13] while other researchers supported that trust has
been assessed in terms of automation and then applied in

the domain of human-robot teaming without considering
the different attributes related to robots [23]. Various fac-
tors have been suggested to influence trust development in
human-robot interactions. Hancock et al. [24] carried out a
meta-analytic review of 29 empirical studies aiming to quan-
tify the effects of various factors influencing human-robot
trust. Their findings highlighted the significance of robot-
related factors. Robot related performance-based factors (e.g.
reliability, predictability, behaviour) and attribute-based fac-
tors (e.g. size, appearance, movement) were found to be of
primary importance for the development of trust. Environ-
mental factors (e.g. performance factor, task complexity),
were identified to have a moderate influence on trust, while
little effect was found from human-related factors. Thus, dif-
ferent robots attributes should be considered when assessing
trust. However, industrial robots can be different than social,
healthcare and military robots and very little research has
been directed towards understanding the development of trust
in industrial HRC.

1.4 Measuring Trust

Existing measures of trust have been heavily focussed on
automation, such as automated teller machines [25] and
automated process control systems [26–28]. However, as dis-
cussed earlier, the development of trust in human-robot teams
can be different to human-automation interactions [13,23].
A trust measure for human interactions with military robotic
systems has been developed byYagoda andGillan [23]while,
more recently, Schaefer [29] developed a trust scale to eval-
uate changes in trust between an individual and a robot.
Although the aforementioned studies enhance our under-
standing of trust development inHRI, the context is different.
In a military human-robot teaming, the functions of both
agents are very different from an industrial scenario. Also,
industrial robots come in various shapes, sizes, end-effectors
and degrees of anthropomorphism according to the operation
being utilised for. Thus a generic trust scale might not be
suitable for a purpose-built robot such as the ones used in the
industrial environment. Trust development in an industrial
robot can potentially be influenced by other context-related
factors. To our knowledge, no measure exists which specifi-
cally evaluates trust in industrial HRC.

1.5 Research Problem, Aim and Objectives

Although trust has received extensive attention, little research
has focused on understanding trust development in industrial
HRC. To appropriately understand the development of trust
between human workers and industrial robots, it is vital to
effectively quantify trust. Such a measurement tool would
offer the opportunity to system designers to identify the key
system aspects that can be manipulated to optimise trust
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in industrial HRC. The aim of this study is to develop an
empirically determined psychometric scale to measure trust
in industrial HRC. Principal objectives were: (i) Exploratory
study: Identify the dimensions of trust relevant to industrial
HRC and (ii) Trust scale development: Develop a reliable
psychometric scale to measure trust in industrial HRC.

2 Exploratory Study

Due to little understanding regarding the influence of trust
in an industrial context an exploratory study was carried out
to collect participants’ opinions qualitatively. This approach
led to the development of trust related themes relevant to
the industrial context. Following this, a pool of items was
developed describing the identified trust-related themes.

2.1 Method

2.1.1 Participants

21 participants (seven females, 14 males; M=26.6, SD=4)
were recruited from Cranfield University. 20 participants
reported having no prior experience interacting with robots
or other form of automation, while one participant reported
having used a computer numerically controlled machine.

2.1.2 Design

An exploratory study was performed in laboratory condi-
tions. Participants interacted with two industrial robots (low
payload and a medium payload), one at a time, to complete a
pick and place task. Because this was an exploratory study it
was chosen to give participants the experience of interacting
with a smaller robot leading to a bigger one.

2.1.3 Materials

Two types of industrial robots were used as shown in
Fig. 1 a small scale robot (payload of 5kg) and a medium

scale robot (payload of 45kg). The small scale robot has
built-in safety. In each condition, the robot picked up and
handed to participants two flexible stainless steel industrial
pipes approximately 60cm long. For the interaction with the
medium scale robot a laser scanner was used to ensure safe
separation between the robot and the participant [6].

2.1.4 Task

The task was identical for both robots. The robot picked up
the two industrial pipes, one at a time and brought them to
the participant at their standing location. When the robot
stopped, participants took hold of the pipe. Then the robot
gripper released the pipe. Participants positioned the pipe on
a table next to them. Then the robot picked up the second
pipe and executes the same task.

2.1.5 Data Collection

Previous research identified that a non-industrial robot’s
performance-related and attribute-based factors had the high-
est influence on trust, while environmental related factors
had moderate effect [24]. Therefore, a semi-structured inter-
view was chosen. The interview guide is provided in the
Appendix 1.

2.1.6 Procedure

Participants were informed regarding their right to withdraw
and anonymity and gave their written consent. Participants
were initially taken to the small scale robot. The researcher
instructed participants regarding the interaction task. Partic-
ipants observed a short robot demonstration to familiarise
themselves with the robot. Then the task was executed. Upon
completion of the task, data were collected via a one-on-
one interview. Following this, participants were taken to the
medium scale robot. An identical procedure as before was
followed. Interviews were audio recorded with the partici-

Fig. 1 Materials used for the exploratory study
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pant’s consent. Interviews took place in the robot cell. No
other work was undertaken during the interview to min-
imise participant disruption.Average interview timewas four
minutes.

2.1.7 Data Analysis

Interviews were fully transcribed and analysed using the
Template Analysis’ in accordance with guidelines provided
by King [30]. The process involves the development of a
coding template representing the major themes identified in
a hierarchical form so that top level codes represent broad
themes while lower level codes represent sub-themes. Care
was given to code themes identified in a small minority of
transcripts. The template structure was revised iteratively
to ensure it reflected the data in the most suitable manner.
Interviews were read thoroughly and phrases were classified
into three elements: (i) robot (ii) human and (iii) external.
Each of these elements was assigned a letter to assist with
the coding procedure (e.g. ‘R’ for robot element, ‘H’ for
human element). Then, emerging trust-related themes were
identified and assigned a unique code number. For example,
for the robot element two major themes were identified: (i)
robot’s performance (R1) and (ii) robot’s physical attributes
(R2). Following this, each theme was analysed further into
lower level themes and a unique letter code was attached.
For instance, robot’s performance included two lower level
themes: (i) robot’s motion (R1m) and (ii) robot and gripper
reliability (R1r). The derived coding template is shown in
appendix 2. An inter-rater reliability was carried out to con-
firm the level of consensus between raters and, therefore, the
suitability of the developed template. Two independent raters
were approached to assist with the triangulation process. The
coding template was used by both raters individually to code
the interview transcripts. Results were tabulated for calcu-
lation of the Cohen’s kappa statistic. The Cohen’s kappa
statistic was chosen because it corrects for the probability
of agreement by chance thus giving a more conservative
result when compared to simple agreement percentage. The
Cohen’s kappa statistic among the experimenter and the
raterswere: Experimenter-Rater 1: 0.73; Experimenter-Rater
2: 0.66; Rater 1–Rater 2: 0.68. The average agreement was
0.69.

2.2 Exploratory Study Results

Data analysis revealed that lower-level themes could be
grouped in three major elements: robot, human and external.
Each of these elements consisted of a number of trust-themes
which were then decomposed into lower-level themes. Low-
level themes were prioritised on the basis of frequency with
which they appeared in the data analysis. This is shown in
Table 1.

Table 1 Frequency of trust-related themes

Element Trust-related
themes

Lower level theme Frequency

Robot Performance Motion of the robot 21

Robot and gripping
mechanism
reliability

20

Physical
attributes

Robot’s size 18

Robot’s appearance 15

Human Safety Personal safety 17

Robot’s safety
features

11

Safe programming
of the robot

6

Experience Priorexperiences
with robots

14

Mental models of
robots

9

External Task Task complexity 15

2.3 Exploratory Study Discussion

2.3.1 Robot Element

The robots’ performance was one the most highly discussed
themes among participants. Specifically, the motion of the
robots was found to be a key trust-relate topic. All of the
participants discussed that their trust was influenced by the
way the robotsmoved and the speed atwhich they grasped the
components. Participants described that the robots employed
a smooth and fluid motion when moving which was not
found to be uncomfortable. Also, participants highlighted
that the speed at which it grasped the components allowed
sufficient time to react. Another prevailing attitude among
participants was the perceived reliability of the robots and
the gripping mechanisms. Participants discussed that they
could trust the robots because they completed the respective
tasks accurately. Also, participants paid attention to the grip-
ping mechanism of each of the robots. Participants felt they
could trust the robot because the gripping mechanism did not
drop the components during the collaboration.

Physical attributes received attention by the participants.
The majority of participants elaborated that the robots’ size
had an influence on their perceived trust in the robot upon
first encounter.Most of the participants felt intimidated by the
size of the medium-scale robot prior to the interaction. The
dominant view is that upon encountering the robot, partici-
pants felt intimidated by its size and appeared to be worried
about interacting with it. Some participants discussed that
the robots’ general appearance can influence their trust. Par-
ticipants found that a robot with a simple design is preferred
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to interact with as it is perceived less like a robotic machine
which increases trust.

2.3.2 Human Element

Safety was among the most frequently discussed themes. 17
participants mentioned that trust in the robots was influenced
by their feeling of personal safety during interaction. Partic-
ipants’ comments suggested the main safety concern was
to avoid being hit by the robot. Furthermore, 11 individu-
als discussed that being aware of the robot’s safety features
(e.g. laser scanner) enhanced their perception of safety, made
them more comfortable interacting and increased their trust.
Also, six participants elaborated they had faith that the robot
had been programmed correctly by its operator.

In addition, prior experiences with robots received atten-
tion by participants. 14 participants suggested that any prior
experiences interacting with industrial robots would have
influenced their trust. Specifically, participants elaborated
that having prior exposure to similar robots would have
reduced their initial anxiety. In addition, nine participants
commented their trust in the robot was affected by their men-
tal models. It appeared that participants had pre-conceived
notions of robots, mainly through mainstream movies, and
these had an initial influence in their level of trust. Partic-
ipants mainly discussed how surprised they were with the
smoothmotion of the robot. Some participants held the belief
that industrial robots are monstrous, fast and jerky.

2.3.3 External Element

The complexity of the interactive task was the only external-
related trust theme emerging through the interviews. 15
participants discussed that the complexity of the task had
an influence on their trust towards the robot. Participants
commented that the interactive task was not significantly
challenging and this aided them to have greater trust in the
robot.

2.3.4 Item Generation

A number of trust-related themes relevant to trust in indus-
trial HRI were identified. A questionnaire was developed
with twenty-four items relevant to each low-level theme. The
items were developed with the assistance of two members
from the department of Human Factors at Cranfield Univer-
sity who are knowledgeable on industrial robots. All items
developed and their scoring directions are shown in Appen-
dix 3. Reverse-phrased items are necessary in order to reduce
participant response bias. The items were randomly placed
in the survey.

3 Trust Scale Development

Three human-robot trials in laboratory conditions were
carried out using three different types of robots. Tasks rep-
resented potential industrial scenarios where humans and
robots would collaborate. Three independent groups of
participantswere recruited.Upon completing the task, partic-
ipants completed the survey developed from the exploratory
study.

3.1 Method

3.1.1 Participants

In study 160 participants took part (15 female, 45 male;
M=30.6, SD=9) fromCranfield University. 19 participants
reported having some experience with robots and automation
while 41 reported having no prior experience with robots and
automation. In study 250participants took part (13 female, 37
male; M=30.9, SD=9.6) from Loughborough University.
20 participants reported having some experience with robots
and automation while 30 reported having no prior experience
with robots and automation. In study 345 participants (19
female, 26 male; M=30.7, SD=10.3) were recruited from
Cranfield University. 17 participants reported having some
experience with robots and automation while 28 reported
having no prior experience with robots and automation.

3.1.2 Design

All three studies were an independent design at laboratory
conditions. In study 1, participants interacted with a single
arm industrial robot to complete an assembly task. In study
2, participants interacted with a twin arm industrial robot to
complete an identical task to study 1. In study 3, participants
interacted with a single arm industrial robot to complete a
pin insertion task.

3.1.3 Materials

Study 1 A single arm industrial robot with a payload capabil-
ity of 45kg was used. A laser scanner was used to ensure safe
separation between the robot and the participant [6]. For the
completion of the assembly task three plastic pipes and three
sets of large and small plastic fittings were utilised (Fig. 2).

Study 2 A twin arm industrial robot with a total payload
capability of 20kg was used (Fig. 3). For the completion of
the task, only the left-hand side robot gripper was utilised.
An identical laser scanner to the previous studywas used. For
the assembly task, two sets of plastic drain pipes and plastic
fittings were utilised identical to study 1.

Study 3 A single arm industrial robot with a payload
capability of 200kg was used. An identical laser scanner
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Fig. 2 Materials used for study 1

Fig. 3 Industrial robot used for study 2

to the previous study was used. The component lifted by
the robot was a representative aerospace sub-assembly. The
sub-assembly comprised of two bearings. For securing the
sub-assembly a pair of carriages on a standwas designed. For
pinning the bearings onto the carriages two identical bearing
pins were used (Fig. 4).

3.1.4 Experimental Tasks

Identical tasks were employed for study 1 and 2. The aim
was to apply the appropriate plastic fittings on a pipe. The
pipes were located next to the robot. The robot picked up one
pipe at a time and brought it at participants’ standing loca-
tion. Participants had to attach the plastic fittings on the pipe.
Plastic fittings were located next to the participants’ standing
location. The fittings were disassembled into their respective
components in a sequential order. Once both fittings were
attached, the completed item was then released by the robot
at a drop-off location. Participants completed this task three
times in study 1 and two times in study 2.

For study 3 the aimwas to secure the sub-assembly’s bear-
ings onto the carriages located on the stand utilising two
bearing pins. The robot picked up the sub-assembly and posi-
tioned it on the stand. Participants walked towards the stand
and aligned the carriages, one at a time, to the sub-assembly’s
bearings by pushing them down. Then participants secured
the sub-assembly’s bearings on the carriages using the bear-
ing pins. Then participants walked back to their standing

Fig. 4 The industrial robot (top
left), aerospace sub-assembly
(top right), carriages (bottom
left) and the bearing pins
(bottom right)
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position. The robot drove the sub-assembly on the carriages
and then released it, indicating the end of the task. Partici-
pants completed this task once.

3.1.5 Measures

Data were collected via the 24 item questionnaire developed
in the exploratory study. Participants rated each item on a
five-point Likert scale and the questionnaire was adminis-
tered on a computer station. An extract is shownAppendix 4.

3.1.6 Procedure

A standardised procedure was developed identical to all
three. Participants were recruited individually from the uni-
versity campuses. Participants were informed regarding their
right to withdraw and anonymity and gave their written con-
sent. Participants were initially taken to a quiet room where
they familiarised themselves with the task. Following this
participants were taken to the robot cell to interact with the
robot. The researcher instructed participants regarding the
interaction task. Upon completion, participants completed
the 24 item questionnaire. The questionnaire was admin-
istered on a computer. Upon completing the questionnaire
participants were debriefed and reminded regarding their
right to withdraw.

3.2 Analysis of Responses

Analysis proceeded in four steps. Initially, a one way analy-
sis of variance was carried out to identify whether there was
a statistical significant difference in the responses obtained
between the three studies. Following this, a preliminary reli-
ability analysis was executed to remove any poor items from
the analysis. Then a principal component analysis (PCA)was
executed to identify the major components. Finally, compo-
nents were extracted, interpreted and checked for internal
consistency.

3.2.1 Exploratory Data Analysis

Collected data were analysed for normal distribution. The
Shapiro-Wilk test for trust scores obtained in study 1,
D(60) = 0.979, p > 0.05, study 2, D(50) = 0.986,
p > 0.05; and study 3, D(45) = 0.969, p > 0.05, indicated
no significant difference from normally distributed data. Fur-
thermore, the Levene’s statistic for equality of variances
indicated no significant difference (p > 0.05) suggesting
therewas no violation of homogeneity of variance. Therefore
parametric analysiswas used. Table 2 presents the descriptive
statistics of the three groups.

Table 2 Descriptive statistics of the three groups

Descriptive Statistics

Groups N Mean SD SE mean

Study 1 60 96.75 8.9 1.2

Study 2 50 93.88 9.6 1.4

Study 3 45 95.51 10.2 1.5

On average, participants in study 1 experienced higher
trust in the robotic teammate (M = 96.75,SE = 1.160),
when compared to the participants in study 2 (M =
93.88,SE = 1.359) and study 3 (M = 95.51,SE = 1.527).
However, this difference was not statistically significant
F(2) = 1.228, p > 0.05. Therefore, the data were merged
into a single dataset, providing 155 cases for further analysis.

3.2.2 Preliminary Reliability Analysis

In order to improve the reliability of the questionnaire, a pre-
liminary reliability analysis was carried out. Prior to analysis
the data were transformed (as appropriate) so that in all cases
a high score represented higher trust. Initial reliability analy-
sis generated a Cronbach alpha of 0.811 which is well within
the generally acceptable level of 0.7 suggested in the liter-
ature [31]. The next step taken to improve the scale is to
identify the items that do not contribute to the overall reli-
ability. No removal of any item would increase Cronbach
alpha by a significant amount. The decision to remove items
was made on the basis of the ‘Corrected item-total correla-
tion’. This is a correlation between the item score and the
overall test score, excluding the item in question from the
total score. This correction is performed to avoid inflation
of the item-total correlation [32]. Lowenthal [33] suggests
a removal threshold of between 0.15 and 0.30. However,
because of the exploratory nature of this questionnaire the
mean item-total correlation was taken as an indicator. The
mean item-total correlation is 0.374 giving a higher cut-off
margin than the one suggested in literature. Applying this
rule resulted in the removal of eleven items. A reliability
analysis of the remaining 13 items was carried out generat-
ing a Cronbach alpha of 0.84 indicating increased reliability
of the scale. These 13 items were then subjected to a PCA.

3.2.3 Principal Component Analysis

The data were then subjected to PCA using SPSS (version
20). Data were subjected to a Varimax rotation to produce
a more interpretable solution [34]. Kaiser’s criterion (com-
ponents with an Eigenvalue in excess of one) was used to
determine the maximum number of components extracted.
For an item to be deemed to load onto one of the extracted
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components it was required to have a loading in excess of
0.45 [35]. Items loading onto no components or onto two
(or more) components were excluded from the final solu-
tion. Also, items with low communalities were excluded
from the solution [35]. After removing an item PCA was
re-run to identify the new factor structure. From the PCA
three componentswere extracted accounting for 63.5%of the
total variance in the sample. A Kaiser-Meyer-Olkin (KMO)
statistic of 0.847 was achieved which is above Kaiser’s
minimum cut-off level of 0.5 indicating sample size is suf-
ficient [36]. Also, Bartlett’s test of sphericity is statistically
significant (χ2(45) = 465.6, p < 0.001). This result indi-
cates that there is significant correlation within the dataset
so components are unlikely to occur by chance. The final
component structure is shown in appendix 5. Three major
components were generated and items loaded clearly on
each of the components. Therefore, no further item removal
was necessary. The next step was to interpret the compo-
nents identified and investigate their internal consistency
(reliability).

3.2.4 Component Interpretation and Reliability Analysis

Three components emerged from the PCA. Component 1,
was termed ‘Safe co-operation’, consisted of four items and
had a Cronbach’s alpha of 0.802. Component 2 was termed
‘Robot and gripper reliability’, consisted of four items and
had an alpha value of 0.712. Component 3 was termed
‘Robot’s motion and pick-up speed’, consisted of two items
and resulted in a Cronbach’s alpha of 0.612.

3.2.5 Summary of Results

The statistical analysis enabled the development of a ten item
psychometric scale to measure the development of trust in
industrial HRC. In summary, trust in industrial HRC is, pri-
marily, affected by three key factors (components), each of

which is assessed with a number of items. The developed
trust scale is summarised in Table 3.

The following section discusses the output of the psycho-
metric scale and presents the practical implications, as well
as, a user’s guide for practitioners.

4 Discussion and Practical Implications

The output of this work provides a number of theoretical
and practical implications. These are discussed in Sects. 4.1
and 4.2 respectively.

4.1 Discussion on the Theoretical Contributions of the
Scale

The statistical analysis suggests that trust in industrial HRC
depends on three components: safe co-operation, robot and
gripper reliability and robot’s motion and pick-up speed.
The components exhibited fairly good internal consistency.
Components 1 and 2 are within the general acceptable cut-
off limit of 0.7 suggested in the literature [31] indicating
good reliability. Although component 3 exhibited an alpha
value (0.612) lower than theminimumacceptable limit,Kline
[37] suggests that for psychological constructs values lower
than 0.7 can also be accepted. At the same time, this alpha
value is acceptable for newly developed scales [38] partic-
ularly given the small number of items in this component
(two).

One of themajor components identified through the analy-
sis was safety during the co-operation between the human
and the industrial robot. This finding is consistent with ear-
lier work, suggesting that a positive level of perceived safety
can be a key element for the successful introduction of robots
in human environments [39,46]. A recent study by Shiomi,
Zanlungo, Havashi and Kanda [46] highlighted that if a robot
is to be successfully integrated within the human environ-

Table 3 The developed
psychometric scale to measure
trust in industrial HRC

Scale item Major components

The way the robot moved made me uncomfortable Robot’s motion and pick-up speed

The speed at which the gripper picked up and released the
components made me uneasy

I trusted that the robot was safe to cooperate with Safe Co-operation

I was comfortable the robot would not hurt me

The size of the robot did not intimidate me

I felt safe interacting with the robot

I knew the gripper would not drop the components Robot and gripper reliability

The robot gripper did not look reliable

The gripper seemed like it could be trusted

I felt I could rely on the robot to do what it was supposed to do
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ment, it must be first perceived as safe by the human partner.
In this work, the items grouped in this component indicate
that bothmental (impact of the robot size) and physical safety
(not being injured by the robot) is important during a HRC
task in industry which is in line with previous literature [40].
This is particularly important for the industrial context where
human operators will be required to work in close proximity
with industrial robots. In some occasions, such as the one
used for study 3, these robots can have a very high payload
capability and their size can be intimidating. It appears that
ensuring operators are exposed to a collaborative scenario
where safety is facilitated, can generate a positive feeling of
safety. This in turn can assist the human operator to develop
trust in the robotic partner.

The performance aspects of the robotic system and specif-
ically, the reliability of the robot and the gripper was the
second trust related component. Robot reliability is in line
with previous and more recent literature [15,47]. In a meta-
analysis by Hancock and colleagues [24] robot performance
factors (e.g. reliability) had the highest impact on trust. Fur-
thermore, van der Brule and colleagues [47] reconfirmed that
a robot’s task performance influences human trust. The find-
ings of this study highlight once again the criticality of a
reliable robot system. An unreliable robot will eventually
decrease operator’s trust which in turn will be detrimental for
accepting and using the robot. Also, considering that humans
are far more sensitive to automation errors thus leading to a
significant drop in trust [27], robot reliability becomes a very
important aspect.

Interestingly, the reliability of the gripping mechanism
appeared to have an impact on trust. To our knowledge,
this context specific aspect has not appeared in previous lit-
erature. This is of particular relevance to industrial HRC,
since the gripper is a vital component of an industrial
robot. The gripping mechanism is the mean with which
the robot will manipulate components and interact with the
human partner in a collaborative task. As industrial robots
come in a variety of gripping mechanisms depending on
the task being utilised for, findings suggest that the reliabil-
ity of the gripping mechanism is an important determinant
for trust development. When the reliability of the gripping
mechanism decreases, human trust in the robotic partner
decreases.

The third trust component was relevant to the robot’s
motion and the component pick-up speed. It appears that the
motion of the robot is an important factor for the development
of trust. This is in line with previous research indicating that
robot’s movement can assist the human partner to predict and
anticipate robot’s intentions [41,42]. A fluent, non-disruptive
robot movement can put the human partner at ease and foster
trust. This is particularly important for an industrial environ-
ment where the robot will be collaborating in close proximity
with a human operator. Furthermore, industrial settings can

be cluttered with other operators therefore it is important for
other operators to predict the robot’s movement. Also, the
final component suggested that the speed at which the grip-
ping mechanism picks-up components has an impact on the
development of trust. Similar with the previous component
(robot and gripper reliability) the robot’s gripping mecha-
nism appears to have an important role in the development
of trust.

In addition, the statistical analysis indicated that that the
appearance of the robot did not emerge as a contributing com-
ponent to trust development. Previous literature in the domain
of social robotics provides contradicting results in terms of
the effects of robot appearance on user preferences; some
suggest robots should not be too human-like in appearance
whereas others indicate that more human-like appearance
can engage people more [43–45,48]. Astrid and colleagues
[48], for example, investigated participants’ evaluations of
very human-like robots as well as their attitudes towards
these robots. Their results showed both positive and neg-
ative attitudes towards very human-like robots. Similarly,
Prakash and Rogers [49] found that human perception of
a robot tends to vary based on the robot’s human-likeness.
According to their findings, humans tend to over-generalise
the capabilities of a very human-like robot. Further on this,
earlier literature stressed that anthropomorphic appearance
should be treated with care in order to match the appearance
of the robot with its abilities without generating unrealistic
expectations to the human user [39]. This finding possibly
indicates that people perceive industrial robots as tools used
to complete a task. Therefore it appears that robot appear-
ance for industrial HRC is not a major contributor to trust
development when compared to social robots used as social
companions.

4.2 Discussion on the Practical Implications and a User
Guide for Practitioners

The output of this work has significant practical implications.
First, to our knowledge, this is the only empirically developed
psychometric scale for measuring trust in industrial HRC.

Second, this scale can be a powerful tool for system
designers and organisations aiming to implement industrial
HRC. It provides guidance on how system characteristics can
affect operators’ perception of trust. For instance, the scale
identified three key system aspects fostering trust industrial
HRC: safety, robot and gripper reliability and robot’s motion
and gripper pick-up speed. These three areas appear to be
the major determinants for trust development in an industrial
HRC scenario.

Third, the scale can be used to identify the relationship
of each individual operator and raise awareness regarding
personal tendencies. For example, poor scores on robot and
gripper reliability might identify those operators in need
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for further training regarding the capabilities and technical
aspects of the gripping mechanism. For this purpose, a user
guide has been created to assist practitioners in using this
psychometric scale to: (i) administer the trust scale post task
and collect trust results, (ii) analyse the collected scores and
(iii) interpret the scale output and take appropriate action
accordingly. This is presented in Appendix 6. The user guide
is segregated in four parts:

• Part A: Participant instructions: Provides instructions to
participants on how to complete the questionnaire.

• Part B: Participant demographic: Provides a short demo-
graphic section.

• Part C: Questionnaire: The developed scale items were
randomly placed in a questionnaire (five point scale) and
it can be immediately administered.

• Part D: Instructions for the assessor: This section pro-
vides a five step process to enable the assessor to correctly
analyse the results, interpret the output and take appro-
priate actions.

5 Future Work

The results of this study can provide the basis for fur-
ther work on trust development in industrial HRC. First,
because this study was making a first attempt to understand
trust development in industrial HRC, university students and
staff participants took part rather than factory workers. The
majority of the population did not have any prior experi-
ence with industrial robots or automation before. Therefore,
it is important to validate the results using individuals who
have an in-depth understanding of industrial robots or man-
ufacturing automation. Second, this study was carried out in
laboratory conditions. Futurework should be geared to inves-
tigatewhether the results and trends from this study apply in a
real-world scenario. Third, future research could investigate
each of the components identified in the scale individually.
For instance, scale identified robot and gripper reliability
as important determinants of trust. Further research could
investigate the impact on human trust under varying levels
of gripper reliability. This could provide a trust region for
which collaboration is optimised.

Acknowledgments Special thanks to the senior laboratory technical
officer at Cranfield University, Mr. John Thrower, for the assistance
and expertise provided. Also, special thanks to Dr. Matthew Chamber-
lain and the team at Loughborough University for their assistance. The
research is funded by the EPSRC Centre for Innovative Manufacturing
in Intelligent Automation.

Appendix

Appendix 1: Interview Template

Section Main question Probe

Introduction Can you talk to me about
your first thoughts
regarding the interaction
with this robot?

Why did you feel
this way?

Robot related Did you feel you could rely
on the robot to hand you
over the components
safely?

Why?

Can you talk to me about
the robot’s ability to hand
you the components?

Why?

Can you tell me
more?

How did the appearance of
the robot influence your
trust?

Why?

Safety Did you have any concerns
when you interacted with
the robot?

What?

Why?

Other topics Considering the task you
have just completed, what
has encouraged you to
trust the robot?

Can you talk to
me more about
this?

Is there anything else about
the robot that encouraged
you to trust this robot?

Why?

Can you tell me
more?

Appendix 2: Coding Template

Element Trust-related theme
(code sign)

Lower level theme
(code sign)

Robot (R) Robot’s performance
(R1)

Robot motion (R1m)

Robot and gripper
reliability (R1r)

Robot’s physical
attributes (R2)

Robot size (R2s)
Robot appearance (R2a)

Human (H) Safety (H1) Personal safety (H1p)

Safe programming of
the robot (H1prog)

Experience (H2) Prior interaction
experiences (H2int)

Robot mental models
(H2mm)

External (E) Task (E1) Complexity of the task
(E1comp)
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Appendix 3: Item Generation

Items Direction

The way the robot moved made me uncomfortable −
I was not concerned because the robot moved in an expected way +

The speed of the robot made me uncomfortable −
The speed at which the gripper picked up and released the components made me uneasy −
I felt I could rely on the robot to do what it was supposed to do +

I knew the gripper would not drop the components +

The design of the robot was friendly +

I believe the robot could do a wider number of tasks than what was demonstrated +

I felt the robot was working at full capacity −
The robot gripper did not look reliable −
The gripper seemed like it could be trusted +

The size of the robot did not intimidate me +

I felt safe interacting with the robot +

I was comfortable the robot would not hurt me +

I trusted that the robot was safe to cooperate with +

I had faith that the robot had been programmed correctly +

The way robots are presented in the media had a negative influence on my feelings about interacting with this robot −
I had no prior expectations of what the robot would look like +

I don’t think any prior experiences with robots would affect the way I interacted with the robot +

If I had more experiences with other robots I would feel less concerned -

I was uncomfortable working with the robot due to the complexity level of the task -

If the task was more complicated I might have felt more concerned -

I might not have been able to work with the robot had the task been more complex -

The task made it easy to interact with this robot +

Appendix 4: Extract of the Rating Scale
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Appendix 5: Trust Scale Components

Component

1 2 3

1 The way the robot moved made me uncomfortable 0.759

2 The speed at which the gripper picked up and released the components made me uneasy 0.848

3 I knew the gripper would not drop the components 0.651

4 The robot gripper did not look reliable −0.828

5 I trusted that the robot was safe to cooperate with 0.688

6 The gripper seemed like it could be trusted 0.793

7 I was comfortable the robot would not hurt me 0.782

8 The size of the robot did not intimidate me 0.754

9 I felt safe interacting with the robot 0.787

10 I felt I could rely on the robot to do what it was supposed to do 0.506

Reliability analysis output: cronbach alpha value 0.802 0.712 0.612

Appendix 6: User Guide to the Trust Scale Questionnaire

QUESTIONNAIRE

PART A: PARTICIPANT INSTRUCTIONS

The aim of this questionnaire is to assess the effectiveness of the collaboration between yourself and 
the industrial robot you are collaborating with. 

The questionnaire requires you to rate 10 statements based on a task you accomplish in 
collaboration with an industrial robot (take the most frequent task you work on). The 
statements are in bold and need to be rated on a five-point scale ranging from: Strongly Disagree to 
Strongly Agree. Read each statement and then check (X) the preferred box. An example is given 
below: 

i

I drive carefully even in roads I do not know well

X

Strongly Disagree Disagree Neutral Agree Strongly Agree

Please remember, it is the effectiveness of the collaboration being assessed and not you. 

For anonymity purposes a participant number has already been provided at the top of the next page. 
This is to stress that your individual responses will be anonymised and personal details will not be 
shared. All data will be stored and maintained by Cranfield in accordance with the Data Protection Act 
(1998).

A short participant demographic form is provided below. 
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A

The way the robot moved made me uncomfortable

Strongly Disagree Disagree Neutral Agree Strongly Agree

B

I felt I could rely on the robot to do what it was supposed to do

Strongly Disagree Disagree Neutral Agree Strongly Agree

C

The speed at which the gripper picked up and released the components made me uneasy

Strongly Disagree Disagree Neutral Agree Strongly Agree

D

I felt safe interacting with the robot

Strongly Disagree Disagree Neutral Agree Strongly Agree

PART C:   QUESTIONNAIRE                         PARTICIPANT ID: [Give a number]

PART B: PARTICIPANT DEMOGRAPHIC

PARTICIPANT ID:  ____Y____           Age: _________       Sex: _________         

Please describe the collaborative industrial robot used (e.g. twin arm medium payload, single arm 
large payload, three finger clamp single arm etc): 

__________________________________________________________________

__________________________________________________________________

__________________________________________________________________
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F

The size of the robot did not intimidate me

Strongly Disagree Disagree Neutral Agree Strongly Agree

G

The robot gripper did not look reliable

Strongly Disagree Disagree Neutral Agree Strongly Agree

H

I was comfortable the robot would not hurt me

Strongly Disagree Disagree Neutral Agree Strongly Agree

I

I trusted that the robot was safe to cooperate with

Strongly Disagree Disagree Neutral Agree Strongly Agree

J

The gripper seemed like it could be trusted

Strongly Disagree Disagree Neutral Agree Strongly Agree

E

I knew the gripper would not drop the components

Strongly Disagree Disagree Neutral Agree Strongly Agree
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Part D: Instructions for the Assessor

The statements in this survey have been randomised to reduce
participant bias. Follow these five steps post administration
to analyse the output.

Step 1: Group the Statements Together into their Major
Components as shown below:

Questionnaire number Major components

A Robot’s motion and pick-up speed

C

D Safe Co-operation

F

H

I

B Robot and gripper reliability

E

G

J

Step 2: Score the Individual Statements:

*The following scoring scheme assumes that the individuals
were exposed to an industrial robot of 100% reliability (e.g.
no failures, no abnormal motion)

Scale points Use this scoring scheme
for statements: B, D, E,
F, H, I, J

Use this scoring
scheme for state-
ments: A, C, G

Score Score

Strongly agree 5 1

Agree 4 2

Neutral 3 3

Disagree 2 4

Strongly disagree 1 5

Step 3: Deriving the Trust Score for Each Component
and the Total Trust Score

ID Trust
component

Individual
score

Minimum
score
possible

Maximum
score
possible

1 Perceived
Robot’s motion
and pick-up
speed

X 2 10

2 Perceived Safe
co-operation

Y 4 20

3 Perceived Robot
and gripper
reliability

Z 4 20

Totall trust score X+Y+Z 10 50

Date undertaken DD/MM/YYYY

Step 4: Interpreting the Results

First, observe the total trust score. If the total trust score is
low (e.g. less than 25), then this could be an indication the
individual does not trust the robot to collaborate with. This
could have severe implications on operational effectiveness
and efficiency. At the same time, if the total trust score is very
high (e.g. close to 50), then this could potentially indicate the
individual is overly relying on the robot which could lead to
complacency.

Secondly, observe the scores achieved for each trust
component separately. Identify any poorly rated trust com-
ponents. For example, a particular worker might have scored
high on component 3 (‘Perceived robot and gripper reli-
ability’) but poorly on component 2 (‘Perceived safe Co-
operation’) and 1 (‘Perceived robot’s motion and pick-up
speed’). This will enable to identify the specific areas requir-
ing actions, e.g. refresher training course.

Step 5: Identifying Emerging Trends

To identify emerging trends and patterns it is suggested to:

• Log results for each individual
• Administer the questionnaire every four months. Con-
sider re-randomising the order to the statements on the
questionnaire to avoid participant bias

• Compare results between each quarter
• Communicate to the individual the results of the ques-
tionnaire. If the individual is identified to be in the ‘low’
or ‘very high’ region, follow up with an informal con-
versation to understand the reasons behind this. This will
enable to take mutually agreed actions.

*Data for Comparison

The table below presents the average score and stan-
dard deviation of each of the questionnaire items is pro-
vided following the experimental trials at Cranfield and
Loughborough Universities (Sample size: 155). These data
can be used as an early comparison with the collected
data.

Questionnaire item Average score SD

A 1.8 0.8

C 1.8 0.9

D 4.3 0.7

F 4.1 0.9

H 4.3 0.8

I 4.3 0.7

B 4.1 0.9

E 3.7 1.1

G 1.9 0.9

J 4 0.8
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