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Abstract This paper presents interactive games for sign
language tutoring assisted by humanoid robots. The games
are specially designed for children with communication
impairments. In this study, different robot platforms such
as a Nao H25 and a Robovie R3 humanoid robots are
used to express a set of chosen signs in Turkish Sign Lan-
guage using hand and armmovements. Two games involving
physically and virtually embodied robots are designed. In
the game involving physically embodied robot, the robot
is able to communicate with the participant by recogniz-
ing colored flashcards through a camera based system and
generating a selected subset of signs including motivational
facial gestures, in return. A mobile version of the game is
also implemented to be used as part of children’s education
and therapy for the purpose of teaching signs. The humanoid
robot acts as a social peer and assistant in the games to
motivate the child, teach a selected set of signs, evaluate
the child’s effort, and give appropriate feedback to improve
the learning and recognition rate of children. Current paper
presents results from the preliminary studywith different test
groups, where children played with the physical robot plat-
form, R3, and a mobile game incorporating the videos of the
robot performing the signs, thus the effect of assistive robot’s
embodiment is analyzedwithin these games. The results indi-
cate that the physical embodiment plays a significant role
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on improving the children’s performance, engagement and
motivation.
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Non-verbal communication · Sign language tutoring

1 Introduction

Language development is strictly correlated with cognitive
development especially in the early stages of human life.
According to Piaget, in preoperational stage corresponding
to 2–7 years, knowledge is represented by language, mental
imagery, and symbolic thought [1]. In case of communication
problems such as hearing disabilities and autism spectrum
disorder (ASD), sign language (SL) plays an important role
as an alternative way of communication. Sign languages are
visual languages composed by different sets and combina-
tions of hand and upper-torso movements with various facial
gestures. Learning sign language is of vital importance for
hearing-impaired children from very early age, in order to
interact with other individuals, and the efforts also support
their cognitive development [2].

Game playing is another principle element for children’s
intellectual development, improving their social and cogni-
tive skills, which are necessary to communicate with other
individuals [3]. Playing a game is an important activity for
children both for their development and creativity [4]. The
importance of the play activity in the children’s development
and socialization is emphasized in several studies [5–7].

Based on this motivation, we started a project called
“Robotic Sign Language Tutor” to develop interaction games
with assistive social robots as a part of sign language edu-
cation. The project focuses on using the assistive robot,
which can recognize children’s actions and in return gen-
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erate actions and feedback based on sign language within an
interaction game scenario. We employ child-sized humanoid
robots with high degrees of freedom (DOF) in arms and fin-
gers in sign language based interaction games [8–12].

In this paper, we specifically investigate the impact of the
embodiment of the assistant robot within the game. A web
based game and its tablet version incorporating the video
recordings of the real robots are tested with a group of adults,
and children with and without hearing impairment and sign
language acquaintance. The results are compared to that of
the experiments with the physical robot platform employed
within the project.

The reminder of this paper is organized as follows: The
relevant studies are summarized in Sect. 2. The research
questions and humanoid robots used in the framework of
the games are presented, and consequently the interactive
game designs are detailed in Sect. 3. The experiments and
the results are discussed in Sect. 4. Finally, Sect. 5 concludes
the paper with future works.

2 Related Work

2.1 Embodiment in Human Robot/Agent Interaction

In this work, we are interested in investigating the effect of
different embodiments (physical robot, video of the robot
via tablet and video of the robot in a web-based game) of an
assistive robot using the subjective and objective evaluations
of the participants within an interactive HRI study.

The “physical embodiment” of a robot can be expressed
as the bodily presence with actual physical shape by having
embedded sensors and motors [13]. Researchers have con-
ducted studies regarding embodiment in HRI [13–15] and
robots are employed in various levels of embodiment in dif-
ferent studies [16–18]. Dautenhahn et al. proposed minimal
definition of embodiment that can be applied across animals
and artifacts, and suggested relevant concepts and heuristics,
which can contribute to studies of degrees of embodiment of
robots interacting with social environments [18]. The study
of Bartneck et al. investigated the effects of embodiment of
a robot and their results showed that physical embodiment
promotes social interaction [19]. In his recent study on the
difference of embodiment of copresent robots, telepresent
robots and virtual agents, Li also investigated if therewas any
change in the human behaviorwhen the robotwas telepresent
or co-present [20]. The author reported that the majority of
the studies in the literature favored a co-present robot more
than a telepresent robot.

There are other studies investigating the benefit of using
a physically embodied robot as a therapy robot. Wainer et
al. [21] stated that physical embodiment is crucial espe-
cially for therapy robots. The initial results in their study

presented that the physical embodiment was preferred in
task-oriented setting. They also stated that the presence of
robot affected theuser’s enjoyment. It is important to note that
the participants of these experiments were adults. The study
in [22] presented an experiment with children to investigate
the embodiment effect on the user enjoyment when playing
chess. Their results also presented that participants remarked
physically embodied robots more enjoyable than virtually
embodied agents. The study of Lee et al. [13] presented
the results of two experiments, which examined the effects
of embodiment and tactile communication. They claimed
that physical embodiment is important in social interactions
between robots and human. Physically embodied robots are
able to interactwith individuals using their sensory inputs and
by processing these inputs, they can instantaneously gener-
ate auditory, visual and/or tactile outputs (feedback). Also it
is expected that a social robot, in order to be able to engage
in a playful interaction with a child, would require a certain
degree of embodiment [23].

2.2 Sign Language

A sign language tutoring system should include a robust
sign/gesture recognition and sign realization modules. A
survey conducted by Parton [24] summarizes different
researches for recognition, translation and generation of sign
language, mainly for American Sign Language (ASL). Some
researchers have studied the gesture recognition for various
sign languages byusing differentmethods [25–27]. Sign real-
ization studies are comparably fewer than sign recognition
studies because realization requires two human-like hands
and an upper body for both manual (hand configuration, ori-
entation, placement or movement) and non-manual (posture
of upper torso, head orientation, facial expression, and gaze
direction) components [28]. There are studies for realizing
sign language by developing robotic hands [29,30] as well
as utilizing avatar based sign language tutoring [31,32].

The idea of using humanoid robots within different inter-
action scenarios especially games with humanoid robots are
also studied. There are several user studies presented on non-
gesture communication through imitation based interaction
games with humanoid robots and human participants [33–
37]. In our previous studies, we also designed different
interaction games with humanoid robots including physical
embodiment and web-based applications [8–11].

3 Interactive Signing Games

This study explores the impact of embodiment of the
humanoid robots in teaching sign languages to children with
verbal communication impairments. The humanoid robots
are employed within interaction games using some selected
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words from Turkish Sign Language (TSL) repository. In this
article, we will create experiments to verify a number of
hypotheses, which we believe are important for researchers,
who design and implement games for interactions with dis-
abled people.

3.1 Robotic Platforms

We have two different robot platforms with distinct dif-
ferences in appearance and physical capabilities which are
available for sign language tutoring. The reader should notice
that the comparison of robot tutor versus human tutor or vir-
tual human tutor (avatar) is out of the scope of this study. The
comparison of two robot platforms was discussed in [12] in
details. The discussion involving interaction games within
sign language tutoring was presented in [8] in details.

3.1.1 Robovie R3 Humanoid Robot

The robot used in the experiments is a speciallymodified ver-
sion of Robovie R3 humanoid robot. Standard R3 platform is
1.08m tall,weighs 35kg andhas 17DOF (2*arms*4, neck*3,
2*eyes*2, wheels*2). Our version of R3 robot has 12 addi-
tional DOF in wrists and fingers, 29 DOF in total. Besides, it
has a Light Emitting Diode (LED) mouth to express gestures
better. As it has five fingered hands, it is easier to imple-
ment accurate signs with fingers moving independently. It
has a small platform on the chest, which is used to integrate
an ASUS RGB-D camera for gesture recognition. This cam-
era can be replaced with a touch pad tablet according to the
scenario of the game. Since R3 is a child-sized humanoid
robot, it is especially convenient to be utilized in interactive
games designed for children since with the current form of
the robot’s embodiment, children consider it as a peer [36].

3.1.2 Nao H25 Humanoid Robot

TheNaoH25 robot has a height of 0.57m, a weight of 4.5 kg,
and is a system with 25 DOF, two cameras, sonar sensors,
and force sensitive resistors. Furthermore, Nao robot pro-
vides two loudspeakers and programmable LEDs around the
eyes. In this study, eye LEDs are used for giving nonverbal
feedback to children. The Nao H25 robots have hands, and
three dependent and movable fingers to implement most sign
language words. They are suitable to be used in interaction
games due to their expressive face, small size, compact shape
and toy-like appearance.

3.2 Interactive Sign Language Game Scenarios

In our experiments, participants played two interaction
games with different embodiment conditions: (1) physical
and (2) virtual. Both games are based on the generation of

selected signs by the robots. The participants were asked to
recognize the signs and to reply the robot in return. In the vir-
tual game, both robot platforms are employed,whereas, in the
case of physical robots, only R3 is used due to time and space
constraints (tests with physical robots take longer time and
require special laboratory setup). Readers could refer to [12]
for a detailed comparison of physically embodied Nao and
R3 robots.

The signs used in both games are selected from the most
frequently used, daily signs. Besides, the kinematic and phys-
ical limitations of both robot platforms are considered in the
selection of signs. The realization of signs are based on the
visual TSL dictionary [38]. In the virtual game scenario, the
recorded videos of the robots performing selected signs and
of the human signer from the online TSL dictionary [39]
are used. After collecting information from the interviews
done with sign language tutors and teachers, the scenarios
are designed. The final experimental setups are shaped after
a series of user tests with adults and children having typ-
ical hearing (non-disabled) and hearing impairment. These
earlier user tests gave us insight about:

– the selection of the robotic platform to be used for the
teaching of the signs [12],

– the number of signs that could/should be taught/revised
in one game session [10],

– the maximum number of participants, who could/should
interact with the robot [12] in one session (found out to
be 1–3 participants),

– the adjustment of the robot’s feedback, whether it should
be vocal/motional as signs or facial expressions, to
the participants about their performance throughout the
game [40].

Especially in [40], we have tested the game using a physi-
cal R3 robotwith hearing-impaired children, whowere fluent
in TSL and compared the results with the ones obtained from
the tests conducted with plain videos of R3. The results were
promising, therefore in this study we attempted to test the
embodiment effect with a virtual signing game application.
We intend to explore if there is any difference in the out-
come, if we present the videos in a game-like framework
and increase the level of interaction by giving feedbacks
implemented into the game structure. Games are detailed
separately in the following subsections.

3.2.1 Sign Language Game with Physically Embodied
Robots

The interactive game had three phases: introduction, game
play, and testing. The introduction and testing phases were
done in groups of three participants, due to time and place
restrictions. The play phase enabled the participant to have a
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Fig. 1 Setup for the experiments with physically embodied robots

one-to-one interaction with the robot. The first phase (intro-
duction) acted as a familiarization phase for the participants
fluent in sign language and as a training phase for the ones
with beginners level acquaintance. Most of the participants
were already fluent in TSL, but a familiarization session was
still performed to show them how the robot generates these
signs (it is not 100 % similar to human due to kinematic
constraints). In this phase, participants showed colored flash-
cards of signs to the robot, and robot generated the matching
sign as in Fig. 1.

In the second phase (play) each participant playedwith the
robot alone, one-to-one. Here the robot generated the signs
randomly, and the participant showed the matching card to
the robot. Consequently, the robot gave non-verbal feedback
(smiling face or neutral face) in return [40].

In the third phase, a group of participants were seated
facing towards the robot, apart from each other and were
asked to fill out a paper based test, in which the answers were
representedwith the same icons on the flashcards. The reason
of virtually depicted test was that the writing performance of
the hearing-impaired children is in general poor due to the
differences of written spoken language and sign language.
Detailed information about this game could be found in [40].

3.2.2 Sign Language Game with Virtual Robots

In this scenario, participants played with virtually embod-
ied robots Nao H25 and Robovie R3. In the virtual game
scenario, two different sign game applications have been
developed.

First application consists of a beginner version of the
game. This application includes little number of signs and
a training session with the aim of teaching signs from TSL
(Fig. 2). It also gathers the subjective evaluations of the user

Fig. 2 Sign language game for beginners. Training session consists of
three videos per sign (Human videos are taken from http://www.cmpe.
boun.edu.tr/tid/, whereas the robot videos are created by us.)

for different robot platforms used to generate the signswithin
the project. This game is designed to be played by the users
with no prior sign language experience or just beginners level
sign language knowledge, especially children of early age
group.

The second application was for the users with advanced
sign language knowledge. This application was used not to
teach signs, but to verify the recognition rate of the signs
generated by different robot platforms. This game had no
training session and consisted of more questions. The virtual
game was very similar to the last phase (testing) of the game
with the physical robot. The flashcards/visual icons used in
the game were replaced with the multiple choices for the
tablet/web based test, where instead of watching the robot
generating the signs, the participant watched the video of
the physical robot’s signing. Likewise, instead of showing
the cards to the robots, or crossing them on the paper based
test, the participant clicked the matching icon. Participants
were not allowed for repeats. The videos lasted for 4.5 s in
average.

The virtual game also had three steps. In the first step of
the game, the application collected user’s personal informa-
tion such as name, gender and age. Gender selection was
done with a boy or girl figure. After the user entered her/his
information, the game started. In the beginner version of the
game only five signs were employed. Every sign was demon-
strated by the human signer, R3 and Nao robots respectively.
At the end of the videos for each sign, the participant was
asked to evaluate, which robot performed most similar to
the human signer by clicking on the robot icons. The aim
of this phase was to evaluate the robots while teaching the
participants the selected signs. After this training part, the
participant was tested with robot videos for every sign in
the training session. The robotic platform used for signing
was randomly chosen for each sign and the user took part
in a multiple-choice test by watching the robot video. The
options were displayed as the icons and the names of the
signs. The participant was expected to click to the icon of
the related sign. After the test for all signs was finished, the
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Fig. 3 Sign language game for advanced users

application asked the participant, which robot the participant
liked more.

The advanced version of the game was particularly appro-
priate for the participants with sign language knowledge.
The motivation for incorporating this version into the sign
language game framework was because we wanted to ver-
ify the success of different robot platforms in generating
the signs form TSL and evaluating their effect in assisting
sign language tutoring. In the advanced difficulty, different
from the beginner version of the game, the participant was
able to choose which robotic platform (R3 or Nao) he/she
wanted to play the game with. In the advanced version, the
game consisted of ten questions. For every question, the user
was able to select one of the three options or intentionally
choose not to answer the question and pass to the next one
(Fig. 3).

In both beginner and advanced level of games, a screen
appeared to demonstrate the performance of the participant.
As a last step of the game, a log file was created on the local
storage of the mobile device including user information and
game data for each level. The data was compared with the
correct answers once the game was over and was also mailed
to the evaluators.More detailed information about this virtual
game could be found in [41].

4 Experiments and Results of Interaction Games

In case the participant has prior sign language skills (begin-
ner or advanced level), the tests cannot be carried out fairly
because the participant already has an idea of the human
signing and will evaluate the signs of the robots with a bias.
However, the participants without sign language information
might evaluate the performance of the robots more objec-
tively compared to the human signer when asked the question
“which robot signsmore similar to the human signer?”.Based
on these, we will come up with several hypotheses (H) to be

Table 1 Results in the virtual game for beginners with adults and chil-
dren

Sign Correct answers Correct answers
(adults) (children)

Mother 16 (100 %) 13 (56.5 %)

Spring 16 (100 %) 16 (69.6 %)

Big 16 (100 %) 19 (82.6 %)

Table 16 (100 %) 21 (91.3 %)

Black 16 (100 %) 21 (91.3 %)

verified and research questions (RQ) to be answered in two
separate experiments.

4.1 Experiments with Participants Having No
Acquaintance of TSL

4.1.1 Research Question

RQ1: Will there be a significant impact of the participant’s
age on the subjective and objective assessment of the signing
ability of the robot platforms in comparison to human signer,
if the participants have no a priori sign language acquain-
tance?

4.1.2 Participants and Experimental Setup

In order to assess whether the the signing quality of different
robot platforms is similar to that of the human signer, a set
of tests was performed with two groups of participants, who
had neither any prior knowledge of TSL, nor any experience
with the robots:

– AdultsFirst groupwas composed of 16 adultswith typical
hearing (no hearing impairment) from computer engi-
neering and related background. The participants were
all male and had an average age of 28.2± 3.5.

– Children Second group was composed of 23 children (16
girls, 7 boys) with typical hearing from the age range
9–12 (average age: 10.04± 1.0).

Both groups were tested using a basic sign set consisting
of five signs (meaning “mother”, “spring”, “big”, “table”,
“black”) within the framework of the game using virtual
robots, preceded by a short training session.

4.1.3 Results

Although none of them had any prior sign language educa-
tion, the adults recognized all the signs correctly (Table 1),
whereas the children’s number of the correct recognition
were less.

123



542 Int J of Soc Robotics (2015) 7:537–548

Table 2 Mean and standard deviations for each sign, and results of t
tests

Sign Group N Mean SD t(37) p value

Mother A 16 4.59 3.72 −1.372 0.178

C 23 6.45 4.42

Spring A 16 4.49 2.52 0.224 0.824

C 23 4.28 3.30

Big A 16 6.55 4.92 0.836 0.409

C 23 5.38 3.82

Table A 16 7.34 7.49 0.75 0.457

C 23 5.94 4.06

Black A 16 8.5 3.57 0.566 0.574

C 23 7.65 5.12

A adult, C child

Inspired by the high recognition rates of the signs, the
results of adults and children were evaluated regarding their
test score. The test score for each participant was computed
by the number of the correctly recognized signs divided by
the total number of signs. The mean test score for the adults
was 100 %, since they answered all the questions correctly,
on the other hand the mean score for the children was 78.26
± 16.96. A t test performed on the adults and children’s
scores showed that there was a significant trend in the scores
of the given sample (t (37) = 5.105, p = 0.0001 wi th
p < 0.001).

The mean response time to each question (sign) for the
adults was 6.29 ± 1.74 seconds whereas it was 5.93 ±
1.25 s for the children. Mean values and standard deviations
of participant’s response time are displayed in Table 2 with
the results of t-tests. The p-values revealed that there was no
difference on the response time regarding their age differ-
ence.

As to the participant’s preference of the robot platform,
the adult participants reported that they found R3’s signing
more similar to human signer thanNao robot, except one sign
“table”. According to the post-test surveys 63 % of the adult
participants preferred R3’s signing more than Nao (37 %).
The children also stated at the end of the game session that
they had found R3 more likeable than Nao (65.22 % R3,
34.78 % Nao). The results of the post-test survey also indi-
cated that the children had liked R3’s signing most (66.95 %
R3, 33.05 % Nao). Analyzing in details, the children also
liked Nao’s signing of “table” more than R3, again similar to
adults’ results.

It is important to note that both group of participants
favored R3’s ability to imitate a human signer for the four
same signs, however they found Nao’s performance more
similar to a human signer while performing the sign “table”.
This is due to the difference of hand motion. Nao’s hands
are not capable of generating complex hand motions like R3,

mother spring big table black
0

20

40

60

80

100

Signs

P
re

fe
re

nc
e 

R
at

e 
(%

)

R3(children) R3(adults) Nao(children) Nao(adults)

Fig. 4 The preference of the children and adults with respect to the
ability of both robots to imitate human signer. The black and dark gray
bars indicate that R3 is favored by the children and adults, respectively,
whereas the light gray and white bars represent that the children and
adults have fancied the Nao robot better

therefore the difference between R3 and human is more than
Nao. The preference of the participants and the similarity in
both groups can be seen in Fig. 4.

The results about the preference of participants supported
our hypothesis on the evaluation of the high similarity of the
signing of the different robot platforms to that of the human
signer (answer to RQ1).

4.2 Experiments with Participants Having
Acquaintance of TSL

4.2.1 Research Questions

In addition to RQ1, we expect to find answers to the follow-
ing questions in the studies performedwith hearing-impaired
children:

– RQ2: Will there be any significant disparity in the recog-
nition rate of the signs mainly caused by the physical
differences of the two robot platforms in the game involv-
ing the “virtual embodiments”? The motivation behind
this question is that the observable physical differences
between the robots might be minimized, when the videos
of the robots are shown to the participants. Therefore, we
expect to see no effect of the robot platform on the recog-
nition rate either.

– H1: Usage of physically embodied robot will increase
the recognition rate of children compared to the rates
obtained when virtually embodied robots are used.

– RQ3: Will the level of sign acquaintance of the children
have a significant impact on H1, namely will the effect
of physical embodiment of the robot change based on the
children’s signing skills?
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Fig. 5 Correct rates of the participants in the experiments with the vir-
tual sign game for advanced users. Black and dark gray bars indicate
the correct rates of the beginner participants, who played with R3 and

Nao, respectively. The light gray and white bars represent the correct
rates of the participants with advanced sign language skills, who played
with R3 and Nao, respectively

4.2.2 Participants and Experimental Setup

After the pilot studies with the adults and children without
any acquaintance of TSL, the web version of the virtual game
and the interaction game played in the presence of physical
R3 robotwere testedwith 31 hearing-impaired children at the
Cognitive and Social Robotics (CSR) Laboratory in Istanbul
Technical University.

Two groups of hearing-impaired children having different
age and prior TSL knowledge were tested with both setups;
i.e., the setup with physical R3 robot and a web version of
virtual game with R3 and Nao robots. The profile details of
each group are as follows:

– Group 1 The first group was composed of 21 hearing-
impaired children (11 girls and 10 boys), mostly with
cochlear implant from the age range of 7–11 (average
age: 8.71) with beginners level sign information. They
were able to hear and communicate verbally, though lim-
ited. The participation to the tests was not obligatory, it
was based on the volunteering principle. Therefore, 18
children among them preferred to play with virtual Nao,
whereas 16 children preferred to play with virtual R3.
There were 13 children who had volunteered to play with
both robots virtually and 10 of themhad volunteered to be
tested with the physical R3 robot priorly. And also, a 16-
year-old girl with additional mental disorders took part
in the tests performed with this group. Her results were
promising and she was motivated to play with the virtual
and physical robot but her results were not included in
the analysis.

– Group 2The second groupwas composed of ten children
(five girls and five boys) of 9–16 years (average 11.8).
Theywere advanced level sign users, and had severe hear-
ing impairments. These childrenhad a chance to playwith
both game setups (physical and web-based) and five of
them had also the chance to play the virtual game with
both robots: In summary, six games with R3 and nine
games with Nao were played virtually.

All hearing-impaired children played the sign language
game for advanced users. In both cases, children had a chance
to pass the questions if theywere not sure about their answers.

4.2.3 Results

The overall results per sign (percentage of correct answers
for each sign) for the virtual game using both robot platforms
are displayed in Fig. 5.

The children of beginners level (Group 1), preferred to
play with Nao first (12 children played their first game with
Nao and 9 with R3). Yet, their average error rates are smaller
in the games playedwithR3 thanNao in the first games (aver-
age error rate with R3 = 2.8; Nao = 4.7), and total error in
both games (R3 = 3.1; Nao = 4.3). This is in accordance
with the children’s subjective remarks about the robots, such
as “They find Nao cute, as a toy, and R3 is more like a peer
or tutor, whose actions are more understandable” [12].

The participants were evaluated by their test score and the
comparison between the variables and their effect were per-
formed regarding the computed test score of the participant.

123



544 Int J of Soc Robotics (2015) 7:537–548

mother to throw spring baby I/me big mountain to come black
0

10

20

30

40

50

60

70

80

90

100

Signs

R
ec

og
ni

tio
n 

R
at

es
 (

%
)

Physical R3 (beginners) Physical R3 (advanced) Virtual R3 (beginners) Virtual R3 (advanced)

Fig. 6 Correct recognition rates of the participants in the experiments
with the physical and virtual sign game designed for advanced users.
Black and dark gray bars indicate the correct recognition rates of begin-
ner and advanced level participants, who played with physical R3. On

the other hand, the light gray andwhite bars represent the correct recog-
nition rates of the beginner and advanced level participants, who played
with virtual R3

In order to explore if the difference between the virtual
robotic platforms had any effect on the participant’s test
score, a t-test was performed on the results of the children
from the first group. There wasn’t any significant difference
in their scores with Nao (μ = 57.22, σ = 23.96) and
with R3 (μ = 68.12, σ = 17.21), given that t (32) =
−1.506, p = 0.142. Furthermore, a paired t test was per-
formed on the test scores of the children who had played
with both robots virtually. The results were similar to the
independent-samples t test (t (12) = −1.091 p = 0.297).

The results of the t test performed on the scores of the
second group showed also a similar result; the test scores
of the children who played with virtual Nao (μ = 80,
σ = 25.5) and the scores of the ones who played with
virtual R3 (μ = 78.33, σ = 32.51) weren’t influenced
by the difference of the robotic platform (t (13) = 0.111,
p = 0.913). The paired t-test performed on the test scores of
the children from the second groupwho had playedwith both
robots virtually; revealed also a similar result to the previous
one (t (4) = −0.497 p = 0.645).

Both results support our hypothesis that there is no signif-
icant difference on the test scores of participants because the
difference between the robots is minimized due to the use of
their video (answer to RQ2).

Figure 6 focuses on the comparison of two different
embodiment conditions: physical and virtual R3 robot.
Inspired by the high recognition rates of the children with
beginners level knowledge of sign language (Group 1), who
also played with physical R3 (mean test score of 97.25 ±
7.78), a t-test was performed on the test scores computed

based on the nine common signs (“mother”, “to throw”,
“spring”, “mountain”, “baby”, “I/me”, “big”, “to come”,
“black”; the sign meaning “table” was excluded in the inter-
action game designed for the physical R3 robot) to see the
effect of the physical presence of R3 robot. The results
showed that the difference of embodiment had contributed to
a significant difference on the recognition rates of the partic-
ipants (t (22) = 4.522, p = 0.00016 wi th p < 0.001) and
consequently on the performance of the children with begin-
ners level sign language knowledge, who had both played
with physical R3 robot and the game with virtual R3 (where
the mean recognition rate for the signs was 72.22 %). These
results support our hypothesis on the effect of the physical
embodiment (H1) for the first group.

On the other hand, the test results didn’t reveal a similar
difference on the test scores of the children who were fluent
in TSL (Group 2) and played both with physical R3 and the
game with the virtual R3. The mean test score with physical
R3 robot was 93.4± 7.7, whereas the mean dropped to 78.33
± 32.51 with virtual R3. In order to see whether there was
also a significant difference in the recognition performance of
the children with advanced knowledge of sign language due
to the physical embodiment, another t-test was performed. In
the analysis, the results for the sign meaning “to come” was
not taken into consideration because the children reported
that they had difficulty to match the selected icon to rep-
resent this verb with its semantic meaning even though they
did not have any difficulty to recognize the demonstrated sign
during one-to-one interaction sessions. Therefore, the evalu-
ation of the recognition performance of participantswas done
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with respect to the 8 common signs (“mother”, “to throw”,
“spring”, “mountain”, “baby”, “I/me”, “big”, “black”). The
t-test performed on the test scores computed based on the
recognition success of 8 signs showed that the physical
embodiment of the robot hadn’t any significant effect on the
participant’s performance compared with the virtual robot
(t (14) = −1.431, p = 0.174) if the participant was fluent
in TSL.

It is noteworthy to point out that the results of the first
group support our hypothesis that the physical embodiment
is important (H1). And the results of the second group com-
bined with the first one, show that the prior knowledge of
sign language has an influence on the significance of physi-
cal presence of the robot (answer to RQ3).

4.3 Discussion

At the end of the study, the children who participated in the
tests had also shared their opinion on the generation of each
sign performed by the robot. The children with advanced
sign information reported that they liked the word “I/me”
most when it was performed by either one of the robots; the
generated sign is depicted in Fig. 7a, c. On the other hand,
children who do not know signing liked “table” using Nao
and “mother” using R3 the most (Fig. 7b, d). The children
of advanced level also preferred to play with Nao first (eight
children played their first game with Nao and two children
with R3). This is likely because of the fact that during the
demo event day, they already played a different game with
the physical R3, and wanted to play with a different robot.
These children had same average error rate in both robots. Yet
their error rate was significantly lower with R3, when they
played with physically embodied robot platforms, instead of
the virtual robots [12].

The children, who know signs suggested that the word
“table” is not correctly signed by the robots (this specific sign
is depicted to be generated variously in different sources), and
becauseR3hasmore distinguishable gestures due to its larger
hands and independent fingers, this difference becomesmore
apparent in R3. The children with advanced sign language
information were successful in recognizing the signs from
the application and reported that they had fun to play with
the application.

As a conclusion, children of different levels of hearing
impairment and sign language acquaintance were motivated
to play both with the physical robot and the virtual robot
in the applications. The results seem promising and these
applications can be useful to support sign language tutor-
ing in the long term. As stated in [8], children of younger
age, without sign language knowledge benefit more from the
physical robots than the videos and 2D applications, yet, the
use of game environment and robots [10–12] still increase

Fig. 7 Nao and R3 performing the most favored signs by test partici-
pants. aNao signing “I/me”.bNao signing “table”. cR3 signing “I/me”.
d R3 signing “mother”

their recognition rate of the signs compared to the standard
education material without them [8].

4.4 Limitations of the Experimental Study

As presented in the previous sections, the objective of the
study was to explore and evaluate the effect of the robot’s
embodiment in SL tutoring with interactive game scenar-
ios. The experiments were performed with two different
humanoid robots in different embodiment conditions but the
experiments had some limitations summarized as below:

– Working with hearing-impaired children requires the
assistance of sign teachers and/or translators to guide or
monitor them during the different phases of the study.
Therefore the interaction of the child with the physically
embodied robot required the presence of more than one
person in the room, which might be resulted in an addi-
tional distraction for the child interacting with the robot.

– Due to the child-like size of the R3 robot (1.08 m and
35 kg), the children had to be present at the university
laboratory or their school schedule should be adjusted
for our user study by the school management. Due to
these restrictions, we couldn’t test our scenarios with a
fixed size of participants.
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– The sign language game scenarios with the robots require
generally a familiarization with emerging technologies;
therefore we had held familiarization session with the
robots and on how to use the presented SL application
with the children

– The scenarios also require at least the beginner level
knowledge of TSL and a minimum level of literacy to
be able to answer the question on the paper-based test.

– The subset of TSL signs were selected with respect to
the kinematic and physical limitations of both robot plat-
forms and considering the difference of the degrees of
freedom between 2 robots. We had also taken into con-
sideration the fact that the children’s performance and
motivation decrease due to fatigue, and their concentra-
tion decreases when the experiment time gets longer, or
involves toomanywords/signs. Fromour previous exper-
iments, we experienced that for a fruitful and enjoyable
experiment with children, therefore we had to use a set
composed of 10 TSL signs at maximum, per experiment.

5 Summary and Outlook

In this article, we introduced a framework utilizing gaming
concepts to teach children sign language and test their knowl-
edge of sign language. The game was based on an interaction
game with two different robot platforms, namely a modi-
fied Robovie R3 and a Nao H25 robot. The motivation of
this study was to implement social robot peers, which could
serve as assistants in sign language tutoring for children with
communication impairments.

There were two proposed scenarios with respect to the
embodiment of the assistant robot in the game. The first
scenario involved an interaction game with the physically
embodied robots. In the game with the physical R3 robot,
the children used colored flashcards of the signs generated
by the robot in order to interact with the robot. In the sec-
ond scenario, a virtual version of this gamewas implemented
based on videos.

In the first version of the virtual game designed for the
children of small ages and adults with no sign language
acquaintance, a training session including the videos of a
human tutor and both robot platforms generating selected
signs from TSL were employed. Then, the recognition per-
formance of the participants using randomly selected robot
platforms were evaluated. Participants were also asked to
assess, which robot signed most similar to the human signer
for each word. The second game was intended for the partic-
ipants with sign language acquaintance. This game did not
have a training session, and comprised twice as much words.
In this game, the participant was able to choose the robot
platform to play with.

The virtual games were tested with 16 adults and 5 chil-
dren having no sign information and no hearing problems,
as well as two groups of 31 hearing-impaired children with
different levels of sign knowledge. Their recognition abili-
ties per sign, per robot platform, and subjective evaluations
of the robot’s signing performances are gathered and ana-
lyzed. Although the children preferred to playwithNao robot
more, their success rate using the R3 robot was higher. The
results verified our hypotheses and research questions: (1)
the age of the participants, who did not have sign language
acquaintance, did not influence their preference about the
human or robot signer (RQ1); (2) physical differences of
the robot platforms did not matter when their videos appear
in virtual signing game (RQ2); (3) physically embodied
robots improve the recognition rate of the signs drastically
compared to virtually embodied robots (H1); and (4) the
level of sign language knowledge changes the fact that
the recognition performance gets better with the physically
embodied robots in comparison to the virtually embedded
robots (RQ3).

As a future work, detailed comparison and analysis of
signing performances of the virtual and physical robots will
be carried out. These games will be updated according to the
evaluations of the participants and will be tested with hearing
impaired children from the collaborative schools.

Acknowledgments Research supported by the Scientific and Tech-
nological Research Council of Turkey under the contract TUBITAK
KARIYER 111E283.

References

1. Piaget J (1964) Part I: cognitive development in children: Piaget
development and learning. J Res Sci Teach 2(3):176–186

2. Mayberry RI (2002) Cognitive development of deaf children: the
interface of language and perception in neuropsychology., Hand-
book of neuropsychology. Elsevier, New York

3. Iacono I et al (2001) Robots as social mediators for children with
Autism: a preliminary analysis comparing two different robotic
platforms. In: Proceedings of IEEE international conference on
development and learning (ICDL)

4. Vygotsky LS, Cole M (1978) Mind in society. Harvard University
Press, Cambridge

5. Bruner JS (1990) Acts ofmeaning. HarvardUniversity Press, Cam-
bridge

6. Powell S (2000) Helping children with autism to learn. David Ful-
ton, London

7. Hakkarainen P (1999) Play and motivation. In: Engestrom Y,
Miettinen R, Punamaki RL (eds) Perspectives on activity theory.
Cambridge University Press, New York, pp 231–250

8. Kose H, Yorganci R, Algan EH, Syrdal DS (2012) Evaluation of
the robot assisted sign language tutoring using video-based studies.
Int J Soc Robot 4(3):273–283

9. KoseH,Yorganci R (2011) Tale of a robot: humanoid robot assisted
sign language tutoring. In: Proceedings of IEEE-RAS international
conference on humanoid robots

123



Int J of Soc Robotics (2015) 7:537–548 547

10. Akalin N, Uluer P, Kose H (2013) Ispy-usign humanoid assisted
interactive sign language tutoring games. In: Proceedings of IEEE
RO-MAN

11. Kose H et al (2015) iSign: an architecture for humanoid assisted
sign language tutoring. In: Muhammed S, Moreno JC, Kong K,
Amirat Y (eds) Springer tracts in advanced robotics-intelligent
assistive robots, vol 106. Springer, Berlin

12. Kose H, Akalin N, Uluer P (2014) Socially interactive robotic
platforms as sign language tutors. Int J Humanoid Robot
11(01):1450003

13. Lee KM, Jung Y, Kim J, Kim SR (2006) Are physically embodied
social agents better than, disembodied social agents? The effects of
physical embodiment, tactile interaction, and people’s loneliness
in human robot interaction. Int J Hum Comput Stud 64:962973

14. Shinozawa K, Naya F, Yamato J, Kogure K (2005) Differences
in effect of robot and screen agent recommendations on human
decision-making. Int J Hum Comput Stud 62:267–279

15. Komatsu T, Abe Y (2008) Comparing an on-screen agent with
a robotic agent in non-face-to-face interactions. In: Prendinger
H, Lester J, Ishizuka M (eds) Intelligent virtual agents. Springer,
Berlin, pp 498–504

16. Fischer K, Lohan K, Foth K, (2012) Levels of embodiment: lin-
guistic analyses of factors influencing HRI. In: 7thACM/IEEE
internationalconference on human robot interaction (HRI), pp 463–
470

17. Lohan KS, Gieselmann S, Vollmer A-L, Rohlfing K, Wrede
B (2010) Does embodiment affect tutoring behavior? In: IEEE
international conference on development and learning (ICDL) con-
ference

18. Dautenhahn K, Ogden B, Quick T (2002) From embodied
to socially embedded agents: implications for interaction-aware
robots. Cogn Syst Res 3(3):397–428

19. Bartneck C (2003) Interactingwith an embodied emotional charac-
ter. In: International conference on designing pleasurable products
and interfaces, pp 55–60

20. Li J (2015) The benefit of being physically present: a survey of
experimental works comparing copresent robots, telepresent robots
and virtual agents. Int J Hum Comput Stud 77:23–37

21. Wainer J, Feil-Seifer DJ, Shell DA, Mataric MJ (2006) The role of
physical embodiment in human robot interaction. In: Proceedings
of IEEE international workshop on robot and human interactive
communication, Hatfield, pp 117–122

22. TiagoA,Martinho C, Leite I, Paiva A (2008) iCat, the chess player:
the influence of embodiment in the enjoyment of a game. In: Pro-
ceedings of 7th international conference on autonomous agents and
multiagent systems, Estoril, pp 1253–1256

23. Kose-Bagci H, Ferrari E, Dautenhahn K, Syrdal DS, Nehaniv CL
(2009) Effects of embodiment and gestures on social interaction in
drumming games with a humanoid robot. Spec Issue Robot Hum
Interact Commun Adv Robot 24(14):1951–1996

24. Parton B (2006) Sign language recognition and translation: amulti-
disciplined approach from the field of artificial intelligence. J Deaf
Stud Deaf Educ 11(1):94–101

25. Haberdar H, Albayrak S (2005) Real time isolated turkish sign lan-
guage recognition from video using hidden markov models with
global features. In: Yolum P, Gungor T, Gurgen F, Ozturan C (eds)
Lecture notes in computer science, computer and information sci-
ences (ISCIS), vol 3733. Springer, New York, pp 677–687

26. Keskin C, Akarun L (2009) Sign tracking and recognition system
using input–output HMMs. Pattern Recognit Lett 30(12):1086–
1095

27. Aran O, Akarun L (2010) A multi-class classification strategy
for Fisher scores: application to signer independent sign language
recognition. Pattern Recogn 43(5):1776–1788

28. Gibet, S (2001) Analysis and synthesis of sign language gestures:
from meaning to movement production. In: Proceedings of the 9th

international gesture workshop gesture in embodied communica-
tion and human–computer interaction

29. Salisbury JK, Roth B (1983) Kinematic and force analysis of artic-
ulated mechanical hands. J Mech Des 105(1):35–41

30. Sugiuchi H, Morino T, Terauchi M (2002) Execution and descrip-
tion of dexterous hand task by using multi-finger dual robot hand
system: realization of Japanese sign language. In: Proceedings of
IEEE international symposium on intelligent control

31. HuenerfauthMA (2004)Multi-path architecture formachine trans-
lation of English text into American Sign language animation. In:
Proceedings of the student research workshop at HLT-NAACL
association for computational linguistics

32. KippM, Heloir A, NguyenQ (2001) Sign language avatars: anima-
tion and comprehensibility. In: Intelligent virtual agents. Springer,
New York

33. Ho-Sub Y, Su-Young C (2006) Visual processing of rock, scissors,
paper game for human robot interaction. In: Proceedings of inter-
national joint conference SICE-ICASE

34. Chao C, Jinhan L, Begum M, Thomaz AL (2011) Simon plays
Simon says: the timing of turn-taking in an imitation game. In:
Proceedings of IEEE RO-MAN, pp 235–240

35. Changchun L, Conn K, Sarkar N, Stone W (2008) Online affect
detection and robot behavior adaptation for intervention of children
with autism. IEEE Trans Robot 24(4):883–896

36. Kanda T et al (2004) Interactive robots as social partners and peer
tutors for children: a field trial. Hum Comput Interact 19(1):61–84

37. Isaacs EA, Clark HH (1987) References in conversation between
experts and novices. J Exp Psychol 116(1):26–37

38. Turkish Language Institution, http://www.tdk.gov.tr/index.php?
option=com_content&id=264

39. Bogazici University Turkish Sigh Language Dictionary http://
www.cmpe.boun.edu.tr/tid/

40. Akalin N, Uluer P, Kose H (2014) Non-verbal communication with
a social robot peer: towards robot assisted interactive sign language
tutoring. In: IEEE-RAS international conference on humanoid
robots, pp 1122–1127

41. Ozkul AH et al (2014) Robostar: an interaction game with
humanoid robots for learning sign language. In: IEEE international
conference on robotics and biomimetics, pp 522–527

Hatice Köse is an Associate Professor at Istanbul Technical University,
Turkey, coordinating theCognitiveSocialRoboticsLab, since 2010. She
received her M.S. and Ph.D. degrees from the Computer Engineering
Department, Bogazici University, Turkey, in 2000 and 2006, respec-
tively. During her MSc and PhD studies, she worked in several research
projects involving vision, localization andmulti-agent planning in robot
soccer. In 2006-2010, she worked as a Research Fellow at the Univer-
sity of Hertfordshire, in the EU sixth Framework Project RobotCub. She
was a visiting researcher at Imperial College, UK in 2010. Her current
research focuses on gesture communication and imitation-based inter-
action with humanoid robots. Her motivation is to teach children with
communication impairments (children with hearing impairment and
children with Autism) sign language through the imitation based inter-
action games. She is leading two national research projects supported
by the Scientific and Technological Research Council of Turkey, and
three other research projects on robot assisted sign language tutoring,
and text-to-sign machine translation of educational materials, founded
by Istanbul Technical University, Scientific Research Foundation.

Pınar Uluer received her MSc degree in Computer Engineering from
Galatasaray University, Turkey, in 2012 and she is currently a PhD
student in Mechatronics Engineering in Istanbul Technical University,

123

http://www.tdk.gov.tr/index.php?option=com_content&id=264
http://www.tdk.gov.tr/index.php?option=com_content&id=264
http://www.cmpe.boun.edu.tr/tid/
http://www.cmpe.boun.edu.tr/tid/


548 Int J of Soc Robotics (2015) 7:537–548

Turkey. She has been working as a teaching and research assistant
in Computer Engineering Department of Galatasaray University since
2010 and she is now a member of Cognitive and Social Robotics
(CSR) Laboratory in Istanbul Technical University. Her research inter-
ests include human-robot interaction, social robotics,motion generation
and imitation.

Neziha Akalın received herMSc degree in Computer Engineering from
Istanbul Technical University, Turkey, in February 2014. She is cur-
rently a PhD student in Computer Engineering in Istanbul Technical
University. Since 2011, she has been working as a research assistant
in Computer Engineering Department of Istanbul Technical University
and she is also a member of Cognitive and Social Robotics (CSR) Lab-
oratory in Istanbul Technical University. Her research interests include
assistive robotics, human-robot interaction, interaction games, motion
generation and natural language processing.

Rabia Yorgancı worked on using humanoid robots for disabled people
at Istanbul Technical University Computer Engineering Department, as
her BSc studies. Also, she is currently aMSc in the same department and
a member of Cognitive and Social Robotics Laboratory. Her research
interests are human-robot interaction, social robotics, service robots
and human-machine interaction. Besides her academic studies, she is
working in the private sector on service robots and education robots.

Ahmet Özkul received his MSc degree in Computer Engineering from
Istanbul Technical University, Turkey, in 2015 and he is studying on
creating virtual embodiment of humanoid robots at Istanbul Technical
University, Computer Engineering Department. He is also a member
of Cognitive and Social Robotics Laboratory. Besides, his academic
studies, he is working in a public corporation as a researcher on signal
intelligence.

Gökhan Ince received the B.S. degree in Electrical Engineering from
Istanbul Technical University, Turkey, in 2004, theM.S. degree in Infor-
mation Engineering in 2007 from Darmstadt University of Technology,
Germany and the Ph.D. degree in the Department of Mechanical and
Environmental Informatics, Tokyo Institute of Technology, Japan in
2011. From 2006 to 2008, he was a researcher with Honda Research
Institute Europe, Offenbach, Germany and from 2008 to 2012, he was
with Honda Research Institute Japan, Co., Ltd., Saitama, Japan. Since
2012, he has been anAssistant Professorwith theComputerEngineering
Department, Istanbul Technical University. His current research inter-
ests includehuman-computer interaction, robotics, artificial intelligence
and signal processing. He is a member of IEEE, RAS, ISAI and ISCA.

123


	The Effect of Embodiment in Sign Language Tutoring with Assistive Humanoid Robots
	Abstract
	1 Introduction
	2 Related Work
	2.1 Embodiment in Human Robot/Agent Interaction
	2.2 Sign Language

	3 Interactive Signing Games
	3.1 Robotic Platforms
	3.1.1 Robovie R3 Humanoid Robot
	3.1.2 Nao H25 Humanoid Robot

	3.2 Interactive Sign Language Game Scenarios
	3.2.1 Sign Language Game with Physically Embodied Robots
	3.2.2 Sign Language Game with Virtual Robots


	4 Experiments and Results of Interaction Games
	4.1 Experiments with Participants Having No Acquaintance of TSL
	4.1.1 Research Question
	4.1.2 Participants and Experimental Setup
	4.1.3 Results

	4.2 Experiments with Participants Having Acquaintance of TSL
	4.2.1 Research Questions
	4.2.2 Participants and Experimental Setup
	4.2.3 Results

	4.3 Discussion
	4.4 Limitations of the Experimental Study

	5 Summary and Outlook
	Acknowledgments
	References




