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Humans are social animals that require close relationships
with other people. Moreover, humans have relationships
with pets in our society, and some robots are regarded as pets
or companions, for example, AIBO and PARO. It means that
robots can be social beings in human society, and we call
these kinds of robots as social robots.

Social robots communicate with humans as their partners
in our daily life environment, and Human-Robot Interaction
is one of the core technologies for social robots. Emotional
expressions and interactions are essential to social robots
and applied to various areas, for example, performing in the-
ater, assisting humans in home, and healing humans in hos-
pital, etc.

The contributions in this special issue are on the emo-
tional expression and applications of social robots, covering
the topics of facial expression, recognizing and imitating hu-
man emotions, emotional postures, emotion-based human-
robot interaction, as well as social effects of emotional ex-
pressions and interaction.

The first paper is on “Visualization of Facial Expres-
sion Deformation Applied to the Mechanism Improvement of
Face Robot” by Chyi-Yeu Lin, Li-Chieh Cheng and Chun-
Chia Huang. The authors present a design approach, which
uses reverse engineering techniques of three dimensional
measurement and analysis, to visualize some critical facial
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motion data, including facial skin localized deformations,
motion directions of facial features, and displacements of
facial skin elements on a human face in different facial ex-
pressional states.

The second paper, titled “Emotional Postures for the
Humanoid-Robot Nao”, and authored by Mustafa Suphi Er-
den, presents the development of emotional postures for the
humanoid robot Nao. The approach is based on adaptation
of the postures that are developed for a virtual human body
model to the case of the physical robot Nao.

The third paper, “Increasing Helpfulness towards a Robot
by Emotional Adaption to the User”, authored by Barbara
Kühnlenz, Stefan Sosnowski, Malte Buß, Dirk Wollherr,
Kolja Kühnlenz and Martin Buss describes an emotional
adaption approach to proactively trigger increased helpful-
ness towards a robot in task-related human-robot interaction.
This approach aims at inducing empathy, paired with a feel-
ing of similarity in human users towards the robot based on
social-psychological predictions of human behaviour.

The fourth paper by Ana Lucia Pais, Brenna Dee Argall
and Aude Billard is on the “Assessing Interaction Dynamics
in the Context of Robot Programming by Demonstration”.
The authors focus on human-robot interaction particularities
that occur during programming by demonstration using the
iCub robot that shows facially-displayed expressions. The
authors determine the preferred and more effective way of
providing feedback in relation to the robot’s tactile sensing,
in order to improve the teaching interaction and to keep the
users engaged throughout the interaction.

In the fifth paper, on “Effects of Eye Contact and Iconic
Gestures on Message Retention in Human-Robot Interac-
tion”, by Elena Torta, Elisabeth van Dijk and Raymond H.
Cuijpers, the effects of iconic gestures and eye contact on
message retention in human-robot interaction are investi-
gated in a series of experiments. A humanoid robot gives
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short verbal messages to participants, accompanied either
by iconic gestures or no gestures while making eye contact
with the participant or looking away.

In the sixth paper, titled “Imitating Human Emotions with
Artificial Facial Expressions”, by David O Johnson, Ray-
mond H Cuijpers and David van der Pol, the method for
imitating human emotion is addressed. The authors inves-
tigate how LED patterns around the eyes of Aldebaran’s
Nao robot by performing two experiments; they examine
the LED color, intensity, frequency, sharpness, and orien-
tation that humans associate with different emotions in the
first experiment, and measure how well humans recognize
the created LED patterns as the emotions in the second ex-
periment.

The seventh article, on “Cross-Cultural Perspectives on
Emotion Expressive Humanoid Robotic Head: Recognition
of Facial Expressions and Symbols”, is authored by Gabriele
Trovato, Tatsuhiro Kishi, Nobutsuna Endo, Massimiliano
Zecca, Kenji Hashimoto and Atsuo Takanishi. They intro-
duce a generation system that produces facial expressions,
and apply it to the 24 degrees of freedom head of the hu-
manoid social robot KOBIAN-R for adapting to different
cultural backgrounds.

The eighth article by Gentiane Venture and Ritta Bad-
doura is on the “Social vs. Useful HRI: experiencing the fa-
miliar, perceiving the robot as a sociable partner and re-
sponding to its actions”. The authors explore the human af-
fective state of the familiar during a new or unknown situ-
ation as it relates to interacting with a robot. They analyse
the participants’ reactions to the robot’s actions, the motion
of their arms, and their answers to some parts of a question-
naire designed to measure their experience of the familiar
and the robot’s sociability.

In the ninth paper, titled “Human-like Interaction Skills
for the Mobile Communication Robot Robotinho”, and
authored by Matthias Nieuwenhuisen and Sven Behnke,
presents the anthropomorphic mobile communication robot
Robotinho includes an expressive communication head to
display emotions and multimodal dialog system incorpo-
rates gestures, facial expression, body language, and speech.
They describe the behaviors developed for interaction with
inexperienced users in a museum tour guide scenario.

The tenth article, on “Teleoperated android robot as
emotion regulation media”, is authored by Shuichi Nishio,
Koichi Taura, Hidenobu Sumioka and Hiroshi Ishiguro.
They experimentally examine whether changes in the facial
expressions of teleoperated androids can affect and regulate
operators’ emotion, based on the facial feedback theory of
emotion and the phenomenon of body ownership transfer to
the robot.

The eleventh paper is entitled “Design and Technologies
for Understanding Older Adults Social Interactions in Re-
tirement Communities” by claudia b rebola, Gbolabo Ogun-
makin and Patricio A Vela. The purpose of this paper is to

describe the design, development, and technology studies
conducted for understanding the social interactions of older
adults in retirement communities. This study is relevant for
the field of social robotics as an as example of a realistic
application domain.

The twelfth paper by John-John Cabibihan, Hifza Javed,
Marcelo Ang Jr. and Sharifah Mariam Aljunied entitled
“Why robots? A survey on the roles and benefits of social
robots in the therapy of children with autism” reviews the
use of socially interactive robots to assist in the therapy of
children with autism. Especially, experimental data from the
surveyed works are extracted and analysed in terms of the
target behaviours and how each robot is used during a ther-
apy session to achieve these behaviours.

The thirteenth paper is on “Representing Affective Fa-
cial Expressions for Robots and Embodied Conversational
Agents by Facial Landmarks” by Caixia Liu, Jaap Ham, Eric
Postma, Cees Midden, Bart Joosten and Martijn Goudbeek.
The goal of this paper is to investigate whether digitally-
extracted facial landmarks contain sufficient information to
enable the facial expressions to be recognized by humans.

The final paper, on “Effects of 3D Shape and Texture on
Gender Identification for a Retro-Projected Face Screen”,
authored by Takaaki Kuratate, Marcia Riley and Gordon
Cheng, presents retro-projected face display robot that is
able to show a variety of faces varying in both realism
and individual appearance. Additionally, the authors present
three cases of morphed images: high quality texture, low
quality texture, and averaged face texture from low quality
data.
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