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Abstract A reliable estimate of the crop production prior

to harvest is important for determining the prices, import–

export decisions, and various food procurement policies

that would enable the Government to take advance action

in terms of surplus or scarcity production. Crop yield

forecasting models could potentially be applied to small

areas where all the necessary data are available. For large

area data availability becomes critical, and the techniques

of regression modeling and remote sensing are favored

over growth simulation modeling. In this study, various

weather parameters based statistical models have been

developed to forecast the sugarcane yield during autumn

and spring planting for Muzaffarnagar District of Uttar

Pradesh. Last 35 year historical weather data from 1981 to

2015 were used for analysis. Various weighted and un-

weighted weather indices have been utilized in developing

the statistical model. The developed model using regres-

sion techniques for the spring season (Model-S4) and

autumn season (Model-A5) showed a good relationship

between predicted and observed values of yield. Model-S4

error ranges from - 0.063 to ? 5.81%, whereas Model-A5

error varying from - 3.54 to ? 3.51%. In all the developed

models, weighted weather indices have been found to be

significantly more effective rather than un-weighted

weather indices.

Keywords Crop � Forecasting � Regression � Sugarcane �
Yield

Introduction

Sugarcane is a traditional commercial crop of India that

plays a significant role in agriculture and industrial

economy of the nation; therefore, a proper forecast of

production of such crops is very important (Suresh and

Krishna Priya 2011). The development of crop yield

models to predict yields, i.e., production per unit area, is

an important component in the production forecasting

system. The present system of forecasting is based on eye

estimate, which is totally subjective. A need was felt to

develop a suitable objective methodology for the purpose

of correct estimation of yield (Agrawal et al. 1980, 1986;

Jain et al. 1980). Crop yield is affected by weather
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variability and technological change, such as genetic

qualities of seed, pest control, improved management

practices and increased or decrease fertilizer applications.

The variability of weather parameters is the only uncon-

trollable source of variability in yields. The weather

parameters effect during different growth stages of the

crop helps to understand their responses on final yield and

also provides yield forecast before harvest of the crop

(Singh et al. 1976). The different crop yield models which

are used for crop yield prediction utilizing remote sensing

data, meteorological, and other collateral data are as fol-

lows in Fig. 1.

In recent years, various yield forecasting methods have

been utilized in India for different crops, such as wheat,

rice, maize, soybean, etc., while a few studies have been

done for sugarcane crop. However, all the methods (re-

gression modeling, simulation modeling and remote sens-

ing) were considered to have potential for sugarcane yield

modeling. The yield forecasting regression models use

information on yield and climate factors for recent years

pertaining to locations under considerations. Generally,

maximum temperature, minimum temperature, relative

humidity, and precipitation, etc., during different phases of

crop growth satisfy the criteria to be predictors. Regression

models are based on weather parameters at various stages

within a crop growth to the final yield. It is a simple, yet

often effective technique for relating one or more climate

variables to the final crop yield (Wisiol 1987). If the

growth stage of a crop is sensitive to the climate prevailing

at that time, then weighting factors can be used to make the

model more sensitive to climate during that stage, thus

rendering potentially greater accuracy in results. Minimum

thresholds can also be used, for instance, to eliminate

rainfall or temperature that does not contribute to growth

(Stephens et al. 1994; Durling et al. 1995). For the best

results, this model requires historical long duration good

quality weather datasets. Historical data are often unreli-

able, especially within the small farm sector (Cane et al.

1994). They are also subject to socioeconomic, techno-

logical and management influences which distort the rela-

tionship between yields and climate (Martin et al. 2000).

There is also the difficulty of applying regression models in

circumstances not consistent with their development, as

they are static in nature and cannot adapt to a new envi-

ronment. Since these models are based on collected data,

they reflect the response of the crop occurring in that

specific area. As a result, the application of a model in a

different area needs not necessarily produce good results

(Horie et al. 1992).

Crop yield estimation under Indian sub-continent con-

ditions using meteorological parameter is very important

from various perspectives. Agrawal et al. (1980) developed

the yield models for rice yield using weather parameters

and principle components of weather parameters for the

Raipur District of Madhya Pradesh. Jain et al. (1980)

investigated the individual effect of weather variables on

rice yield, whereas Agrawal et al. (1983) forecast the rice

yield utilizing the joint effect of weather parameters. Mall

and Gupta (2000) have used 28 years weather parameters

(temperature, rainfall, sunshine) and yield data

(1970–1998) to develop the regression equations for wheat

crop in the Varanasi District of Uttar Pradesh. The pre-

dicted wheat yield model was within ? 15% of actual

district yield. Mehta et al. (2000) developed the composite

forecast models for sugarcane, combining bio-metrical

characters and weather variables for Kohlapur District of

Maharashtra. Khistaria et al. (2004) established a stepwise

regression method using 29 years (1970–1998) weather

and yield data for wheat forecasting models of Rajkot

District, Gujarat. The percent deviations between the actual

and predicted wheat yields ranging from 0 to 7.51%.

Varmola et al. (2004) also give the forecast of wheat yield

on the basis of weather variables using 30 years

(1970–1998) data for the Mehsana District of Gujarat. This

model was fitted based on stepwise regression techniques.

The R2 value was (0.943) and simulated forecast error was

less than 6%. Mallick et al. (2007) investigated the crop

weather regression model for rice crop over the central

region of Punjab using 29 years (1970–1998) historical

datasets. They developed the basic model (linear, expo-

nential, and power regression) and modified model (ob-

tained with multiple correlation coefficient). Panwar et al.

Fig. 1 Crop yield forecasting

models
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(2010) successfully reported a wheat yield weather model

using 40 years (1970–2010) yield and weather data (Tmax,

Tmin, rainfall, relative humidity) for the Allahabad District

of Uttar Pradesh. The 38 years data (1970–2008) were used

for developing the model and last 2 years (2009–2010)

data are used for validation. The two-step nonlinear model

(RMSE = 1.79) was found to be better as compared to the

linear model (RMSE = 1.91). Pandey et al. (2013) forecast

the rice yield for Faizabad District of Eastern Uttar Pra-

desh. The weather variables, such as rainfall, wind-velocity

and sunshine hours, have been used over a span of the

21 years (1989–2009) along with the rice yield data. The

technique of stepwise regression is utilized to screen out

the significant climate factors, while multiple regression is

consequently used to assess model parameters. The mini-

mum RMSE value of 0.733 is found in the best fit model.

Parbat et al. (2015) created the statistical yield model about

a month before the harvesting time for rice (38 districts)

and jute (6 districts) crop over the Bihar region using

25 years (1990–2014) rice yield and weather data. Their

models were based on the correlation and regression

approach in which weather factors are incorporated along

with the technological trend at different stages of rice and

jute crop. Panwar et al. (2018) developed the wheat yield

forecast model for Aligarh District of Uttar Pradesh using

the two-step nonlinear and linear regression model based

on weather indices approach. They have utilized the last

40 years (1970–2010) wheat crop yield data and weather

data. The nonlinear wheat yield forecast model was found

superior (RMSE = 2.35) to the linear model (RMSE =

2.40). Das et al. (2020) forecast the coconut yield using

last 15 years (2000–2015) weather and coconut yield data

for west coast of India (14 districts). Simple and weighted

(single and combination of two variables), two types of

weather indices were computed for stepwise multiple linear

regression technique. The data from 2000 to 2014 were

used for model calibration while 2015 data are used for

model validation.

The present study was done in Muzaffarnagar District of

Uttar Pradesh to carry out assessment of sugarcane crops.

Sugarcane is one of the major crops in the district, occu-

pying about 70–75% of the sown area, whereas the other

crops grown are wheat, mustard, sorghum, fodder, and

paddy. Sugarcane requires about 25–32 �C temperature for

good germination, and this temperature requirement is met

twice in North India, i.e., in the month of September–Oc-

tober and also in the months of February–March. Spring

(February–March) and autumn (September–October) are

therefore two planting seasons of sugarcane in the northern

part of India. Further, the duration of this crop ranges from

10 to 18 months. The spring planted sugarcane is harvested

from February to March, not before the end of January

otherwise the ratoon will be gappy because of poor

sprouting of the stable due to low temperature. The autumn

planted sugarcane is harvested after the mid-November. In

this research work, different weather parameters are taken

as input in stepwise regression technique and generated

various weather indices (weighted and un-weighted) for

developing the sugarcane yield forecasting models. A total

of nine models (four for spring season and five for autumn

season) are developed for sugarcane crop.

Materials and Methods

Weather Parameters

Weekly weather average data, namely maximum temper-

ature (Tmax), minimum temperature (Tmin), rainfall data,

relative humidity at 8:30 IST (RH I) and relative humidity

at 14:30 IST (RH II) have been used for this study. This

study was conducted using the meteorological dataset of

1981–2015. The data from the period of 1981–2012 are

used for model fitting and the remaining three years data

(2013–2015) are used to validate the models. The weather

data were collected from the weather station of Sugarcane

Development Centre, Muzaffarnagar, and the District level

sugarcane yield data were obtained from the Directorate of

Agriculture, Lucknow, Uttar Pradesh (Fig. 2). The fig-

ure shows previous 35 years (1981–2015) of officially

reported sugarcane acreage and yield statistics of Muzaf-

farnagar District. It represents the variability and trend of

sugarcane over the years, and indicates that in the last

5 years, the sugarcane crop area is either constant or

slightly decreasing, while productivity is increasing which

may be probably due to technological advancements and

crop genotype improvement.

The sugarcane yield could efficiently be forecasted

8–10 weeks in advance of the harvest using statistical

modeling within the acceptable limit of errors (Suresh and

Priya 2009; Bhatla et al. 2018); therefore in the present

study the weather parameters ahead of 2� months of

harvesting are taken for the analysis. The study focuses on

the pre-harvest forecast of sugarcane productivity, which is

a crucial input to import/export policy-making decisions to

decide the procurement prices from farmers, and exercise

measures for storage and marketing. Therefore, the pro-

ductivity forecast has been made considering only one

variable (biomass) of the crop; however, the second vari-

able (sugar recovery), which is amenable to changes even

1 week prior to harvesting is not considered which may be

a limitation of the study.
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Statistical Regression Technique

The simplest regression techniques rely on regression

equation between one or more agro-meteorological

parameters and crop yield (NASS 2006; Lobell et al. 2009).

Beyond their simplicity, the main advantage is requiring

less time to run the model with limited data requirement

and easy calculations. The disadvantages lie in the fact that

sometimes they perform unrealistic forecast when the

greater priority is not given to the agronomic significance

as compare to statistical significance. They also do not take

into consideration the soil–plant–atmosphere continuum,

which is important in the regions having different types of

soil. These models involved simple regression analysis

using weighted and un-weighted averages that require at

least 20 years of actual yield data and weekly weather data

during the crop period of the respective years. Regression

models do not include other parameters like soils, and

management practices data, and therefore, it is less reliable

as compared to simulation models which incorporate soil

management data along with weather data. The statistical

regression method involves some steps which are presented

in the flow diagram (Fig. 3).

Yield Forecasting Weather Indices Approach

Relationship of crop yield with several weather parameters,

such as minimum and maximum temperature, rainfall and

relative humidity are of a complex nature. The following

models are described as:

Y ¼ A0 þ
XP

i¼1

X1

j¼0

aijZijþ
XP

i6¼i
0¼1

X1

j¼0

aii0 jZii0 jþcT þ e

ðModel IÞ
ð1Þ

where Y = crop yield (q/ha); A0, aij, aii0j (ii0 = 1, 2, …, p)

and c are constants; p = number of weather variables used,

T = year number included to correct for the long-term

upward or downward trend in yield, e = random error

distributed as N (0, s2). Summation extended over j with

the values (a) 0 and 1; (b) 1 and 2; and (c) 0, 1 and 2; to

incorporate variation to the model I defined as model Ia, Ib

and Ic, respectively. Zij and Zii0j are generated first and

second-order variables defined as:

Zij ¼
Xn

w¼1

wjXjw=
Xn

w¼1

wj and Zii0 j ¼
Xn

w¼1

wiXiwXi0w=
Xn

w¼1

wi

Here, n = number of weeks of weeks up to the time of

forecast, w = week of identification, Xiw is the value of the

ith weather variable in the wth week. Here, i = 1, 2, 3 and 4

refers to total rainfall, relative humidity, maximum and

minimum temperature, respectively. The model I is similar

to the model used by Hendricks and Scholl (1943). Further,

some modification in the model I, as suggested by Agrawal

et al. (1980) and Jain et al. (1980) were made by expressing

the effect of changes in weather variable on yield in the wth

week by replacing week number as weight (wj) by

respective correlation coefficients (riw
j or rii¢w

j ) between

yield and weather variables/interactions and the modified

model, named as model II, as given below:
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Y ¼ A0 þ
XP

i¼1

X1

j¼0

aijZ
0

ijþ
XP

i6¼i
0¼1

X1

j¼0

aii0 jZ
0

ii
0
j
þcT þ e

ðModel IIÞ
ð2Þ

where

Z
0

ij ¼
Xn

w¼1

r jiwXiw=
Xn

w¼1

r jiw and Z
0

ii
0
j

¼
Xn

w¼1

ri
ii
0
w
XiwX

0

ii
0
w
=
Xn

w¼1

r j
ii
0
w

Here, riw is the correlation coefficient of Y with the ith

weather variable in the wth week, rii0w is the correlation

coefficients of Y with the product of the ith and the i¢th

weather variables in the wth week, the rest of the notations

have the same meaning as in the model I.

Generation of Weather Indices

For each weather parameter, two types of indices were

developed. One, as simple total values of weather param-

eters in different weeks (un-weighted indices: Zi0) and the

other one as, weighted total, weights being correlation

coefficients between detrended yield and weather variable

in respective weeks (weighted indices: Zi1). Similarly, for

the joint effect of weather variables, weekly interaction

variables were generated using weekly products of weather

variables taking two at a time. Weather indices denoted as

Z; un-weighted indices are 0 and weighted indices are 1.

The weather indices are as follows:

(a) Un-weighted weather indices = Sum (each weather

variable)

Generated un-weighted weather indices for each

variable are: Tmin = Z20, Z21; Rain = Z30, Z31;

RHI = Z40, Z41; RHII = Z50, Z51

(b) Weighted weather indices = Sum (each week vari-

able * correlation coefficient)

Generated indices based on combinations of each

weather variable are: Tmax * Tmin = Z120, Z121;

Tmax * Rain = Z130, Z131; Tmax * RHI = Z140,

Z141; Tmax * RHII = Z150, Z151; Tmin * Rain =

Z230, Z231; Tmin * RHI = Z240, Z241; Tmin * R-

HII = Z250, Z251; Rain * RHI = Z340, Z341;

Rain * RHII = Z350, Z351; RHI * RHII = Z450,

Z451

The stepwise regression (Draper and Smith 1981) method

was utilized for the selection of significant generated

variables (Zij and Zii0j) and then, further analysis was

implemented only including these significant variables

(Agrawal et al. 2001; Mehta et al. 2000). The thirty

weather indices were generated for spring and autumn

planted sugarcane.

Detrended yield

Correlation of each week data with
detrended yields

Weighted Indices = Sum Product of weekly
weather data and correlation coefficients

Time

Weekly weather data (Tmax, Tmin,
Rainfall, RH I and RH II)

corresponding to crop period

Unweighted Indices = Sum of
weekly weather data

Step down regression
using SPSS

Regression Equation

Simple regression
using MS excel

Yield forecasting by substituting the indices of
current years in the equation

Yield data
Fig. 3 Yield forecasting

process using regression method
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Results and Discussions

Sugarcane Model Based on Generated Weather

Indices for Spring Planted Sugarcane

The weekly data from 15th February (7th standard week) to

15th November (46th standard week) period from 1981 to

2012 were utilized for weather indices generation. In the

model development, the starting data were taken, a fort-

night before planting (15th February) as this period is

expected to have an effect on the establishment phase of

the crop. Data after 15th November were not taken, as the

main objective is to forecast the yield before two and half

months in advance of harvesting. By this time duration the

grand growth phase of the crop is also completed and the

sugarcane crop may not be affected too much by weather

factors ahead of two and half month of harvesting, but in

case of extreme weather condition may affect the crop even

at maturity, i.e., extreme rainfall at maturity may cause

flood like situation, hot and dry weather at maturity may

cause stress to the crop by reducing juice (sucrose accu-

mulation in sugarcane stalks) content while heavy rain

during ripening may reduce the total sugarcane (Cardozo

and Sentelhas 2013). The correlation between various

weather indices and sugarcane yield were computed and its

significance was tested using the t test method. Various

statistical parameters are shown in Table 1 and forecast

model summary is shown in Table 2. In Table 2 Time

(T) indicates years. As the weather parameters and yield

data for model development is used from the year

1981–1982 to 2015–2016 therefore, in the model these

years (1981–82, 1982–1983, 1983–1984… 2014–2015,

2015–2016) values will be 1, 2, 3 ….. 34, 35, respectively.

Sugarcane Model Based on Generated Weather

Indices for Autumn Planted Sugarcane

The weekly data from 30th September (39th standard

week), a fortnight before planting, to the next year of 30th

August (35th standard week) period from 1981 to 2012

were used to produce weather indices for autumn planted

sugarcane. Data beyond 30th August were not considered,

at this time duration the grand growth development phase

of sugarcane is additionally completed. The results of t test

Table 1 Results of t test and regression coefficients for spring season

Model Unstandardized coefficients t Sig.

B SE

1. Constant 992.871 76.785 12.931 .000

Z11 9.557 1.985 4.815 .000

2. Constant 864.472 57.903 14.930 .000

Z11 8.598 1.393 6.171 .000

Time 5.400 0.929 5.841 .000

3. Constant 708.455 62.861 11.270 .000

Z11 4.752 1.528 3.110 .004

Time 6.472 0.818 7.903 .000

Z31 0.576 0.150 3.839 .001

4. Constant 693.169 46.166 15.015 .000

Z11 4.354 1.123 3.878 .001

Time 5.206 0.649 8.020 .000

Z31 3.841 0.650 5.911 .000

Z231 - 0.147 0.029 - 5.098 .000

Table 2 Forecast model summary for spring season

Model Regression equation R2

Model-S1 992.871 ? (Tmax * 9.557) 0.428

Model-S2 864.472 ? (Tmax * 8.598) ? (Time * 5.40) 0.731

Model-S3 708.455 ? (Tmax * 4.752) ? (Time * 6.472) ? (Rain * 0.576) 0.822

Model-S4 693.169 ? (Tmax * 4.354) ? (Time * 5.206) ? (Rain * 3.841) ? (Tmin * Rain) * (- 0.147) 0.907
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along with the regression coefficients and the forecast

model summary are presented in Tables 3 and 4,

respectively.

Model Validation and Performance Analysis

The developed models were validated by the successive

3 years actual observed yield of Muzaffarnagar District of

Table 3 Results of t test and regression coefficients for autumn season

Model Unstandardized coefficients t Sig.

B SE

1. Constant 994.125 67.109 14.814 .000

Z11 8.900 1.606 5.540 .000

2. Constant 868.238 48.556 17.881 .000

Z11 8.024 1.071 7.491 .000

Time 5.287 0.827 6.393 .000

3. Constant 1082.111 47.458 22.801 .000

Z11 5.524 0.822 6.717 .000

Time 6.081 0.567 10.715 .000

Z21 3.814 0.618 6.177 .000

4. Constant 935.267 66.614 14.040 .000

Z11 4.139 0.881 4.697 .000

Time 6.316 0.515 12.273 .000

Z21 2.749 0.666 4.124 .000

Z31 0.296 0.103 2.862 .008

5. Constant 849.636 70.011 12.136 .000

Z11 3.840 0.817 4.701 .000

Time 5.595 0.553 10.120 .000

Z21 1.778 0.724 2.457 .021

Z31 1.125 0.344 3.267 .003

Z231 - 0.037 0.015 - 2.506 .019

Table 4 Forecast model summary for autumn season

Model Regression equation R2

Model-A1 994.125 ? (Tmax * 8.9) 0.498

Model-A2 868.238 ? (Tmax * 8.024) ? (Time * 5.287) 0.787

Model-A3 1082.111 ? (Tmax * 5.524) ? (Time * 6.081) ? (Tmin * 3.814) 0.908

Model-A4 935.267 ? (Tmax * 4.139) ? (Time * 6.316) ? (Tmin * 2.749) ? (Rain * 0.296) 0.929

Model-A5 849.636 ? (Tmax * 3.84) ? (Time * 5.595) ? (Tmin * 1.778) ? (Rain * 1.125) ? (Tmin * Rain) * (- 0.037) 0.942

Table 5 Model validation results of spring planted sugarcane for Muzaffarnagar Distt

Year Actual yield (Qt/Ha) Model simulated sugarcane yield (Qt/Ha)

Model 1 Model 2 Model 3 Model 4

2013–2014 729.44 638.33 723.70 682.80 686.99

2014–2015 718.76 608.44 702.22 761.81 719.21

2015–2016 759.40 605.00 704.52 741.36 751.98
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Uttar Pradesh from 2013 to 2015. The adequacy of the

models is examined by using the value of the coefficient of

determination (R2). The result reveals that the Model-S4

was found suitable (R2 = 0.907) for spring season sugar-

cane with least percent deviation of ? 5.81, - 0.063,

? 0.97 for the year 2013, 2014, and 2015, respectively

(Tables 5, 6). This model was created with individual

weather indices viz. Tmax, Time, Rain as well as a jointed

product of Tmin and Rain. For autumn planted sugarcane

Model-A5 was found best (R2 = 0.942) with least per-

centage variance of ? 1.20, - 3.54, ? 3.51 during 2013,

2014, and 2015, respectively (Tables 7, 8). This model was

created utilizing the Tmax, Time, Tmin, Rain and Joint

impact of Tmin and Rain weather indices.

Conclusions

The developed sugarcane model for spring plantation

(Model-S4) and autumn plantation (Model-A5) showed a

good relationship between predicted and observed values.

Model-S4 error ranges from - 0.063 to ? 5.81%, whereas

Model-A5 error varying from - 3.54 to ?3.51%. The

model created with the least data set (Tmax or Z11 only)

predicted the worst yield as compare to the other model.

The impact of relative humidity was not reflected in any of

the models. The prediction of sugarcane yield using

regression equation is more reliable when weather param-

eters were taken together instead of individual parameters.

In all the models, weighted weather indices have been

found significantly more effective rather than un-weighted

weather indices. The proposed model by incorporating

statistical indicators along with weighted weather indices

was found suitable for sugarcane yield forecasting for

Muzaffarnagar District. This study concluded that the

stepwise regression technique can be successfully used for

forecasting sugarcane yield using weather variables before

two and half months of harvest.

Acknowledgements The authors wish to acknowledge Director,

Sugarcane Development Centre, Muzaffarnagar, for providing the

meteorological dataset from 1981 to 2015. We are also grateful to the

Director, Directorate of Agriculture, Lucknow, Uttar Pradesh, for the

District level sugarcane yield data. Help and support received from

farmers during field visits, is also acknowledged.

Funding No funding was received.

Table 6 Performance of sugarcane yield model for spring plantation

Year Percent deviation

Model 1 Model 2 Model 3 Model 4

2013–2014 ? 12.49 ? 0.78 ? 6.39 ? 5.81

2014–2015 ? 15.34 ? 2.30 - 5.98 - 0.063

2015–2016 ? 20.33 ? 7.22 ? 2.37 ? 0.97

Table 7 Model validation results of autumn planted sugarcane for Muzaffarnagar Distt

Year Actual yield (Qt/Ha) Model simulated sugarcane yield (Qt/Ha)

Model 1 Model 2 Model 3 Model 4 Model 5

2013–2014 729.44 636.10 719.92 749.80 723.41 720.66

2014–2015 718.76 614.86 706.06 752.97 768.63 744.24

2015–2016 759.40 590.72 689.58 730.78 740.48 732.74

Table 8 Performance of sugarcane yield model for autumn plantation

Year Percent deviation

Model 1 Model 2 Model 3 Model 4 Model 5

2013–2014 ? 12.80 ? 1.30 - 2.79 ? 0.83 ? 1.20

2014–2015 ? 14.46 ? 1.77 - 4.76 - 6.94 - 3.54

2015–2016 ? 22.21 ? 9.19 ? 3.77 ? 2.49 ? 3.51
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