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Abstract
Credit scoring is a mathematical and statistical tool that aids financial institutions in 
deciding suitable candidates for the issuance of loans, based on the analysis of the 
borrower’s financial history. Distinct groups of borrowers have unique characteris-
tics that must be identified and trained on to increase the accuracy of classification 
models for all credit borrowers that financial institutions serve. Numerous studies 
have shown that models based on diverse base-classifier models outperform other 
statistical and AI-based techniques for related classification problems. This paper 
proposes a novel multi-layer clustering and soft-voting-based ensemble classifica-
tion model, aptly named Self Organizing Map Clustering with Metaheuristic Voting 
Ensembles (SCMVE) which uses a self-organizing map for clustering the data into 
distinct clusters with their unique characteristics and then trains a sailfish optimizer 
powered ensemble of SVM-KNN base classifiers for classification of each distinct 
identified cluster. We train and evaluate our model on the standard public credit 
scoring datasets—namely the German, Australian and Taiwan datasets and use mul-
tiple evaluation scores such as precision, F1 score, recall to compare the results of 
our model with other prominent works in the field. On evaluation, SCMVE shows 
outstanding results (95% accuracy on standard datasets) when compared with popu-
lar works in the field of credit scoring.

Keywords Machine learning · Credit scoring · Self organizing maps · Ensemble 
classification · Sailfish optimizer

1 Introduction

Lending money is one of the primary businesses of financial institutions as 
it reaps huge profits for its stakeholders. Although, market fiascos of the likes 
of credit rationing and risk may occur due to the absence of the applicant’s 
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information. Credit risk is a major threat to financial institutions. It can exhibit 
an exorbitant effect on the financial market, especially during a financial crisis 
period. The past financial crises have damaged many countries financially, the 
effects of which will long be felt in the future. Developing efficient risk manage-
ment has thus become a major focus for financial institutions. Banks have been 
increasingly using statistical and ML models for credit score evaluation. While 
huge advancements have already been made in the field, according to a survey 
conducted by Dastile et al. (2020), bank regulators stand with the belief that mod-
els should be transparent. Despite the non-transparency of deep learning models, 
they have still been gaining prominence. A justification to overcome the problem 
of transparency is to rationalize the deep learning models, i.e., be able to find rea-
sons as to why the model generates a particular decision.

Credit scoring is a robust mathematical and statistical model which helps in 
mitigating the problem of credit defaults and managing credit risks by computing 
the credit risk associated with a customer. The usage of credit scoring increases 
the accessibility of financial institutions to a larger demographic, especially in 
developing countries where greater financial accessibility is a must for the devel-
opment of the country as a whole, as noted in a study by Bumacov et al. (2014). 
Credit scoring has also been shown to increase the efficiency of loan officers, 
leading to a causal effect that leads to the handing out of more loans and serv-
ing more borrowers. The rationale behind credit scoring is to use customer’s past 
data such as credit history, income, and marital status and calculate their ability 
to repay the loan. There are two primary reasons to develop a powerful and robust 
credit scoring model. Firstly, considering the massive volume of the credit mar-
ket, even a minute upgradation in the classification accuracy are able to reap a 
substantial amount of profit. Moreover, regulations regarding credit risk manage-
ment are getting strict.

The Basel Community on Banking Supervision(BCBS) monitors and guides 
financial institutions to ensure credit security. Any violation of the guidelines can 
cause enormous regulation costs. According to a study by Reichert et al. (1983), the 
previously used statistical models are not absolutely efficient in mapping out real 
world scenarios. They do, however, conclude that these models’ inability to meet the 
assumptions of fair credit scoring models is less significant as opposed to the abil-
ity of credit evaluation officers’ comprehension of the classification model and its 
shortcomings.

Credit scoring as a comprehensive procedure can be subdivided into 4 different 
stages—application scoring, scoring on basis of behaviour, collection scoring, and 
fraudulent activity detection. In this study, our major focus lies on predicting if an 
applicant is a ‘risky borrower’ which equates to a binary classification problem.

In the initial stages of credit scoring, statistical techniques such as logistic regres-
sion and linear discriminant analysis(LDA) grew popular. Statistical techniques are 
widely used because of their easy implementation. However, these are based on 
some inferences such as linear separation and normal distribution of data, assump-
tions which are generally violated in the real world. Neural network models for 
credit scoring were also seen in the early 2000’s, as were noticed in a publication 
by West (2000). With the rapid development of artificial intelligence, techniques 
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making extensive use of machine learning algorithms such as KNN, ANN (Artificial 
Neural Network), SVM, artificial immune systems have been introduced.

In most of the studies, single classifier-based models are constructed for credit 
scoring. Experiments have shown that singular classifiers are ineffective in cap-
turing the patterns of individual customers, and thus a different type of classifica-
tion model, ensemble classifiers have been employed that have proved effective for 
improving the accuracy and stability of single classifiers. Ensemble-based classifi-
ers combine several base classifiers for better predictive performance (Singh 2017). 
Thus, research on ensemble methods has grown popular in the last few years. The 
main idea behind ensemble classification is to overcome the weakness of individual 
classifiers by combining their results. For effective ensemble classification, the base 
classifiers must be accurate, diverse, and sensitive. The construction of ensemble 
models usually consists of three steps—pool generation, selection of the classifica-
tion and related models, and the combination of the delivered results. In the first 
step, base models are generated to create a model pool using various classification 
algorithms or data. The second step is necessary to enhance the model performance. 
The pool models are selected based on certain rules to maintain an accurate model. 
In the last step, the selected models are combined based on some heuristics and 
rules.

This paper proposes a multi-layer clustering and classification model consist-
ing of primary classifiers, using SOM and metaheuristic algorithm. In the first step, 
instead of a traditional artificial neural network algorithm, we use self-organizing 
maps (SOM) for clustering our dataset. SOM models are unsupervised ANN-based 
clustering techniques based on competitive learning in which the nodes associated 
with weights compete with each other to win an input pattern. It is used to represent 
the high-dimensional input space to the final low-dimensional space. Once our data-
set is divided into different clusters where each data point is now only associated 
with data points within the same cluster, we apply a classification model to each 
cluster individually. We use an ensemble classifier and metaheuristic algorithm for 
increasing the overall efficiency of our model. Our ensemble model is formed using 
6 sets of KNN and 6 sets of SVM. The classifiers used have different prediction 
capabilities. We use SVM for its proven results in classifying non-linearly separable 
data and KNN for its closest distance-based classification.

Application of metaheuristics to classification problems has been observed in 
the literature as early as 2007. For instance, Ant Colony Optimization was used in 
standard classification problems (Martens et  al. 2007). In our approach, the latest 
metaheuristic model, sailfish optimizer (SFO) is employed for weights generation for 
our ensemble model. The relative performance of the classifier is considered where 
the classifier that performs well on the cluster dataset is assigned higher weights. 
Based on the behavior of sailfish hunting for sardines, the optimizer has shown 
excellent results when tested against various optimizers. SFO provides advantages in 
terms of its exploration and exploitation phases, a formidable convergence speed in 
reaching global optimization, and also better efficiency.

In all previous research, the model is trained using the entire dataset. Our model 
departs from existing models by initially clustering similar data points and applying 
the classification model to each of them. Also, the use of diverse base classifiers 
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in our ensemble model yields excellent results. Another advantage of our proposed 
model is the use of SOMs to find better sets of clusters of the dataset. This train-
ing technique develops highly efficient state-of-the-art models that can provide high 
efficiency.

Thus, SCMVE offers the following advantages and novelties compared to existing 
work in the same field:

• Clustering through Self Organising Maps that identifies groups with distinct 
characteristics that can be used to identify and train the classification models on

• Use of diverse base classifiers in soft-voting ensemble model, an approach that 
outperforms singular complex models such as artificial neural networks

• Utilising an optimized metaheuristic sailfish optimizer for weights optimization 
of the ensemble model, leading to enhanced performance on various classifica-
tion metric evaluations

• Application of a unique training strategy, where local fitting of classifier models 
are done to the formed clusters (as opposed to training on the whole dataset), 
hence utilising the distinct characteristics of each cluster found through SOM 
clustering phase leading to outstanding classification results.

The remainder of this paper is structured as follows: Sect.  2 provides a summary 
of previous work done in credit scoring. Section  3 explains the methodology of 
SCMVE. Section 4 introduces the experimental design, followed by the experimen-
tal results in Sect. 5. The conclusion and future work are provided in Sect. 6.

2  Related work

Since credit scoring is fundamentally a binary classification problem, there exist 
models that employ the use of a single classifier to predict a credit defaulter.

Earlier models mostly relied on existing statistical methods such as Linear Discri-
minant Analysis (as proposed by Fisher 1936) or the usage of Logistic Regression 
and Superscorecards as proposed by Hand and Kelly (2002) These basic models 
performed daily however failed to provide reliable results given unrepresentative or 
new samples.

However, with the advent of machine learning techniques the aim was set to solve 
the issues associated with the statistical methods. Models based on k-Nearest-Neigh-
bours (Henley and Hand 1996), Support Vector Machines (Li et al. 2006), Classi-
fication Trees (Li et al. 2004) and Neural Networks (West 2000) were employed to 
considerable success for solving the same.

2.1  Neural network models

Lee et  al. (2002) proposed a hybrid neural discriminant model which aimed to 
simplify the neural networks by incorporation of the traditional discriminant anal-
ysis. They employed LDA to first model the credit scoring problem and identify 
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the significant input variables, which are then passed on to the Artificial Neural 
Network to perform the prediction. Hence, the LDA acted as a tool to design the 
topology of the network.

Onan (2019b) proposed a two-stage neural network framework for topic 
extraction, using advanced embeddings (word2vec, POS2vec, word-position2vec, 
LDA2vec) and an ensemble clustering approach.

Lappas and Yannacopoulos (2021) are able to combine expert knowledge 
and genetic algorithms into a machine learning approach to supplement super-
vised credit scoring with expert input, increasing the overall efficiency. Safi et al. 
(2022) combine a neural network with metaheuristic optimizers and five cost sen-
sitivity fitness functions as the base learners in a majority voting ensemble learn-
ing paradigm.

Onan (2023a) proposed a novel GTR-GA approach, which integrates graph-
based neural networks with genetic algorithms for text augmentation, effectively 
enhances data diversity and improves model performance.

2.2  Self organising map models

As an extension to the artificial neural network models used for the classification 
step, self organising maps, which are a widely employed neural network model, 
have been used instead of the traditional ANN models. Unlike the ANN, the SOM 
models are unsupervised and produce a topology preserving mapping between 
the input parameter set (which is a higher dimensional map space) to the final 
credit score (a lower dimensional map space). Lau (2006) have explored different 
SOM Models that can be employed for classification problems.

Hsieh (2005) proposed a hybrid mining approach which used a self organising 
map for deciding the parameters of the K Means clustering algorithm followed by 
an Artificial Neural Network for classifying the samples. Suleiman et al. (2021) 
also used an SOM to improve the ability of pattern recognition in the data and 
utilise that to increase the efficiency of K-Means Classifier and neural networks.

AghaeiRad et  al. (2017) developed a hybrid model for credit scoring using 
SOM clusters and feedforward neural networks. They used the knowledge 
obtained from SOM clusters and passed it as information to be trained on by the 
neural network classifier. This gave better results compared to a standalone FNN 
due to the increased information present in the input.

Onan (2019a) proposed a consensus clustering-based undersampling method 
to tackle class imbalance in machine learning. By undersampling the majority 
class with various clustering algorithms and evaluating performance using differ-
ent supervised and ensemble learning methods.

Onan (2021b) introduces sentiment analysis on product reviews based on 
weighted word embeddings and deep neural networks. The architecture includes 
a weighted embedding layer, convolutional layers (1-g, 2-g, 3-g), max-pooling, 
LSTM, and a dense layer.
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Onan (2022) proposed bidirectional convolutional recurrent neural network 
employs bidirectional LSTM and GRU layers to capture both past and future 
contexts.

2.3  Metaheuristic algorithms in credit scoring

Genetic algorithms have been used widely and in different capacities in the credit 
scoring problem.

Onan et al. (2016b) employed a multiobjective differential evolution algorithm to 
optimize classifier and class weights within a static classifier selection framework 
for sentiment analysis.

Onan (2018a) optimized the Latent Dirichlet Allocation (LDA) parameters by 
employing a swarm intelligence approach. They utilized metaheuristic algorithms 
like Particle Swarm Optimization (PSO) to estimate the number of topics and 
other key parameters in LDA. This complements He et al. (2018) work on adaptive 
models.

Pławiak et al. (2019) published a work constituting an application of genetic cas-
cading of ensemble classifiers. They combined the benefits of evolutionary algo-
rithms and ensemble classifiers, alongside using deep learning to develop a complex 
credit scoring model. They used genetic algorithms in three different instances: first 
for feature selection on the Australian dataset, second for hyperparameter optimiza-
tion, and a third for deriving a training technique for selecting the classifiers for the 
final trained model.

Kozodoi and Lessmann (2020) improved on the feature selection through 
GA by modelling it into a multiobjective task. They then used a Particle Swarm 
Optimization(PSO) algorithm and evaluated it using three different fitness functions 
based on: the number of features, the relative acquisition costs of the features and 
the AUC-ROC curve fitness score of the trained model.

Tripathi et al. (2020) proposed a novel Binary BAT algorithm on the credit scor-
ing dataset. They combined it with a radial Neural Network (RBFN) for a hybrid 
credit scoring model. They used the metaheuristic algorithm for feature selection on 
the dataset and used the Neural Network for training the selected features in a super-
vised classification task.

Simumba et  al. (2022) incorporated stakeholder requirements into their model 
during feature selection and used that to train their supervised classification model. 
They compared the results of two modified metaheuristic algorithms: a Grasshop-
per algorithm integrated with non-dominated sorting and genetic algorithm, and 
a genetic algorithm integrating different selection, crossover, and mutation strate-
gies. They evaluated their results with empirical data collected from farmers in 
Cambodia.
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Şen et al. (2020) proposed multilevel metaheuristic algorithms for credit scoring. 
They used an SVM classifier, combined with a Genetic Algorithm in a two-level 
feeding mechanism for increased model accuracy. They used the GA first to find the 
optimized parameters of the SVM model, and then used it for feature selection on 
the dataset that increases the classification accuracy.

Onan (2023b) proposed SRL-ACO, a text augmentation framework that uses 
Semantic Role Labeling (SRL) and Ant Colony Optimization (ACO) to generate 
additional training data for NLP models. SRL-ACO enhances data quality by pre-
serving semantic roles in new sentences. Experimental results demonstrate improved 
performance in sentiment analysis, toxic text detection, and sarcasm identification 
tasks.

2.4  Ensemble models in credit scoring

Ensemble models and models based on genetic algorithms combine the power of 
machine learning models to generate highly accurate credit risk assessment models 
and assist us in classifying previously unrepresentative samples in the dataset.

Van Gestel et al. (2003) proposed a Least Squares Support Vector Machine (LS-
SVM) classifiers within the Bayesian evidence framework to predict the tendency of 
an entity to default on their credit given a set of parameters. Once the probabilities 
for the defaulting of an entity are generated a sensitivity analysis with respect to the 
input set is carried out which provides us with an insight into the parameters that are 
affecting the creditworthiness of the entity.

Onan et al. (2017) work on hybrid ensemble pruning enhances classifier diversity 
and performance, aligning with the approach of improving sentiment classification 
accuracy through advanced ensemble methods.

Onan (2021a) work on hybrid ensemble pruning improves classifier diversity and 
performance, enhancing sentiment classification accuracy through advanced ensem-
ble methods.

Onan (2018b) integrated a Random Subspace ensemble of Random Forest clas-
sifiers with four types of features-authorship attribution, character n-grams, part of 
speech n-grams, and discriminative word frequency.

Hsieh and Hung (2010) investigated the approach involving the proper preproc-
essing of the dataset into homogenised clusters followed by the classification of 
the samples into the preprocessed categories. The ensemble model hence proposed 
resulted in an efficient ensemble classifier.

Onan et  al. (2016a) combined five statistical keyword extraction methods with 
various ensemble techniques for text classification, including Naïve Bayes, SVM, 
logistic regression, and Random Forest, akin to how Zhang et  al. (2021) utilized 
ensemble techniques for improving credit risk models. This integration of feature 
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extraction with ensemble methods aligns with the advancements in robust predictive 
modeling.

He et al. (2018) improved on the construction of the ensemble models by basing 
their adaptability to different imbalance ratios by the supervised undersampling of 
the dataset (based on the estimation of the data imbalance ratio), followed by clas-
sification by tree-based base classifiers which classify samples in the respective data 
subsets. Finally, a particle swarm optimization algorithm was applied to the base 
classifiers to obtain the final ensemble model.

Zhang et al. (2021) were able to develop a novel ensemble model that used a local 
outlier factoring algorithm added with a bagging strategy to construct a trained model 
that works on the outlier adaptability of base classifiers. They combined novel meth-
ods of feature reduction and ensemble learning methods for parameter optimization and 
finally used a stacking based ensemble model to train the dataset on.

Nalič et al. (2020) used ensemble techniques for feature selection on datasets and 
proposed the if_any voting method that was able to outperform other standard voting 
procedures. They combined linear models, SVMs, naive Bayes and decision tree classi-
fiers into a soft voting ensemble model.

Xia et  al. (2020) proposed a new tree-based overfitting-cautious heterogeneous 
ensemble model for credit scoring. The suggested method could dynamically give 
weights to base models based on the overfitting metric during ensemble selection.

To improve the prediction performance of credit scoring, Tripathi et al. (2019) cre-
ated a hybrid model that combines feature selection and a multilayer ensemble clas-
sifier architecture. The first phase is preprocessing, which sets ranks and weights of 
classifiers, followed by the ensemble feature selection approach, and finally, the data-
set with the selected features is used in a multilayer ensemble classifier architecture. 
In addition, since classifier placement influences the ensemble framework’s predictive 
performance, a classifier placement algorithm based on the Choquet integral value was 
devised.

Xia et al. (2018) introduced a new heterogeneous ensemble credit model that com-
bined the bagging and stacking algorithms. In three ways, the proposed model varied 
from the existing ensemble credit models: pool creation, base learner selection, and 
trainable fuser.

To increase the prediction performance, Guo et  al. (2019) proposed a novel 
multistage self-adaptive classifier ensemble model based on statistical approaches 
and machine learning techniques. First, the original data was processed into a 
standardized, representative sample using a multistep data preparation method. 
Second, based on their performance, base classifiers were self-adaptively picked 
from the candidate classifier repository, and their parameters were adjusted using 
the Bayesian optimization algorithm post which the ensemble model was inte-
grated using these optimized base classifiers, and used multilayer stacking to 
generate new features and particle swarm optimization to achieve the classifier 
weights in the ensemble model.
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Xiao et al. (2020) devised a GMDH-based cost-sensitive semi-supervised selec-
tive ensemble (GCSSE) model using a semisupervised, cost-sensitive learning, 
group method of data handling (GMDH), and an ensemble learning strategy.

Liu et  al. (2022) proposed a multigrained and multi-layered gradient boosting 
decision tree (GBDT) that effectively increases the diversity of prediction and fur-
ther improves the performance of credit scoring by providing more precise credit 
scoring results. The classification techniques for credit scoring have been summa-
rised in Table 1.

3  Proposed methodology

This section gives a detailed description of SCMVE which is the framework used 
to determine if a data point belongs to good credit or risky credit. SCMVE uses 
the concept of multi-layer clustering using an artificial neural network-based tech-
nique (Self Organising Map) and then uses a soft voting-based ensemble classi-
fier to predict the final class of the test data point.

The weights for our ensemble model are generated using a metaheuristic opti-
mization technique—Sailfish Optimizer.

The overall architecture of SCMVE is divided into 2 phases:

• Clustering Phase: The entire dataset is clustered with data in them having 
similar feature values. The idea of cluster is based on the fact that different set 
of controlling attributes which affect the final classification are better identi-
fied and trained accordingly when dealt with as a cluster.

• Classification Phase: Once data is divided into cluster regions, the classifica-
tion models predict the final class of data points. To achieve classification, we 
use an ensemble classifier based on Support Vector Machines and K Nearest 
Neighbour Classifiers. A metaheuristic algorithm is further used to optimise 
the ensemble model.

The construction of the proposed model SCMVE is illustrated in Fig. 1.

3.1  Unsupervised clustering using SOM

The first step of SCMVE is to cluster the entire dataset based on the similarity of 
attributes between data points. The rationale behind this step is to be able to pre-
dict and identify unique characteristics distinct to each cluster.

For this step, we use Self Organising Maps (SOM). SOM can find better sets of 
clusters on the given dataset (Gholamian et al. 2013).

ML algorithms can be of two types: Supervised and Unsupervised learning. In 
supervised learning, we predict or categorize the outcome based on the input, and 
in unsupervised learning, we describe patterns in input data without having the 
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knowledge of existing class labels. Clustering using Self Organising Maps is an 
unsupervised learning task.

SOM (Kohonen 1998) is a widely applied neural network-based clustering 
technique inspired by the arrangement of biological neurons. It is commonly 
used to represent high dimensional input data into a lower dimension, nonlinear 
approximation of high dimension data(called the training data), clustering, and 
feature selection.

As any neural network, a SOM consists of input and output layers. The objec-
tive is to transfer all input data to output in such a way that they all connect. 
Self-organizing maps can overcome the limitations of other statistical techniques 
through straightforward implementation, better execution speed, and shorter 
training periods. SOM differs from other neural networks in the use of competi-
tive learning rather than error correction learning such as backpropagation. These 
characteristics have resulted in many studies in the past two decades.

Fig. 1  SOM clustering and metaheuristic voting ensemble classifiers for credit scoring
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Definition 1 (Neuron) Self Organizing maps consist of a grid of nodes. Each node is 
referred to as a neuron. Each neuron is assigned a weight vector of the dimension of 
its input vector X0.

Definition 2 (Best Matching Neuron, � ) In every iteration, the distance dX→n 
between the input vector X0 and each neuron is calculated.

where X1, represents all the layers excluding the input layer. The neuron with the 
minimum distance is called the best matching neuron � and its weight vector is 
updated along with its neighbors to move it closer to the input vector.

Definition 3 (Neighborhood Radius Function, �)—Neighborhood Radius Function 
is a function used to compute the radius for defining the neighbors of a given neu-
ron. It is a decreasing time function such that the number of neighbors reduces dur-
ing the training phase. The neighbourhood radius function is represented as:

where u, v represent two vectors of same dimension, S represents the input space, i 
represents the ith iteration.

Definition 4 (Neighbor Neuron, NN)—The neurons close to the best matching neu-
ron that lie within a certain minimum neighborhood radius NRmin are termed as 
Neighbour Neuron NN which is mathematically represented as

where � is the neighbourhood function, and S represents the entire space/network of 
the SOM.

Definition 5 (Learning Rate, �)—Learning rate is a parameter used to update the 
weights of the neurons.

Definition 6 (Topology-Preservation)—refers to the condition where the mapping 
preserves the relative distance between nodes. Nodes that are near each other in the 
input space are mapped to nearby units in the output.

(1)d
X→n

= X0 − n
2
∀n ∈ X1,

(2)� = min(dX→n)

(3)�(u, v, S, i) = exp

(
−

d2
u,v

2�(i)2

)
, i = 0, 1, 2, ...

(4)NN =
{
n if 𝜂(𝜉, n, S, i) < NRmin,∀n ∈ S
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Algorithm 1  Clustering using Self Organising Map

SOM is commonly set up as a 2D lattice representing a grid-like structure for 
neurons forming a topological map as described in Fig. 2.

The clustering algorithm is explained below: 

1. Each neuron is initiated with a random weight vector, with the same dimensional-
ity as the input vector. Neurons are adjusted during the training period based on 
competitive learning.
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2. In the SOM grid, every input data is related to every output neuron on the grid. 
In every iteration i, the neuron with the shortest distance to the input vector is 
denoted as � (or Best Matching Neuron) and the representative vector of � is 
updated so that it moves closer to the input vector.

3. Then, the weights of � ’s neighborhood neurons are updated so that they are sym-
metrically adapted towards the training input vector. The neuron weights are 
updated according to the following equation- 

 where Xi is the input vector, Wi is the neuron vector, � denotes the learning rate, 
and �BMU represents neighborhood function value for the best matching unit.

4. This training cycle is repeated for each input vector. After finishing the training, 
the final grid represents the topology-preserving mapping of input data where 
related neurons are closer to each other.

Note that the update rate for the best matching neuron, the neighbor neuron, 
and the farther neighbor neuron will differ. The neighborhood radius is a pre-
defined parameter that gradually decreases during the entire training phase and 
is finally set to 1. A summary of the different parameters involved in the self-
organising map is provided in Table 2.

Finally, clusters of neurons are formed, each representing a different class of 
data that can be appropriately labeled.

(5)Wi+1 = Wi + �BMU ⋅ �
(
Xi −Wi

)

Fig. 2  Self organising map
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3.2  Ensemble‑based classification model

In this phase of SCMVE, the clusters formed in the first stage are individually used 
to train and test our ensemble model. Data points in each cluster are split into train-
ing and testing data.

The conventional idea is to use a single classifier or a simple combination to make 
predictions that are often less accurate. One of the techniques to improve the perfor-
mance of the individual classifier is to combine them using different techniques.

The technique we use is called ensemble learning. Various techniques like vot-
ing can be used to combine these classifiers used in the ensemble. Ensemble models 
gather the decisions of several base classifiers trained on the same dataset to get a 
more effective and accurate decision. The aim is to compensate for the error of a 
single classifier by other classifiers of the ensemble, increasing the accuracy of the 
ensemble model as compared to a single classifier model.

For credit scoring, diverse base classifiers could improve the model’s accuracy 
and also provide insightful information about the applicant even if they belong to 
the same category. The ensemble model used in our paper consists of 12 base classi-
fiers—6 SVM’s and 6 KNN’s. To ensure maximum utilization and greater diversity 
of base classifiers, we have used different hyperparameters for each classifier. The 
classifiers used in the model are explained below -

• SVM: an effective classifier model that maps the data into high dimensional 
spaces and finds an optimal hyperplane to maximize the distance between dif-
ferent classes. A hyperplane is a surface that partitions data points into classes, 
where points from different classes lie on different sides of the hyperplane. Ker-
nel functions such as linear, polynomial, RBF, and sigmoid are used to map the 
data into high dimensional spaces.

• KNN: one of the most simple yet effective non-parametric classification mod-
els. It is an instance-based learning technique and does not require a learning 
phase. For a data point n to be classified its neighborhood is retrieved i.e k near-
est neighbors of n. Selecting an appropriate value of k is necessary as the success 
of the classifier depends on k.

Votes from each classifier can be combined using several techniques, majority vote 
ensemble being the most common. In majority voting, each classifier gives a binary 
vote of 0 and 1. The majority voting ensemble uses two techniques: hard voting and 
soft voting.

Table 2  Parameters involved in 
the self organising map

Parameter name Parameter description

� Neighbourhood radius function
dX→n Distance computation function
SOM.shape Shape of the map kernel
� Learning rate
num_iter Number of total training iterations
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Hard voting makes the final prediction using majority votes from the classifiers, 
whereas in soft voting each classifier corresponds to a probabilistic outcome. The 
class with the highest probability is predicted as the final output. In our model, 
we use the soft voting approach. The following equations describe the soft voting 
procedure

Among the n classifiers, each classifier Ci gives the probability Pi such that the 
predict label yi = 0 for the corresponding input X.

For each classifier, we assign a weight wi which determines its relative importance 
among the others in the ensemble and are assigned based on the performance of 
an individual classifier (further optimised using the sailfish algorithm as explained 
later). The final output label y is determined as follows

Algorithm 2  Ensemble Model using Soft Voting Classifier

1
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8

9

10

11

12

13

14

15

16

17

18

(6)Pi = P
(
Ci[X] = 0

)

(7)y =

�
1

∑n

i=1
wi⋅Pi∑n

i=1
wi

≤ 0.5

0 otherwise
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3.3  Sailfish algorithm for weight optimization

In our model SCMVE, we have used a metaheuristic optimization technique, 
sailfish optimizer to generate relative weights for each classifier in the ensem-
ble. The generation of population of weights is done using a uniform distribution 
using the latest metaheuristic models.

In each epoch of the metaheuristic model training, we find the optimal 
weight set that can be used for our ensemble model. It is further tested on the 
train test data and therefore increases the overall efficiency of our model.

• Sailfish optimizer algorithm is a nature-based metaheuristic optimization 
algorithm recently developed by Shadravan et  al. (2019). The algorithm is 
inspired by the behaviour of sailfish which are known for their coordinated 
and intelligent hunting strategy (Fig. 3). 

• One of the common strategies for group hunting is the attack alternation strat-
egy which is described below:

– Sailfish usually attack one at a time using their rostrum injuring the sar-
dines severely.

Fig. 3  Sailfish group hunting (Transpire Online sailfish optimizer 2019)
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– Being one of the fastest marine beings in the ocean, it is almost impossible 
for sardines to avoid the attack.

– The injured will eventually be separated from the rest of the prey school 
and will be captured by the hunters (sailfish).

– Sailfish attacks do not kill the sardine but the frequent attack increases the 
number of injured sailfish.

– Sardines are another important inspiration for the SFO algorithm. It imi-
tates their ability to change position to escape from an attack.

When tested with other metaheuristic algorithms: Particle Swarm Optimization 
(PSO), Grey Wolf Optimization (GWO), Genetic  Algorithm (GA), Ant Lion 
Optimizer (ALO), Salp Swarm Algorithm (SSA), and Satin Bowerbird Optimizer 
(SBO) using a set of unimodal, multi-modal and fixed dimension multimodal 
benchmark functions, SFO showed competitive results in terms of exploration 
and exploitation phases (Nassef et al. 2021). 

Moreover, SFO shows high-speed convergence on multimodal functions in 
reaching the global optimum while avoiding the local optimum.

Definition 7 (Search Space, S) It is the set of all possible solutions that the input can 
take. It contains a set of points (each representing a possible solution) that give the 
optimal solution. Optimization aims to search that point(solution).

Definition 8 (Fitness Function, �(x) ) It is an objective function that defines the opti-
mality of a solution to a given target problem. It defines how close a given solution 
is to achieve the desired output. Any mathematical operation that is able to assign 
computable scores to the states of the matrices can be used for the approach.

The functions that have been experimented with in this paper are mentioned in 
Table 3. For this paper, the mean squared error function is used to compute the fit-
ness as per the Algorithm 3.

Table 3  Description of fitness functions

Function Abbreviation Formula

Mean squared error MSE MSE(x, y) =
1

n

∑n−1

i=0
(xi − yi)

2

Mean absolute error MAE MAE(x, y) =
1

n

∑n−1

i=0
�xi − yi�

Mean square logarithmic error MSLE MSLE(x, y) =
1

n

∑n−1

i=0
(loge(1 + xi) − loge(1 + yi))

2

Mean tweedie deviance (order = 1) MTD-1 MTD1(x, y) =
1

n

∑n−1

i=0
2(xi log(xi∕yi) + yi − xi)

Mean tweedie deviance (order = 2) MTD-2 MTD2(x, y) =
1

n

∑n−1

i=0
2(log(yi∕xi) + xi∕yi − 1)

Mean tweedie deviance (order = 3) MTD-3
MTD3(x, y) =

1

n

∑n−1

i=0
2
�

max(xi ,0)
−1

2
+

x y−2
i

2
− y−1

i

�

Mean tweedie deviance (order = 4) MTD-4
MTD4(x, y) =

1

n

∑n−1

i=0
2
�

max(xi ,0)
−2

6
+

x y−3
i

3
−

y−2
i

2

�
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Algorithm 3  Fitness Function Computation using Mean Squared Error
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Definition 9 (Prey Density, PD) The value indicating the number of prey(sardines) 
present in each iteration and it decreases in every iteration as the prey decreases dur-
ing hunting. The value PD can be calculated as follows

where NSF and NS are the numbers of sailfish and sardines in each cycle, respectively.

Definition 10 (Attack Power, AP) Represents the sailfish’s attack power at each iter-
ation. It helps us to calculate the number of sardines that update their position. The 
attack power is calculated as

where A represents the coefficient of the sailfish’s decrementing attack power, � is 
the learning rate and i denotes the ith iteration.

(8)PD = 1 −

(
NSF

NSF + NS

)

(9)AP = A × (1 − (2 × i × �))
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Definition 11 (Coefficient of Mutation of Position, �P ) At each step of the algo-
rithm, the positions of the sailfish and sardines change. The extent to which such a 
positional change occurs is given by the coefficient of mutation of position, �P which 
is analogous to a time-varying learning rate.

The expression for the coefficient is

The sailfish are assumed as candidate solutions and their position in the 
search space denotes the problem variables.

For n sailfish and m sardines in the optimization problem of d dimensions, matrix 
Pi
sf
[n][d] is used to show the position of every sailfish at the ith iteration.
Sardines are assumed to be swimming in the same search space. Matrix Pi

sar
[m][d] 

shows the position of every sardine at the ith iteration.
To compute the fitness value of each sailfish x and each sardine y the objective 

fitness function is applied to each row at a given iteration i as follows

The following matrices give the fitness value for all positions of sailfish and sardines

where n is the number of sailfish and d shows the number of variable and Pi
sf
[x][, ] is 

the position of sailfish x

where m is the number of sardines and d shows the number of variables and 
Pi
sar
[y][, ] is the position of sailfish y.

(10)�P = PD ⋅ (2 ⋅ rand(0, 1) − 1)

(11)
fitness value of sailfish x = �(Pi

sf
[x][, ])

fitness value of sardine y = �(Pi
sar
[y][, ])

(12)Ψsf [n][1] =

⎡
⎢⎢⎢⎢⎣

�(Pi
sf
[0][0, d])

�(Pi
sf
[1][0, d])

⋮

�(Pi
sf
[n][0, d])

⎤
⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎣

ΨSF[0]

ΨSF[1]

⋮

ΨSF[n]

⎤⎥⎥⎥⎦

(13)Ψsar[m][1] =

⎡⎢⎢⎢⎣

�(Pi
sar
[0][0, d])

�(Pi
sar
[1][0, d])

⋮

�(Pi
sar
[m][0, d])

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎣

Ψsar[0]

Ψsar[1]

⋮

Ψsar[m]

⎤⎥⎥⎥⎦
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Algorithm 4  Sailfish Optimization
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Algorithm 5  SCMVE Credit Scoring
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The sailfish with the best fitness values are considered elite and are best suited 
for attacking the prey. These are the sailfish that do not change their position in 
upcoming iterations until the optimal solution is not lost. Moreover, sardines with 
the best fitness function are considered the best target by sailfish and are the most 
exposed to injury.
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The sailfish optimizer, given the above-mentioned definitions, works as follows 

 1. An arbitrary sailfish is assigned to be an elite sailfish whose position is denoted 
by SFbest and an arbitrary sardine the injured sardine whose position is SARbest.

 2. The prey density value is calculated as per Eq. 8.
 3. The coefficient of mutation of position �p is calculated as per Eq. 10.
 4. For each sailfish, its position is updated by a certain magnitude as represented 

in the following equation 

 5. As the hunting continues through each iteration, the power of the sailfish’s attack 
also reduces as given in Eq. 9. Further, sardines will have less energy and will 
not be able to properly detect the sailfish position, hence the propensity of get-
ting injured increases. Hence, the sardine positions are also updated as follows 

 where ∼ N(0, 1) denotes a random generated between 0 and 1.
 6. Next, to determine the number of sardines updating their positions � , we make 

use of the following expression 

 where Ns denotes the number of sardines.
 7. In addition to this, the number of variables updated � , for the corresponding 

sardine updation is given as 

 where di is the number of variables in ith iteration
 8. The updation occurs as per the following conditions 

(a) If AP < 0.5 , then positions of only � sardines are updated
(b) Else every sardine updates its position.

 9. Finally, the attack is initiated, and the injured sardines are captured. It is assumed 
to be the case that the sardines are attacked if their fitness values are better than 
the sailfish.

 10. The space of the captured sardine is substituted by sailfish to increase the 
chances of hunting. The conditional substitution is represented by the follow-
ing expression 

Pi
sf
[x] = SFbest − �P

(
rand(0,1) ⋅

SFbest + SARbest

2
− Pi

sf
[x]

)

(14)
Psar = ∼ N(0, 1)⋅

(SFbest − Psar + AP)

(15)� = Ns × AP

(16)� = di × AP

(17)Pi
sf
= Pi

sar
if Ψ(Pi

sar
) < Ψ(Pi

sf
)
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 where Pi
sar

 is the position of sardine at its ith iteration and Pi
sf

 gives the posi-
tion of sailfish at ith iteration.

 11. This cycle of updation of positions of sardines and sailfish continues until the 
end criterion is fulfilled.

The different parameters involved while performing ensemble weight optimiza-
tion using the Sailfish Algorithm are give in Table 4. The weights generated from 
the optimization are used with results from the 6 individual classifiers to generate 
the final predictions.

The last step is to predict the final accuracy of SCMVE, which is calculated 
using the weighted average of the accuracy of individual classifiers. We use a 
weighted voting technique and a sailfish optimizer for weight generation for the 
following reasons:

• Relative weighing the base classifiers on the basis of their performance helps us 
to value the classifiers that perform better on a certain cluster and undervalue 
those that perform worse. This helps us to increase our overall performance. In 
comparison, if all base classifiers were weighed equally, it would lead to a low 
performing base classifier reducing the overall accuracy of the model.

• Generating the weights using a metaheuristic optimizer converts this into an opti-
mization problem. This not only reduces the training time since we can traverse 
the search space faster given the nature of our optimizer and its exploration capa-
bilities, it also helps us reach a global maxima on the model efficiency, which 
otherwise can lead to models getting stuck on local maxima due to inefficient 
search space exploration strategies.

The final model metrics can be calculated as:

where Ci denotes the ith cluster, X denotes the input dataset and P denotes the per-
formance metrics, for instance, accuracy.

(18)NN =
{
n if 𝜂(𝜉, n, S, i) < NRmin,∀n ∈ S

Table 4  Parameters involved in the sailfish optimizer

Parameter name Parameter description

P Size of the sailfish population. Denotes the number of solution 
arrays formed to search the vector space

� Learning rate of algorithm
N Number of base classifiers in the ensemble
Lower Bound (lb) Lower bound of weight search space
Upper Bound (ub) Upper bound of weight search space
Fitness Function ( Φ) Transformation/function to evaluate the fitness value of given populations
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4  Experimental setup

4.1  Description of credit datasets

Security and confidentiality concerns restrict us from accessing private real-world 
credit scorinf datasets from banks. However, the UCI Machine Learning Repository 
has various real-world public datasets for credit scoring that are commonly utilized 
in many research papers to evaluate the performance of the proposed algorithms. We 
use three public credit datasets from the UCI Machine Learning Repository (Dua and 
Graff 2017) to evaluate the performance of our proposed approach: Australian Data-
set and German Dataset and Taiwan Dataset. The three datasets utilized to evaluate 
the performance of our proposed model are described in detail in Table 5. The Aus-
tralian dataset (AUS) has 690 instances, 307 of which are in the good category and 
383 in the bad category. There are 14 attributes in the dataset. The German dataset 
(GER) contains 1000 instances, 700 of which are in the good class and 300 in the 
bad class. There are 24 attributes in the dataset, including the purpose, credit amount, 
and personal information. The Taiwan dataset (TAI) has 30,000 instances, 23,364 of 
which are in the good category and 6636 in the bad category. There are 24 attributes 
in the dataset. Tables 6, 7 and 8 show a more detailed summary of the attributes.

Table 5  Description of 
Australian and German and 
Taiwan credit datasets

Dataset Australian German Taiwan

Number of instances 690 1000 30,000
Number of features 14 20 23
Categorical features 8 13 4
Numerical features 6 7 19
Number of good/bad instances 307/383 700/300 23,364/6636

Table 6  Attribute description of 
Australian credit dataset

Attribute Type of attribute Range

A1 Categorical 0–1
A2 Numerical 13.75−80.25
A3 Numerical 0–28
A4 Categorical 1–3
A5 Categorical 1–14
A6 Categorical 1–9
A7 Numerical 0−28.5
A8 Categorical 0–1
A9 Categorical 0–1
A10 Numerical 0–67
A11 Categorical 0–1
A12 Categorical 1–3
A13 Numerical 0–2000
A14 Class variable Numerical 1–100,001
A15 Categorical 0–1
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Table 7  Attribute description of 
German credit dataset

Attribute Type of attribute Range

A1 Categorical 1–4
A2 Numerical 4–72
A3 Categorical 0–4
A4 Categorical 0–10
A5 Numerical 250–18,424
A6 Categorical 1–5
A7 Categorical 1–5
A8 Numerical 1–4
A9 Categorical 1–5
A10 Categorical 1–3
A11 Numerical 1–4
A12 Categorical 1–4
A13 Numerical 19–75
A14 Categorical 1–3
A15 Categorical 1–3
A16 Numerical 1-4
A17 Categorical 1–4
A18 Numerical 1–2
A19 Categorical 1–2
A20 Class variable Categorical 1–2
A21 Categorical 1–2

Table 8  Attribute description of 
Taiwan credit dataset

Attribute Type of attribute Range

A1 Numerical 10,000-1,000,000
A2 Categorical 0–1
A3 Categorical 0–2
A4 Categorical 0–1
A5 Numerical 21–79
A6 Numerical (–2)–(8)
A7 Numerical (–2)–(8)
A8 Numerical (–2)–(8)
A9 Numerical (–2)–(8)
A10 Numerical (–2)–(8)
A11 Numerical (–165,580)–(964,511)
A12 Numerical (–69,777)–983,931
A13 Numerical (–157,279)–1,664,089
A14 Numerical (–170,000)–891,586
A15 Numerical (–81,334)–927,171
A16 Numerical (–339,603)–961,669
A17 Numerical 0–873,552
A18 Numerical 0–1,689,259
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4.2  Data preprocessing and dimensionality reduction

Data preprocessing is an important step before constructing the proposed model 
since it improves data interpretability and eliminates the sensitivity of difference 
classifiers to scale differences in attribute ranges. In the first phase, we select the fea-
tures using the methods described in Sect. 3. We encoded the categorical variables 
using the dummy variable approach after feature selection. In the dummy variable 
approach, a variable with n potential values is transformed into n features with a 
binary value of either 0 or 1. Numerical features, on the other hand, are normalized 
by following Eq. 1

where x represents the original feature value before normalization, xnorm represents 
the new feature value after normalization, and min(x) and max(x) represent the origi-
nal feature’s minimum and maximum feasible values, respectively. This reduces the 
sensitivity of different classifiers by scaling each feature’s value to a range between 
0 and 1.

4.3  Model evaluation metrics

We detail the various performance evaluation measures we used to evaluate our pro-
posed model and compare its performance with that of other well-known classifiers in 
this section.

Five evaluation metrics are used to assess the overall classification performance of 
our proposed model: accuracy, precision, recall, F1 score and AUC. The most com-
monly used evaluation metric is accuracy, which is defined as the ratio of correctly 
identified instances to the total number of instances in the dataset. However, in the 
event of a dataset with a class imbalance, accuracy does not reflect the model’s true 
performance

Another widely used metric in credit scoring studies is the AUC, which is based on 
the receiver operating characteristic (ROC) curve. The ROC curve is a visualisation 
of the true positive rate (TPR) and false positive rate (FPR) in binary classification 

(19)xnorm =
x − min(x)

max(x) − min(x)

(20)Accuracy =
TP + FN

TP + FN + FP + TN

Table 8  (continued) Attribute Type of attribute Range

A19 Numerical 0–896,040
A20 Numerical 0–621,000
A21 Numerical 0–426,529
A22 Numerical 0–528,666
A23 Categorical 0–1
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tasks (FPR). AUC, which is defined as the area under the ROC curve, is used to 
compare different classifiers. TPR and FPR are defined as follows:

The following are the definitions for the last three metrics: precision, recall, and F1 
score:

5  Experimental results

We exhibit the obtained data to strengthen the claim that the ensemble model formu-
lated in this study outperforms the other benchmark models in the important param-
eters mentioned in this paper. Experiments mentioned in this study were conducted 
with Python 3.7 on Google Colab. Various classifier Table 9 results are compared 
with our proposed technique, represented in Figs. 4, 5, 6, 7 and 8 in terms of accu-
racy, precision, recall, F1 score and AUC. In Sect.  5.1, we present a comparative 
analysis of the results of numerous individual classifiers. Section 5.2 includes the 
comparison of our method with other classical ensemble methods. In Sect. 5.3, the 
result of SCMVE is highlighted, and we compare it with various individual and 
ensemble classifiers. 

5.1  Classification results of individual classifiers

In this section, we evaluate the performance of the individual classifiers viz. 
Logistic Regression, Naive Bayes, K Nearest Neighbors, Gradient Boosting, 
Decision Trees, Support Vector Machine and Multi Layer Perceptron(MLP) in 
their ability to evaluate good credit from bad credit based on the features input 
into the models. Results of the individual classifiers on the Australian dataset 
can be seen from Table  10. Upon examination, it shows that the performance 
of all individual classifiers on the performance metrics—Accuracy, Recall and 
F1 score varies highly. Naive Bayes and K Nearest Neighbours show a relative 

(21)TPR =
TP

TP + FN

(22)FPR =
FP

FP + FN

(23)Precision =
TP

TP + FP

(24)Recall =
TP

TP + FN

(25)F1 score = 2 ∗
precision ∗ recall

precision + recall
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Table 9  Values of parameters for different classifiers

Classifier Parameter Description Value

 Neural net-
work

Hidden_
layer_
sizes

Count of neurons in the ith hid-
den layer

100

Activation Activation function for the hid-
den layer

Tanh

 2–4 Alpha Regularization term parameter 0.001
Learn-

ing_rate
Learning rate schedule for 

weight updates
Adaptive

Solver Solver for weight optimization SGD
K nearest 

neighbor
n_neigh-

bors
Number of neighbors to use 5

 Support vector 
machine

C Regularization parameter 1.0
Kernel Kernel type Poly
Probabil-

ity
Enable probability estimates True

Gamma Kernel coefficient 0.1658 (Australian dataset), 0.1221 
(German dataset), 0.02631 (Taiwan 
dataset)

Random forest n_estima-
tors

Number of trees in the forest 200

decline in performance. Another observation is that the performance of Ran-
dom Forest Algorithm is significantly better than the rest of the individual clas-
sifiers in terms of metrics—accuracy, precision and F1 score, Support Vector 
Machine in recall. Results for Taiwan dataset are shown in Table  11. For the 

Fig. 4  Comparison of accuracy
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German Credit dataset, the performance of all individual classifiers as tested in 
our experiments is displayed in Table 12. The following inferences can be made 
from observations of the models’ performance: Gradient Boosting and Random 
Forest outperform the rest of the classifiers on accuracy and F1 score metrics. 
Logistic Regression and Random Forest perform well in terms of precision, 
recall, and AUC as well. In tandem with the Australian dataset, the Random 
Forest model outperforms others in the precision metric score, while the SVM 
model outperforms on the recall metric on the German Dataset.

Fig. 6  Comparison of recall

Fig. 5  Comparison of precision
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For Taiwan dataset, the Gradient Boosting model outperforms others in the 
precision metric score, while the Naive Bayes model outperforms on the recall 
metric of both Autralian and German dataset.

Fig. 7  Comparison of F1 Scores

Fig. 8  Comparison of AUC 
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5.2  Classification results of ensemble classifiers

Individual classifiers yield good results for all the Australian and German along with 
Taiwan dataset, but most researchers have used an ensemble of individual classi-
fiers. Using a mixture of multiple base learners can assist reducing variance and 
bias, and hence increase the accuracy of predictions. In this research, we examine 
the performance of various proposed ensemble approaches, such as Tree-Based 

Table 10  Comparison of 
results of different models over 
Australian Credit Dataset

Algorithm Accuracy Precision Recall F1 score AUC 

Decision tree 0.805 0.798 0.781 0.788 0.807
KNN 0.794 0.813 0.729 0.767 0.862
Naive Bayes 0.739 0.834 0.579 0.663 0.860
SVM 0.849 0.825 0.861 0.842 0.921
Random forest 0.870 0.874 0.844 0.858 0.935
Gradient boosting 0.866 0.859 0.854 0.856 0.933
Logistic regression 0.858 0.840 0.860 0.850 0.926
MLP 0.828 0.827 0.799 0.812 0.896

Table 11  Comparison of results of different models over Taiwan credit dataset

Algorithm Accuracy Precision Recall F1 score AUC 

Decision tree 0.724646 0.383566 0.412779 0.397538 0.612760
KNN 0.746465 0.349367 0.175882 0.233901 0.596862
Naive Bayes 0.384040 0.247821 0.882347 0.3868822 0.674081
SVM 0.779838 0.000000 0.000000 0.000000 0.584741
Random forest 0.816545 0.647927 0.365800 0.467442 0.765633
Gradient boosting 0.820323 0.669441 0.363646 0.471151 0.781185
Logistic regression 0.779778 0.245000 0.000228 0.000456 0.645162
MLP 0.689152 0.374586 0.356418 0.299416 0.634567

Table 12  Comparison of results 
of different models over German 
credit dataset

Algorithm Accuracy Precision Recall F1 score AUC 

Decision tree 0.675 0.774 0.752 0.762 0.628
KNN 0.720 0.760 0.874 0.813 0.718
Naive Bayes 0.726 0.814 0.785 0.799 0.753
SVM 0.745 0.768 0.909 0.832 0.784
Random forest 0.755 0.780 0.904 0.837 0.780
Gradient boosting 0.762 0.795 0.886 0.838 0.779
Logistic regression 0.757 0.793 0.882 0.835 0.778
MLP 0.720 0.787 0.8178 0.802 0.725
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Dynamic Ensemble (Xia et al. 2020), B-Stacking approach (Xia et al. 2018), Semi-
Supervised Selective Ensemble (Xiao et al. 2020) and Enhanced Outlier adaptation 
(Zhang et al. 2021) to show that ensemble classifiers outperform solo classifiers on 
credit scoring datasets. Tables 10 and 12 demonstrate the results of some popular 
ensemble approaches on all Australian and German as well as Taiwan datasets. The 
data shows that all other ensemble classifiers outperform most individual classifiers 
on most parameters across both datasets. The proposed model approach was the best 
performer overall.

5.3  Performance of the proposed SCMVE approach

The results in Tables 10 and 12 show that the classification method described in this 
research performs significantly better than other singular or hybrid ensemble clas-
sifier on all the Australian and German as well as the Taiwan dataset. A soft voting 
metaheuristic approach is proposed by our model. It entails examining the perfor-
mance of different models by training them on clusters and producing significantly 
enhanced results.

While the proposed model outshines all other classifiers across the evaluation 
metrics by a large margin for the Australian dataset (Fig. 9), the signifanct achieve-
ment of this paper and the proposed model is the subsequent improvement of per-
formance in the German dataset (Fig.  10) and Taiwan dataset, where our model 
demonstrates an overall upgradation in results achieved through our cluster-based 
metaheuristic approach. 

Further, on experimentation with the selection of the various fitness functions 
as referenced in Table 3, we observe a variation in the performance in accordance 
with the usage of each fitness function as shown in Figs. 11 and 12. This approach 
of finding the most suitable fitness function has been highlighted in Huang et al. 

Fig. 9  Comparison of accuracy on Australian dataset
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(2019) wherein the parameter optimization methods for metaheuristic algorithms 
have been studied. We observe that although the fitness function MTD-1 performs 
better in most aspects, it fails to provide a consistent AUC score. Hence, to ensure 
simplicity of the model and a consistent performance, the fitness function MAE 
was chosen.

Fig. 10  Comparison of accuracy on German dataset

Fig. 11  Variation of precision and recall with the fitness function used on the Australian dataset
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5.4  Comparison of SCMVE with other approaches of credit scoring

For credit scoring, a variety of single classifiers and ensemble-based approaches 
have been developed. On the German and Australian datasets, Table  13 com-
pares a few credit rating techniques. Table  14 on the other hand compares few 
credit rating techniques over Taiwan dataset. SCMVE clearly outperforms other 
approaches, such as tree-based dynamic heterogeneous ensemble method, multi-
stage ensemble model with enhanced outlier adaptation, credit scoring model 
based on ensemble feature selection and multilayer ensemble classification and 
Multi-Stage Self-Adaptive Classifier Ensemble Model.

Further, models like LWV (Tripathi et al. 2019) and BLOF (Zhang et al. 2021) 
which come close to our model performance on the Australian dataset, fail to 
show similar state-of-the-art performance in the German Credit Data Set.

Our usage of the recent sailfish optimizer helps us in reducing computational 
time. This works better in comparison to the works of Xia et al. (2020) where the 
tree-based architecture can lead to increased computational complexity requiring 
GPU usage, demands that were not required in our model.

Most existing works, such as that of Tripathi et al. (2019) embed feature selection 
into their model to increase their model efficiency. This can lead to some feature 
of data points not being used in the final output, even though they might be repre-
sentative of the sample space. We overcome this issue through the usage of a Self 
Organising Map. Our model, instead of using feature selection, sections the data into 
distinct clusters with their own unique properties and feature representations. We 
then use our classification model on each cluster so that we utilize all the features 

Fig. 12  Variation of accuracy, F1 Score, and AUC Score with the fitness function used on the Australian 
dataset
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of each cluster to generate an output, thus not ignoring any feature that might be 
distinctly representative in a particular cluster. Credit scoring has outlier issues and 
most works have to engineer outlier detection algorithms to overcome the situation. 
Examples of this are present in the works of Zhang et al. (2021, 2021) Our usage of 
an ensemble classifier, combined with the clusters formed through the SOM helps 
us overcome outliers in the sample space since the result of multiple base classifiers 
perform better on outlier detection as opposed to singular classification models.

6  Conclusion and future work

Credit scoring is an important parameter in helping firms distinguish between cus-
tomers with excellent and bad credit scores in order to reduce risk and improve prof-
itability. Although numerous credit scoring techniques have been developed, our 
approach outperforms them and showed statistical improvement in terms of various 
performance measures on all Australian, German and Taiwan datasets. Our model 
SCMVE successfully utilizes self-organizing maps (SOM) and a soft voting-based 
ensemble classifier to create a hybrid model built for classification tasks of credit 
scoring. Multi-layer clustering of the dataset enhances the performance of our model 
by clustering similar data. The final classification is done using a weighted ensem-
ble classifier. The weights are appropriately generated using the Sailfish Optimizer 
based on the predictive capabilities of the individual classifiers. The model gives an 
accuracy of 95.59% on the Australian dataset and 87% on the German credit dataset 
as well as 82.8% on the Taiwan credit dataset.

Future research can concentrate on improving the model’s accuracy and effi-
ciency through the selection of appropriate features. This can be achieved by incor-
porating data from various sources and evaluating the model’s performance in real-
life applications. It is important to prioritize the safety and fairness of the model 
to avoid discrimination and biases. By addressing these aspects, researchers can 
advance the field of machine learning and create more reliable and unbiased models.
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