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Abstract
We examine a manufacturing system that operates under an (s, S) or base stock pro-
duction control policy. The system is subjected to periodic inspections to determine 
its deterioration stage. Based on that information, it is decided whether to maintain 
the system or not by a threshold-type policy. The system breaks down if it experi-
ences a degradation at the last deterioration stage. At that time, a repair is initiated 
to restore the system to the good-as-new state. We develop Markov chain models of 
the examined system and derive mathematical expressions for a series of relevant 
performance metrics. We define an expected cost function that includes production, 
inventory, lost sales, repair, inspection, and maintenance costs. Furthermore, this 
research examines numerically the properties of the cost function and proposes a 
local search procedure for finding optimal control parameters in respect to minimiz-
ing the total cost. A series of numerical experiments is conducted in order to com-
pare alternative production/inspection/maintenance policies under varying system 
parameters. The performance of the proposed local search heuristic is also evaluated 
by comparing it with an exhaustive search procedure. Based on the experimental 
findings, this research provides insights regarding best production/inspection/main-
tenance control practices.
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1 Introduction

There are numerous examples of real-world manufacturing systems where many pro-
duction operations are functionally aggregated in a single stage. Relevant examples 
can be found in the technical textiles’ industry; e.g. the primary operations in a pro-
duction line that manufactures nonwovens (spunbonded, meltblown, needlepunched, 
etc.) are filaments extrusion, web formation and consolidation through mechanical, 
thermal or chemical treatment, winding in rolls and packaging or storage for further 
processing. Nonetheless, these operations are seamlessly grouped in an integrated 
production line, i.e. a single manufacturing stage that receives as input polyolefin 
granules mixed with additives according to the recipe and outputs technical fabrics. 
From a control point of view, this production stage can be treated as a single “mega 
machine” and the performance of this machine largely determines the overall per-
formance of the manufacturing system. As a consequence, the task of controlling/
managing this machine is of grave importance.

Manufacturing systems of this type have some defining characteristics which are 
cited hereafter. Due to the volume of production and the size of the equipment, the 
transition of the manufacturing system from idle to working state requires substan-
tial preparatory activities such as establishing the supply of raw materials, purging 
of the dies, setting the cooling systems online etc. Consequently, each new produc-
tion batch entails significant costs. The manufactured products are standardized and 
easy to store whereas the pressure to meet customer demand is high. As a result, 
holding costs are low in relation to lost sales costs. The adverse consequences of 
equipment failures are considerable because of the time/costs needed for conduct-
ing repairs and the related productivity drop. Preventive maintenance activities can 
be undertaken to prevent hard failures but they do not come without the associated 
costs. Because of the complexity that characterizes manufacturing systems of this 
type, inspections are needed so as to determine the current deterioration state accu-
rately. Inspections and maintenance actions are preferable to be scheduled when the 
system is idling in order to increase productivity on one hand, on the other hand 
most of the times accurate inspection and preventive maintenance are actions that 
cannot be achieved while the system is producing.

Motivated by the aforementioned type of manufacturing systems, we intro-
duce the Markovian model of a production/inventory system that consists of a sin-
gle stage. The system produces a single part type to satisfy random demand in the 
absence of backorders. The manufacturing system experiences deterioration failures 
and, at the occurrence of such a failure, its state degrades. The system transits from 
a deterioration stage to another, and if it undergoes a deterioration failure at the last 
deterioration stage, then it breaks down and ceases to be operational; at that time, 
a repair is initiated. The deterioration level of the system, with the exception of the 
situation where the manufacturing facility is broken down, is unknown. The system 
can be subjected to periodic inspections when the system is idling and at the end of 
each inspection the current deterioration state of the system can be observed. Since 
the inspections are not conducted based on a schedule, we can define this inspection 
policy as an opportunistic one. Based on the observed deterioration of the system, 
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a threshold-type maintenance policy determines whether preventive maintenance 
should be carried out or not. The manufacturing system operates under an (s, S) 
production control policy. A special case of the (s, S) mechanism, i.e. the base stock 
control policy is also considered.

The steady-state probabilities of the investigated system’s states’ are computed 
numerically. We provide mathematical formulations for multiple criteria that quan-
tify the system’s performance, namely production/inventory/lost sales costs as well 
as costs related to maintenance, inspections and repairs. The properties of the total 
cost function in respect to alternative inspection/maintenance/production control 
policies are studied; based on this analysis a local search procedure is proposed for 
optimizing the control parameters of the system. The system’s behavior in relation 
to alternative input parameters is investigated via a series of numerical experiments; 
the performance of the proposed heuristic procedure is also evaluated. The effect 
of deterioration failures in a manufacturing system implementing a push type (s, 
S) production policy, opportunistic inspection and condition based maintenance is 
studied in order to provide a stochastic model that allows the further investigation 
of the critical factors affecting the management of such systems. This article investi-
gates, and tries to offer managerial insights, for research questions such as:

• How do changes in, e.g. production rate and holding cost factors, affect the sys-
tem’s performance?

• Which is the best inspection/maintenance/production control policy for a given 
manufacturing system?

• In what situations do the costs of inspection/preventive maintenance action coun-
terbalance the related benefits?

• Why does some control policy outperforms another policy in certain production 
environments?

• How should the batch size be set in respect to production cost factors?
• Which is the best way to set the inventory parameters for a given deteriorating 

manufacturing system?
• Which cost components are pivotal in minimizing total cost?

The production/inventory system which is examined in this research has not been 
addressed in the relevant literature up to now. Analyses of relevant works together 
with an identification of the literature’s gaps are given in Sect.  2. Section  2 also 
states the gaps that are addressed by this research and the juxtaposition of this article 
with existing literature.

The structure of the remainder sections of this article is the following. In Sect. 3 
we offer the description of the investigated system and in Sect.  4 we develop the 
related Markov chain models. Expressions of several performance metrics and the 
total expected cost function are presented in Sect.  5. The numerical investigation 
of the cost function’s properties along with the proposed local search procedure 
is given in Sect.  6. Section  7 contains the numerical experiments and the associ-
ated analysis. The paper is concluded with Sect. 8, where some directions for future 
research are also provided.
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2  Related work

This paper studies an integrated production/inspection/maintenance control prob-
lem. Integrated or joint optimization problems pertaining to maintenance have 
been studied extensively over the years (e.g. refer to Zhou et  al. 2019; Li and 
Ma 2017; Xu and Xu 2016; Beheshti-Fakher et  al. 2016; Bajestani et  al. 2014; 
Yalaoui et  al. 2014; Kang et  al. 2018a, b). Relevant literature surveys can be 
found in the works of Ruschel et al. (2017) and Prajapati et al. (2012). The pro-
duction/inventory system and the underlying control problem which is studied in 
this article has not been addressed in the literature up to now. Nonetheless, some 
of its individual features can be found in existing works. In this section, we cat-
egorize publications that are most relevant to this article. Our aim is to show how 
this article is “positioned” in relation to existing works, demonstrate the gaps in 
the literature which are addressed by this research and highlight its contribution.

In this paper we examine a single machine system that produces a single part 
type, similarly to the works of Koutras et  al. (2017) and Iravani and Duenyas 
(2002). To model the manufacturing system in question, the commonly adopted 
formalism of Markov chains is used (indicatively refer to Cekyay and Ozekici 
2012; Rao and Naikan 2009; Liang and Parlikad 2015). We employ the machine 
deterioration scheme, according to which, the system’s condition is discretized 
using a number of deterioration stages (Pavitsos and Kyriakidis 2009; Kazaz and 
Sloan 2013; Xanthopoulos et al. 2015). Apart from the stage where the machine 
has experienced a hard failure, i.e. is broken down, its current deterioration is 
only made known by means of periodic inspections (Mousavi et al. 2017; Golma-
kani and Fattahipour 2011; Soemadi et al. 2014; Lee 2009).

Preventive maintenance activities are authorized on the basis of the current 
deterioration level of the machine, a scheme widely known as condition-based 
maintenance (Van and Berenguer 2012; Rausch and Liao 2010; Prajapati and 
Ganesan 2013; Jiang et  al. 2018; Peng et  al. 2020; Liu et  al. 2020; Raza et  al. 
2017). Relevant literature surveys regarding optimal management of such sys-
tems can be found in the works of Golmakani et al. (2011, 2012, 2014); Shuyuan 
Gan (2021). When the machine is broken down, repair, i.e. corrective mainte-
nance, activities are undertaken (Zhang and Sun 2018). Regarding the produc-
tion control component of the joint optimization problem which is addressed in 
this research, we examine (s, S)—type (Xanthopoulos et  al. 2017; Gosavi et  al. 
2004) and base stock—type (Axsater 2015; Cheng et al. 2011) policies. Produc-
tion (Axsater 2015; Cheng et  al. 2011; Peng and van Houtum 2016), inventory 
Lee (2009), lost sales (Cheng et al. 2011), inspections, maintenance (Wolter and 
Helber 2016; Najid et al. 2011) and repair costs are considered in this research.

The primary innovative characteristic of this research is that it studies the com-
bination of deterioration failures with periodic inspection and the implementation 
of the (s,S) policy. This is what distinguishes the paper from the existing litera-
ture; the contribution of this article can be summarized in the following points:
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• A novel model for a deteriorating manufacturing system is introduced.
• A cost function that incorporates several cost components is formulated.
• The properties of the cost function are investigated numerically and an efficient 

heuristic procedure for minimizing total cost is proposed.
• Alternative productions control policies are compared under the influence of 

opportunistic periodic inspections and condition based preventive maintenance.
• For given system configurations, the parameters that govern the production con-

trol, inspection and maintenance policies are optimized in respect to the cost 
function.

3  System description

In this section we define the deteriorating manufacturing system controlled by the 
(s, S) policy that forms the basis of this research. In the remainder of this article, we 
will refer to this system as (s, S) system for brevity.

The manufacturing system is comprised of a single machine and a finished goods 
buffer. It manufactures a single type of products. The supply of raw materials is 
assumed to be infinite, i.e. the machine never starves. The machine manufactures 
products one-by-one, with no preemption. The processing times are exponentially 
distributed with mean 1/λp. Manufactured products are stored in the finished goods 
buffer. The cost of storing one product in the buffer for one time unit is Ch.

Demand for finished goods is stochastic and the demand inter-arrival time 
is exponential with mean 1/λa. Upon a demand arrival, one unit of the product is 
requested. If there is available inventory, the demand is satisfied instantly, otherwise 
the demand is rejected. Rejecting a demand for a finished product costs Ca monetary 
units.

The machine deteriorates with usage, i.e. when it is working to manufacture prod-
ucts. If the machine is “good-as-new”, then it is considered to be in deterioration 
stage 0. If the machine is broken-down and under repair, then it is in deterioration 
stage d + 1. In the case where the current deterioration stage is 0 < i < d + 1, then the 
machine is deteriorated yet still operational. When operating, the system transits 
from stage i to stage i + 1 with rate λf, for i = 0, 1,…, d. This type of transition will 
be referred to as “deterioration failure” in the remainder of this paper. The transition 
time from one deterioration stage to another is exponential. When in stage d + 1, the 
machine cannot produce, it is under repair, and it transits to stage 0 (good-as-new) 
with rate μr. Repair times are exponential and a repair incurs a cost of Cr monetary 
units.

The system operates under a continuous-review (s, S) control policy which is 
described by two integer parameters s < S. The level of the finished goods buffer 
is monitored continuously and, at the time when it drops to s, a new production lot 
(batch) is initiated. Each production lot has a fixed cost of Cs monetary units. Once 
the production of a new batch has commenced, the machine manufactures products 
up to the point where there are S items in the finished goods buffer and then switches 
to idle state.
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In the special case where s = S − 1, the system operates under a base stock, or order-
up-to-S, or simply S control policy. A base stock policy is a simple, threshold-type con-
trol policy which is characterized by a single parameter, i.e. S: the machine idles as 
long as the finished goods inventory is greater than or equal to S, and produces other-
wise. A manufacturing system controlled by the base stock policy will be called base 
stock system in the remaining sections of this paper.

3.1  Periodic inspections and preventive maintenance

The model which was defined in Sect.  3 can be extended by considering periodic 
inspections of the machine’s state and preventive maintenance. In this sub-section we 
define the additional elements for this extension. This manufacturing system will be 
referred to as (s, S)—PM system (where PM stands for “preventive maintenance”), 
in the remainder of this article. Similarly, in the case where s = S − 1, we will refer to 
a base stock—PM system. Note that all assumptions and conventions used in Sect. 3 
apply here as well.

Unless the machine has broken down (i = d + 1), the current deterioration stage 
is unknown. It is determined by conducting periodic inspections of the manufactur-
ing system. An inspection can only be initiated when the machine is idling. The times 
between inspections are exponential and, when idling, the system transits to the “under 
inspection” state with rate λin. The cost for an inspection is Cin and its duration is an 
exponentially distributed random variable with mean 1/μin. It is noted that the assump-
tion regarding exponential times between inspections/duration of inspections is also 
adopted in Xanthopoulos et al. (2015), Golmakani and Fattahipour (2011) and Chen 
et al. (2003) among others.

Upon completion of an inspection, the current deterioration of the machine is estab-
lished. Based on that information, it can be decided to perform a preventive mainte-
nance or do nothing. A preventive maintenance costs Cm monetary units, has an expo-
nential duration with mean 1/μm and restores the machine to stage 0 (good-as-new). 
Maintenance decisions are made on the basis of a threshold-type maintenance policy:

where d is the number of deterioration stages, i is the current deterioration stage, 
and b is the parameter of the maintenance policy. It is noted that, when the sys-
tem transits to deterioration stage d + 1, the machine breaks down and repair actions 
are initiated immediately. It is reasonable to assume that no inspection is needed to 
determine the deterioration level at stage d + 1, since the machine does not have the 
ability to produce at that state.

IF b ≤ i ≤ d

perform preventivemaintenance

ELSE

do nothing
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4  Markov chain models

In this section we develop the continuous-time Markov chain model for the (s, S) 
and (s, S)—PM systems that were defined in Sects. 3 and 3.1, respectively. The state 
of the system is described by the tuple (i, j, k), where i = 0, 1,…, d + 1 is the deterio-
ration stage of the machine, j = 0, 1,…, S denotes the number of finished products in 
stock, and k symbolizes the machines state:

It is noted that the machine is “repaired” when the current deterioration stage 
is d + 1, i.e. the machine does not have the ability to produce. On the other hand, 
the machine is “maintained” if it is deteriorated, yet operational. Finally, note that 
the term “repair” in this article has the same meaning as “corrective maintenance” 
in some relevant works. The investigated manufacturing system is a discrete-event 
system, i.e. its state changes only at the occurrence of specific types of events. The 
only events that can occur in the (s, S) system are “demand arrival”, “production 
completion”, “deterioration failure” and “repair completion”. All of the aforemen-
tioned events can occur in the (s, S)—PM system, in addition to the events “inspec-
tion start”, “inspection completion”, and “maintenance completion”. In the follow-
ing sub-Sects. 4.1 and 4.2, π(i, j, k) symbolizes the steady-state probability of state 
(i, j, k).

4.1  (s, S) system

In this section we present the balance Eqs.  (2–14) that describe the Markov chain 
model of the deteriorating manufacturing system that was presented in Sect. 3.

Equations (2) and (3) pertain to states where the manufacturing system is idling. 
For example, Eq. (2) shows that, when in state (i, S, 0), the system exits that state 
with rate λa (since only the event of demand arrival can occur there). Furthermore, 
Eq. (2) shows that (i, S, 0) can only be reached from state (i, S − 1, 1), i.e. when the 
machine is working and the “production completion” event occurs.

Equations  (4–11) are related to states were the machine is currently operat-
ing to manufacture a new product. For example, Eqs. (4–5) show that the system 
exits state (i, 0, 1), i = 0, 1,…, d, with rate (λp + λf) since only the events “produc-
tion completion” and “deterioration failure” can occur in that state. It is reiter-
ated that no backorders are allowed, and since there is no inventory available in 
state (i, 0, 1), incoming demand is rejected leaving the system state unchanged. 
Furthermore, Eq. (5) shows that state (0, 0, 1) can be reached from (0, 1, 1) upon 
occurrence of the “demand arrival” event or from (d + 1, 0, 2) at the completion 

(1)k =

⎧
⎪⎪⎨⎪⎪⎩

0, if machine is idling

1, if machine is working

2, if machine is repaired

3, if machine is inspected

4, if machine is maintained
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of a repair activity. The derivation of all equations that pertain to states where 
the machine is working can be explained in a similar way.

Finally, Eqs.  (12–14) describe the state transitions that can occur in  situa-
tions where the machine is broken down and under repair. For example, Eq. (13) 

(2)�a�(i, S, 0) = �p�(i, S − 1, 1), i = 0, 1, 2,… ., d

(3)
�a�(i, j, 0) = �a�(i, j + 1, 0), i = 0, 1, 2,… ., d, j = s + 1, s + 2,… , S − 1

(4)
(�p + �f )�(i, 0, 1) = �a�(i, 1, 1) + �f�(i − 1, 0, 1), i = 1, 2,… , d

(5)(�p + �f )�(0, 0, 1) = �a�(0, 1, 1) + �r�(d + 1, 0, 2)

(6)

(�a + �p + �f )�(0, j, 1) = �a�(0, j + 1, 1) + �p�(0, j − 1, 1) + �r�(d + 1, j, 2),

j = 1, 2,… , s − 1 or j = s + 1, s + 2,… , S − 2

(7)

(�a + �p + �f )�(0, s, 1) = �a[�(0, s + 1, 1) + �(0, s + 1, 0)] + �p�(0, s − 1, 1)

+ �r�(d + 1, s, 2)

(8)
(�a + �p + �f )�(0, S − 1, 1) = �p�(0, S − 2, 1) + �r�(d + 1, S − 1, 2)

(9)

(�a + �p + �f )�(i, s, 1) = �a[�(i, s + 1, 1) + �(i, s + 1, 0)]

+ �p�(i, s − 1, 1) + �f�(i − 1, s, 1),

i = 1, 2, .., d

(10)

(�a + �p + �f )�(i, j, 1) = �a�(i, j + 1, 1)

+ �p�(i, j − 1, 1) + �f�(i − 1, j, 1),

i = 1, 2, .., d, j = 1, 2,… , s − 1

or i = 1, 2, .., d, j = s + 1,… , S − 2

(11)

(�a + �p + �f )�(i, S − 1, 1) = �p�(i, S − 2, 1)

+ �f�(i − 1, S − 1, 1), i = 1, 2,… , d

(12)�r�(d + 1, 0, 2) = �f�(d, 0, 1) + �a�(d + 1, 1, 2)

(13)
�a + �r)�(d + 1, j, 2) = �f�(d, j, 1) + �a�(d + 1, j + 1, 2), j = 1, 2,… ., S − 2

(14)(�a + �r)�(d + 1, S − 1, 2) = �f�(d, S − 1, 1)
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states that only demand arrival or repair completion can occur in state (d + 1, 
j, 2), j = 1, 2,…., S − 2. That state can be reached from state (d, j, 1) or from 
state (d + 1, j + 1, 2) at the occurrence of the “deterioration failure” or “demand 
arrival” events.

4.2  (s, S)—PM system

In this section we present the balance Eqs. (15–42) that describe the Markov chain 
model of the deteriorating manufacturing system with inspections and maintenance 
(Sect. 3.1).

Equations (15–20) describe the state transitions that can occur when the machine 
is idling. Note that in states with k = 0, there is always available inventory since S > 0 
by definition (refer to Sect. 3-system description). Furthermore, recall that inspec-
tions can only be initiated when the machine is idling (refer to Sect. 3.1). As a result, 
the system exits state (i, j, 0) with rate (λa + λin), as stated by (15–20). Next, we 
explain the derivation of (15); Eqs. (16–20) are derived in a similar way. There are 
three ways to transit to state (0, S, 0): upon the occurrence of “production comple-
tion” in state (0, S − 1, 1) or “inspection completion” is state (0, S, 3) or “mainte-
nance completion” in state (i, S, 4), i = b, b + 1,…, d. This is because, i) the machine 
switches to idle when the finished goods inventory reaches the threshold S by defi-
nition of the (s, S) control policy, ii) the completion of an inspection can never be 
followed by a maintenance when the machine is good-as-new (i = 0) and, iii) main-
tenance activities always restore the system to the good-as-new-state. These three 
ways to transit to state (0, S, 0) are described by the RHS of (15).

Equations (21–32) are related to states were the machine is currently operating to 
manufacture a new product. When the machine is working (k = 1) and there is avail-
able inventory (j ≠ 0) only the events of “production completion”, “demand arrival” 
and “deterioration failure” can occur thus, the system exits such a state with rate 
(λa + λp + λf). This situation is described by the LHS of (22–25), (27), (29–32). If 
there is no inventory, incoming demand is rejected and since the system state is not 
affected by the occurrence of “demand arrival”, such a state is exited with rate λp + λf 
(refer to LHS of Eqs. (21), (26), (28)). In the following, we analyze the derivation of 
the RHS of Eqs. (22) and (29); the rationale of deriving the remaining balance equa-
tions for states with k = 1 is similar. Equation (22) shows that, for i = 1, 2, …, b − 1, 
j = 1, 2, …., s − 1, state (i, j, 1) can be reached either from (i, j + 1, 1), or (i − 1, j, 1), 
or (i, j − 1, 1), or (i, j, 3) at the occurrence of event “demand arrival”, or “deteriora-
tion failure”, or “production completion”, or “inspection completion”, respectively. 
Note that, upon completion of an inspection, the machine starts to produce if the 
inventory is less than s (according to the (s, S) control policy) and no maintenance 
is initiated if the current deterioration is less than b (according to the threshold-type 
maintenance policy).

The RHS of (29) describes similar state transitions to that of Eq. (22) in respect 
to the occurrence of the events “demand arrival”, “production completion”, and 
“inspection completion”. Moreover, it shows that state (0, j, (1), j = 1, 2,…, s − 1, 
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can be reached upon “repair completion” in state (d + 1, j, (2) or “maintenance com-
pletion” in state (i, j, 4), i = b, b + 1,…, d.

(15)
(�a + �in)�(0, S, 0) =�p�(0, S − 1, 1) + �in�(0, S, 3) + �m[�(b, S, 4)+

+ �(b + 1, S, 4) +… .. + �(d, S, 4)]

(16)

(�a + �in)�(0, j, 0) = �a�(0, j + 1, 0) + �in�(0, j, 3) + �m[�(b, j, 4) + �(b + 1, j, 4)

+… .. + �(d, j, 4)], j = s + 1, s + 2, … .., S − 1

(17)
(�a + �in)�(i, S, 0) = �p�(i, S − 1, 1) + �in�(i, S, 3), i = 1, 2, … .., b − 1

(18)
(�a + �in)�(i, j, 0) = �a�(i, j + 1, 0) + �in�(i, j, 3),

i = 1, 2, … .., b − 1,

j = s + 1, s + 2, … .., S − 1

(19)(�a + �in)�(i, S, 0) = �p�(i, S − 1, 1), i = b, b + 1, … .., d

(20)
(�a + �in)�(i, j, 0) = �a�(i, j + 1, 0), i = b, b + 1,… , d,

j = s + 1, s + 2,… , S − 1

(21)
(�p + �f )�(i, 0, 1) = �a�(i, 1, 1) + �f�(i − 1, 0, 1) + �in�(i, 0, 3), i = 1, 2,… , b − 1

(22)
(�a + �p + �f )�(i, j, 1) = �a�(i, j + 1, 1) + �f �(i − 1, j, 1) + �p�(i, j − 1, 1) + �in�(i, j, 3),

i = 1, 2,… , b − 1, j = 1, 2,… , s − 1

(23)

(�a + �p + �f )�(i, s, 1) = �a[�(i, s + 1, 1) + �(i, s + 1, 0)] + �p�(i, s − 1, 1)

+ �f�(i − 1, s, 1) + �in�(i, s, 3), i = 1, 2,… ., b − 1

(24)

(�a + �p + �f )�(i, j, 1) = �a�(i, j + 1, 1) + �p�(i, j − 1, 1) + �f�(i − 1, j, 1),

i = 1, 2,… ., d, j = s + 1, s + 2,… ., S − 2 or

i = b, b + 1,… ., d, j = 1, 2,… ., s − 1

(25)
(�a + �p + �f )�(i, S − 1, 1) = �p�(i, S − 2, 1) + �f�(i − 1, S − 1, 1), i = 1, 2,… .., d

(26)
(�p + �f )�(i, 0, 1) = �f�(i − 1, 0, 1) + �a�(i, 1, 1), i = b, b + 1,… ., d

(27)

(�a + �p + �f )�(i, s, 1) =�a[�(i, s + 1, 1) + �(i, s + 1, 0)]

+ �p�(i, s − 1, 1) + �f�(i − 1, s, 1), i = b, b + 1,… , d
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(28)

(�p + �f )�(0, 0, 1) = �a�(0, 1, 1) + �in�(0, 0, 3) + �r�(d + 1, 0, 2)

+ �m[�(b, 0, 4) + �(b + 1, 0, 4) + … .. + �(d, 0, 4)]

(29)

(�a + �p + �f )�(0, j, 1) =�a�(0, j + 1, 1) + �p�(0, j − 1, 1) + �in�(0, j, 3) + �r�(d + 1, j, 2)

+ �m[�(b, j, 4) + �(b + 1, j, 4) +… .. + �(d, j, 4)], j = 1, 2,… , s − 1

(30)

(�a + �p + �f )�(0, s, 1) =�a[�(0, s + 1, 1) + �(0, s + 1, 0)] + �p�(0, s − 1, 1) + �in�(0, s, 3)

+ �r�(d + 1, s, 2) + �m[�(b, s, 4) + �(b + 1, s, 4) +… . + �(d, s, 4)]

(31)

(�a + �p + �f )�(0, j, 1) =�a�(0, j + 1, 1) + �p�(0, j − 1, 1)

+ �r�(d + 1, j, 2), j = s + 1, s + 2,… , S − 2

(32)(�a + �p + �f )�(0, S − 1, 41) = �p�(0, S − 2, 1) + �r�(d + 1, S − 1, 2)

(33)�r�(d + 1, 0, 2) = �f�(d, 0, 1) + �a�(d + 1, 1, 2)

(34)
(�a + �r)�(d + 1, j, 2) = �f�(d, j, 1) + �a�(d + 1, j + 1, 2), j = 1, 2, … ., S − 2

(35)(�a + �r)�(d + 1, S − 1, 2) = �f�(d, S − 1, 1)

(36)�in�(i, 0, 3) = �a�(i, 1, 3), i = 0, 1,… , d

(37)
(�a + �in)�(i, j, 3) = �a�(i, j + 1, 3), i = 0, 1,… ., d, j = 1, 2,… ., s

(38)
(�a + �in)�(i, j, 3) =�a�(i, j + 1, 3) + �in�(i, j, 0),

i = 0, 1,… ., d,

j = s + 1,… .., S − 1

(39)(�a + �in)�(i, S, 3) = �in�(i, S, 0), i = 0, 1,… .., d

(40)�m�(i, 0, 4) = �in�(i, 0, 3) + �a�(i, 1, 4), i = b, b + 1,… , d

(41)(�m + �a)�(i, S, 4) = �in�(i, S, 3), i = b, b + 1,… ., d

(42)
(�m + �a)�(i, j, 4) =�in�(i, j, 3) + �a�(i, j + 1, 4),

i = b, b + 1,… ., d,

j = 1, 2,… ., S − 1
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Equations  (33)-(35) are associated with states where the manufacturing is 
undergoing a repair. For example, Eq. (33) shows that when the machine is bro-
ken-down (i = d + 1) and there is no available inventory (j = 0) the only event that 
can cause the system to exit that state is the “repair completion”. Note that, in 
the absence of finished goods inventory, incoming demand is rejected, and so, 
the system state does not change. Equation (33) also states that the system tran-
sits to state (d + 1, 0, 2) from states (d,0,1) and (d + 1,1,2) with rate λf and λa, 
respectively.

Equations  (36)–(39) describe the state transitions that can occur when the 
machine is being inspected. For example, the LHS of (38) shows that system exits 
that particular states with rate (λa + μin), since there is available inventory and the 
machine is under inspection (no other events can occur besides “demand arrival” 
and “inspection completion”). The RHS of (38) shows that state (i, j, 3), i = 0, 1,…., 
d, j = s + 1,….., S − 1 can only be visited from states (i, j + 1, 3) and π(i, j, 0) at the 
occurrence of “demand arrival” and “inspection start” events (recall from Sect. 3.1 
that an inspection can initiated only if the machine is idling at that time).

Finally, Eqs.  (40)–(42) pertain to states where the manufacturing system is 
undergoing a maintenance. For instance, Eq.  (40) shows that the only event that 
can change the current system state is “maintenance completion”, since the finished 
goods inventory is 0. Moreover, (40) shows that the system transits from states (i, 0, 
3) and (i, 1, 4) to (i, 0, 4), i = b, b + 1, …, d, with rates μin and λa, respectively. Recall 
from Sect. 3.1 that if the current deterioration is found to be greater than b − 1 at an 
inspection, then maintenance is authorized.

5  Cost function

The steady-state probabilities π(i, j, k) of the two Markov chain models that were 
described in Sects. 4.1 and 4.2 can be computed by solving the related linear system:

subject to the equality constraint:

where πT is the row vector of all steady-state probabilities, 0 is a vector with all its 
elements equal to 0, and Q is the transition rate matrix. Q is a square matrix and its 
non-diagonal elements are the rates with which the system transits from one state 
to another. The inner products �TQj are equal to 0, where Qj is the j − th column 
vector of matrix Q. Clearly, the transition rate matrices for both systems that were 
described in Sects. 4.1 and 4.2 can be straightforwardly found by the respective bal-
ance equations.

(43)�
TQ = �

(44)
∑

i

∑
j

∑
k
�(i, j, k) = 1
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Having calculated all the steady-state probabilities, we can access the total 
expected cost of the manufacturing system’s operation which consists of six compo-
nents: holding costs, production costs, lost sales costs, repair costs, inspection costs, 
and maintenance costs.

5.1  Cost function of (s, S) system

The total expected cost JsS of the (s, S) system is a function of the average inventory 
and of the rate with which i) demand is rejected, ii) new production batches are initi-
ated, iii) repairs are conducted.

More specifically, incoming demand is discarded whenever there is no available 
inventory of finished goods (j = 0), and therefore, the demand rejection rate Ra,sS is 
written as:

The production of a new lot (or batch) is initiated whenever the machine is idling 
and the occurrence of a demand arrival causes the finished goods inventory to drop 
to the re-order threshold s. Consequently, the rate with which new production lots 
are initiated is:

A repair is initiated whenever the machine loses its ability to operate, i.e. a “dete-
rioration” failure occurs while in a state with i = d. Therefore, the rate with which 
“hard failures” occur equals the rate with which repair activities are authorized:

Finally, the average inventory H is obtained by averaging over all possible inven-
tory levels, deterioration stages and machine states:

Our goal is to minimize the total expected cost JsS which is a function of all event 
occurrence rates, control policy parameters etc., and is formulated as:

where Ca is the cost/demand rejection, Ch is the holding cost/finished product/time 
unit, Cr is the cost/repair and Cs is the production cost/batch.

(45)Ra,sS = �
a

[∑d

i=0
�(i, 0, 1) + �(d + 1, 0, 2)

]

(46)Rs,sS = �a

∑d

i=0
�(i, s + 1, 0)

(47)Rr,sS = �f

∑S−1

j=0
�(d, j, 1)

(48)
HsS =

∑d

i=0

∑S

j=s+1
(j�(i, j, 0)) +

∑d

i=0

∑S−1

j=1
(j�(i, j, 1))+

∑S−1

j=1
(j�(d + 1, j, 2))

(49)JsS = CaRa,sS + CsRs,sS + CrRr,sS + ChHsS
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5.2  Cost function of (s, S)—PM system

The total expected cost JsSPM of the (s, S)—PM system has the additional inspection 
and maintenance cost components, in relation to the total cost of the (s, S) system.

The derivation of the demand rejection rate Ra,sSPM is similar to that of the (s, S) 
system:

The production of a new batch is started in situations where the machine switches 
to the “working” state either from “idle”, or “inspected”, or “maintained” state. It 
follows that the rate of initiating new production lots (batches) can be written as:

The rate of repairs Rr,sSPM for the (s, S)—PM system equals the analogous rate 
Rr,sS of the (s, S) system, since the machine can experience a deterioration failure 
only while working:

As stated in Sect. 3.1, inspections of the manufacturing system can be initiated 
only when the machine is idling thus, the rate with which inspections are authorized 
is:

According to the maintenance policy, a preventive maintenance follows an 
inspection only if the current deterioration stage of the system is found to be greater 
than or equal to the maintenance threshold b (refer to Sect. 3.1). Therefore, the rate 
of conducting maintenance actions is:

Finally, the average inventory HsSPM for the (s, S)—PM system can be written as:

and the total expected cost JsSPM becomes:

(50)
Ra,sSPM = �

a

[∑d

i=0
(�(i, 0, 1) + �(i, 0, 3)) +

∑d

i=b
�(i, 0, 4) + �(d + 1, 0, 2)

]

(51)
Rs,sSPM = �a

∑d

i=0
�(i, s + 1, 0) + �in

∑b−1

i=0

∑s

j=0
�(i, j, 3) + �m

∑d

i=b

∑s

j=0
�(i, j, 4)

(52)Rr,sSPM = �f

∑S−1

j=0
�(d, j, 1)

(53)Rin,sSPM = �in

∑d

i=0

∑S

j=s+1
�(i, j, 0)

(54)Rm,sSPM = �in

∑d

i=b

∑S

j=0
�(i, j, 3)

(55)

HsSPM =
∑S

j=s+1

(
j
∑d

i=0
�(i, j, 0)

)
+
∑S−1

j=1

(
j
∑d

i=0
�(i, j, 1)

)
+
∑S−1

j=1
(j�(d + 1, j, 2))+

+
∑S

j=1

(
j
∑d

i=0
�(i, j, 3)

)
+
∑S

j=1

(
j
∑d

i=b
�(i, j, 4)

)

(56)
JsSPM = CaRa,sSPM + CsRs,sSPM + CrRr,sSPM + CinRin,sSPM + CmRm,sSPM + ChHsSPM
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Table 1  Best cost and parameters of examined control policies for varying levels of λp and μr

λp μr Base stock system (S) s, S system (s, S) Base stock—PM 
system (S, b, λin)

s, S—PM 
system (s, S, 
b, λin)

11 1 24.7614
(9)

21.5769
(0, 6)

21.7771
(5, 2, 4.527)

18.4623
(0, 5, 2, 2.863)

13 1 25.4069
(7)

20.0836
(0, 7)

21.2554
(6, 2, 4.05)

16.6376
(0, 6, 2, 2.514)

15 1 26.0382
(5)

18.869
(0, 7)

21.4037
(5, 2, 3.297)

15.2549
(0, 7, 2, 2.206)

17 1 26.5874
(5)

17.8736
(0, 7)

21.8638
(5, 2, 2.899)

14.2111
(0, 7, 2, 1.908)

19 1 27.0237
(4)

17.046
(0, 7)

22.3994
(5, 3, 2.843)

13.3743
(0, 7, 3, 1.85)

21 1 27.4232
(4)

16.3485
(0, 7)

22.9044
(4, 3, 2.472)

12.7499
(0, 7, 3, 1.672)

23 1 27.8044
(4)

15.753
(0, 7)

23.3917
(4, 3, 2.323)

12.2657
(0, 7, 3, 1.522)

15 0.5 34.1758
(4)

27.5995
(0, 5)

24.1244
(4, 2, 4.238)

18.124
(0, 5, 2, 3.131)

15 1.5 22.668
(6)

15.2349
(0, 7)

20.0559
(6, 3, 2.941)

13.5903
(0, 7, 3, 1.696)

15 2 20.8521
(6)

13.2427
(0, 8)

19.213
(6, 3, 2.492)

12.529
(1, 8, 3, 1.305)

15 2.5 19.7369
(6)

11.9817
(1, 8)

18.6581
(6, 4, 2.24)

11.694
(1, 8, 4, 0.935)

15 3 18.9904
(6)

11.1158
(1, 8)

18.2048
(6, 4, 2.009)

11.032
(1, 8, 4, 0.552)

15 3.5 18.4547
(5)

10.4909
(1, 8)

17.8739
(6, 4, 1.82)

10.4799
(1, 8, 5, 0.227)

Fig. 1  Indicative cost surfaces for the (s, S) system (on the left) and for the (s, S)—PM system (on the 
right)
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where Ca, Ch, Cr, Cs, Cin and Cm are the cost factors of the components of the total 
cost function (refer to Table 1 for detailed descriptions).

6  Optimization

The control parameters of the (s, S) system are the non-negative integer thresholds s 
and S. The (s, S)—PM system (refer to Sect. 3.1) has two additional control param-
eters, namely the threshold b of the maintenance policy and the rate λin at which 
inspections of the manufacturing system are carried out.

In this section we investigate numerically the properties of the cost function in 
respect to the aforementioned control parameters. Our aim is to utilize this analysis 
so as to develop a computationally efficient procedure for finding the control param-
eter values that minimize the total cost function. For the numerical experiments we 
consider a system that is described by the following variables: d = 5, λa = 10, λp = 15, 
λf = 2, μr = 1, μin = 8, μm = 4, Ca = 2, Cs = 3, Cr = 30, Cin = 4, Cm = 6, Ch = 1.

For the (s, S) system, the total cost function in respect to control parameters s 
and S is depicted on the left side of Fig. 1. It is seen that the cost function is uni-
modal and that there is a unique minimum for this particular instance at the point (s, 
S) = (2, 10). The shape of the cost function for the model with inspections and main-
tenance is shown on the right side of Figs. 1 and 2.

The visualization of the total cost is difficult in this case due to the fact that there 
are four decision variables. More specifically, one cannot infer straightforwardly 
whether the cost function is unimodal or multimodal by simple visual inspection. 
Nonetheless, one can gain insight on the properties of the function and observe 
some similarities between the system with inspections/maintenance and the one 
without. E.g. the cost function exhibits a similar behavior in relation to the varia-
tion of parameter S in both cases. Finally, note that, the structure of the cost function 
for the special cases where the manufacturing system operates under a base stock 
policy, i.e. s = S − 1 can also be inferred from Figs. 1 and 2.

Fig. 2  Indicative cost surfaces for alternative decision variables, for the (s, S)—PM system
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In light of the numerical investigation of the total cost function, we propose a 
computationally efficient procedure for obtaining the optimal or near-optimal con-
trol parameters s, S and b, λin:

In steps 1–4 of the procedure, n is the number of decision variables and x is a 
candidate solution to the optimization problem. For a candidate solution to be fea-
sible the following inequalities must hold: s >  − 1, s < S, λin > 0 and 0 < b < d + 1. 
These relationships are derived straightforwardly from the system description 
(Sect. 3). Furthermore, in step 1a of the procedure, bound constraints on the max-
imum values of S and λin can be defined so as to limit the search to reasonable 
values for these parameters. In step 3 of the procedure, if some neighbor of x is 
infeasible, then its associated cost is + ∞.

The proposed search procedure is a local search algorithm with minimal 
requirements in terms of computational burden. Initially, a feasible, candidate 
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solution is set arbitrarily. Then, the neighborhood of the candidate solution is 
examined. The neighbor that offers the greatest reduction of the cost function is 
selected as the next candidate solution. The procedure continues to iterate up to 
the point where no further improvement can be achieved, in terms of the cost 
function value.

Provided that the cost function is unimodal and that the steps of the search 
� =

(
�1, �2, ...., �n

)
 are small enough, the proposed procedure will converge to the 

optimal solution. If the objective function is multimodal, however, the procedure 
might get trapped in a local minimum and produce sub-optimal results. In Sect. 7.3, 
we elaborate on the performance of the proposed procedure and of the cost func-
tion’s properties by analyzing an extended set of numerical experiments.

7  Results

In this section, we examine, in terms of total expected cost, the (s, S), base stock, 
(s, S)—PM and base stock—PM systems. It is reiterated that the (s, S) system is 
the deteriorating manufacturing system controlled by the (s, S) policy which was 
described in Sect. 3. The (s, S)—PM system is the system which is subjected to peri-
odic inspections and preventive maintenance activities (refer to Sect. 3.1 for detailed 
description). Finally, the base stock and base stock—PM systems are the counter-
parts of the (s, S) and (s, S)—PM systems for s = S − 1 (see also Sects. 3 and 3.1).

The total expected cost for each manufacturing system is obtained by solving the 
associated Markov chain numerically. The best cost and best control parameters for 
each system are found by means of the local search procedure that was described in 
Sect. 6. The parameters of the local search procedure where set as follows: the steps 
δ1, δ2,… were selected to be 1 and 0.001 for the discrete (b, s, S) and the continuous 
(λin) decision variables, respectively. The search space for variables S and λin was set 
to Axsater (2015); Li and Ma 2017) and [0.1, 5] following some pilot experiments 
that were used to determine the reasonable values for the series of experiments that 
are reported in this article. All feasible values for decision variables s and b were 
considered, i.e. d + 1 > b > 0, s > −1 and s < S (or s = S − 1). The initial point for the 
search was selected at random.

To assess the performance of the alternative control policies, we define initially 
a “base” instance of the examined manufacturing system: d = 5, λa = 10, λp = 15, 
λf = 2, μr = 1, Ca = 4, Cs = 3, Cr = 30, Ch = 1 (and μin = 8, μm = 4, Cin = 4, Cm = 6 where 
applicable).

Using the base instance as a starting point, we examine the behavior of each con-
trol policy for various levels of the system parameters λp, μr, Ch, Ca, Cs and Cr by 
adjusting these parameters one at a time. The best control parameter values for all 
control policies and all manufacturing system instances are presented in Tables 1, 2 
and 3. The associated total expected costs are provided in the aforementioned tables 
and also presented graphically in Figs. 3, 4 and 5.
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7.1  Effect of system parameters on total expected cost

From Figs. 4 and 5, it is seen that the total expected cost is an increasing function 
of the cost factors Ch, Ca, Cs and Cr. The base stock and base stock—PM systems 
are considerably more sensitive to increases of the cost/batch factor Cs, compared 
to (s, S) and (s, S)—PM. This is due to the fact that production batches in a sys-
tem that is controlled by a base stock policy are significantly smaller than the 
batches of a system controlled by an (s, S) policy. Consequently, in a base stock 
system, the number of produced batches is higher and additional production costs 
are incurred.

On the other hand, the base stock and (s, S) systems are significantly more sen-
sitive in respect to the cost/repair factor Cr, in relation to the (s, S)—PM and base 
stock—PM systems. This can be attributed to the fact that hard failures/repair 
activities can be prevented by frequently maintaining the manufacturing system 
and thus, achieving substantial repair cost savings.

Table 2  Best cost and parameters of examined control policies for varying levels of Ch and Ca

Ch Ca Base stock system (S) s, S system (s, S) Base stock—PM 
system (S, b, λin)

s, S—PM 
system (s, S, 
b, λin)

0.6 2 24.5156
(8)

17.7291
(0,9)

19.9266
(7, 2, 3.568)

14.1059
(0, 8, 2, 2.241)

0.8 2 25.3502
(6)

18.3381
(0,8)

20.6952
(6, 2, 3.47)

14.6952
(0, 7, 2, 2.215)

1 2 26.0382
(5)

18.869
(0,7)

21.4037
(5, 2, 3.297)

15.2549
(0, 7, 2, 2.206)

1.2 2 26.6203
(5)

19.3613
(0,6)

22.0006
(5, 2, 3.308)

15.7405
(0, 6, 2, 2.147)

1.4 2 27.163
(4)

19.8046
(0,6)

22.5975
(5, 2, 3.319)

16.2184
(0, 6, 2, 2.141)

1.6 2 27.6172
(4)

20.2479
(0,6)

23.1301
(4, 2, 3.038)

16.6509
(0, 5, 3, 2.233)

1.8 2 28.0715
(4)

20.6283
(0,5)

23.5946
(4, 2, 3.047)

17.0473
(0, 5, 3, 2.229)

1 1 24.0595
(4)

16.3866
(0,6)

20.0245
(4, 2, 2.977)

13.1391
(0, 5, 3, 2.187)

1 1.5 25.0691
(5)

17.6523
(0,6)

20.7109
(5, 2, 3.259)

14.2351
(0, 6, 2, 2.112)

1 2.5 26.9381
(6)

20.0418
(0,8)

22.0095
(6, 2, 3.534)

16.1706
(1, 7, 2, 2.431)

1 3 27.8126
(6)

21.1091
(1,8)

22.5882
(6, 2, 3.584)

16.9656
(1, 8, 2, 2.493)

1 3.5 28.6252
(7)

22.0945
(1,9)

23.1662
(6, 2, 3.631)

17.7035
(1, 8, 2, 2.547)

1 4 29.4214
(8)

23.0492
(2,10)

23.6719
(7, 2, 3.826)

18.366
(2, 8, 2, 2.756)
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Table 3  Best cost and parameters of examined control policies for varying levels of Cs and Cr

Cs Cr Base stock system (S) s, S system (s, S) Base stock—PM 
system (S, b, λin)

s, S—PM 
system (s, S, 
b, λin)

1 30 20.1163
(3)

17.7244
(0, 5)

15.944
(4, 2, 2.634)

13.9208
(0, 5, 3, 2.264)

2 30 23.1923
(4)

18.3578
(0, 6)

18.7864
(5, 2, 3.069)

14.6424
(0, 6, 2, 2.165)

3 30 26.0382
(5)

18.869
(0, 7)

21.4037
(5, 2, 3.297)

15.2549
(0, 7, 2, 2.206)

4 30 28.7294
(6)

19.3147
(0, 8)

23.8392
(6, 2, 3.748)

15.7683
(0, 7, 2, 2.194)

5 30 31.2913
(7)

19.701
(0, 8)

26.2075
(7, 2, 4.168)

16.2608
(0, 8, 2, 2.198)

6 30 33.7353
(8)

20.0545
(0, 9)

28.4385
(7, 2, 4.473)

16.6961
(0, 8, 2, 2.187)

7 30 36.0702
(9)

20.3861
(0,9)

30.5227
(8, 1, 4.913)

17.1276
(0, 9, 2, 2.162)

3 22 23.1299
(6)

16.1546
(0, 7)

20.3368
(6, 3, 3.074)

14.0851
(0, 7, 3, 1.89)

3 26 24.5968
(6)

17.5118
(0, 7)

20.915
(6, 2, 3.216)

14.7307
(0, 7, 2, 1.996)

3 34 27.4714
(5)

20.2263
(0, 7)

21.8474
(5, 2, 3.53)

15.7092
(0, 6, 2, 2.34)

3 38 28.9046
(5)

21.5735
(0, 6)

22.2743
(5, 2, 3.741)

16.1358
(0, 6, 2, 2.507)

3 42 30.3378
(5)

22.9013
(0,6)

22.6872
(5, 2, 3.935)

16.5464
(0, 6, 2, 2.657)

3 46 31.771
(5)

24.229
(0,6)

23.0883
(5, 2, 4.115)

16.9442
(0, 6, 2, 2.793)

Fig. 3  Performance of alternative control policies for various production rates (on the left) and repair 
rates (on the right)
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A similar argument can explain the increased sensitivity of the base stock 
and (s, S) systems in terms of the repair rate μr, compared to the (s, S)—PM 
and base stock—PM systems (refer to Fig.  3). As expected, the total expected 
cost is observed to be a decreasing function of μr, since the quicker repairs are 
conducted, the less time is the manufacturing system down. As a result, fewer 
demands are rejected due to stock-outs and fewer lost sale costs are incurred.

From the left side of Fig. 3, it is seen that the total expected cost is a decreasing 
function of λp for the (s, S), (s, S)—PM systems but this property does not hold for 
the base stock-type systems.

This is because, in a manufacturing system controlled by the (s, S) or base stock 
policy, the increase of the production rate allows for less stock to be held so as to 
meet demand thus, holding costs are diminished. Nonetheless, in a system controlled 
by the base stock policy, increasing the production rate causes the size of batches to 

Fig. 4  Performance of alternative control policies for various levels of Ch (on the left) and Ca (on the 
right)

Fig. 5  Performance of alternative control policies for various levels of Cs (on the left) and Cr (on the 
right)
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become even smaller (for a specific demand level). Therefore, total production is 
split up in additional batches resulting in increased production related costs.

7.2  Performance of alternative control policies

Clearly, the ranking of the alternative control systems is largely affected by the 
arrival rate, the production rate, the cost parameters of the objective function etc. For 
example, if the inspection costs are very high, then the base stock and (s, S) systems 
are more likely to outperform their counterparts that entail inspections and main-
tenance. Nevertheless, we selected the parameters of all 37 problem instances that 
comprise this experimental study in such a way so as to simulate realistic situations.

E.g. the cost/repair is significantly higher than the cost/maintenance; the cost/
production batch is substantially higher than the holding cost/product/time unit etc. 
This way, the conclusions drawn from analyzing the experimental results are ren-
dered meaningful and of practical importance.

Our numerical results show that the (s, S)—PM system is superior to all alterna-
tive control schemes in all cases. The only situation where the performance of the 
(s, S)—PM system is comparable to another control policy, i.e. the (s, S) system, is 
the one where μr = 3.5 (refer to last row of Table 1 and on the right side of Fig. 3). 
In that case, the repair rate is relatively high and therefore, the benefits of preventive 
maintenance are counterbalanced by the related inspection/maintenance costs.

In all other cases, the observed superiority of the (s, S)—PM system can be 
attributed to two factors primarily: (a) increased system availability due to preven-
tive maintenance and (b) low production costs due to large batch sizes.

More specifically, maintenance actions prevent the system from experiencing 
hard failures and undergoing repairs. As a direct consequence, cost savings related 
to repair activities are achieved. Another important effect of preventive maintenance 
is the increase of the manufacturing system’s availability, i.e. the fraction of time 
that the machine is available to produce. Increased availability means that there is 
no need to hold excessive inventory to hedge against the demand, and this leads to 
decreased holding costs. Increased availability also leads to less frequent stock-out 
phenomena thus, decreased lost sales costs.

The production control policy of the (s, S)—PM results in relatively large batch 
sizes when compared to order point policies such as base stock. Large batches means 
fewer batches/decreased production costs and this explains to some extent the supe-
rior performance of (s, S)—PM.

From Tables 1, 2 and 3 and Figs. 3, 4 and 5, we can see that the base stock system 
is outperformed by all other control mechanisms in all cases. The reasons for that 
can be found on “mirror” arguments that explain the (s, S)—PM system’s favorable 
performance. For example, when production lot costs are significant, the base stock 
policy is not advisable because it leads to small, and consequently, many lots.

In this series of experiments, the (s, S) and base stock—PM systems rank second 
and third, respectively. The (s, S) system is outperformed in all cases by (s, S)—PM 
but has better performance than base stock—PM in 33 out of 37 cases.
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This is an indication that the production related costs largely outweigh other cost 
components in the evaluation of the total expected cost function. Moreover, exami-
nation of Tables  1, 2 and 3 shows that parameter S generally assumes larger val-
ues in the (s, S) system compared to the ones of the base stock—PM system. This 
means that, because of the control policies’ inherent characteristics, the maximum 
allowed inventory can be set to higher values in the (s, S) system leading to probably 
decreased lost sales costs.

The base stock—PM system outperforms base stock in all cases as well as the (s, 
S) system in cases where: i) the repair rate is dramatically lower than the mainte-
nance rate (μr = 0.5) or, ii) the production lot costs are rather negligible (Cs = 1) or, 
iii) the repair costs are very high (Cr = 42, Cr = 46).

7.3  Evaluation of proposed local search procedure

As stated in Sect. 6, the proposed local search procedure does not come with opti-
mality guarantees. In this section, we assess its usefulness by comparing it with an 
exhaustive search procedure. More specifically, we compare all results that are pre-
sented in Tables 1, 2 and 3 and were produced by the proposed heuristic to the anal-
ogous results that were produced by an exhaustive search procedure with the same 
parameters as the local search: S ∈ [1, 20] , �in ∈ [0.1, 5] and discretized using a step 
equal to 0.001, search space for s and b includes all feasible values for these vari-
ables (refer to second paragraph of Sect. 7 for details).

In 144 out of 4 (manufacturing systems) × 37 (problem instances) = 148 (optimi-
zation problems in total) the exhaustive search procedure produced results that were 
identical to those of the proposed heuristic. The only cases where different results 
were reported are shown in Table 4.

Clearly, the differences between the two solution approaches are rather negligi-
ble. The proposed heuristic managed to produce optimal results in the overwhelm-
ing majority of cases and marginally sub-optimal results in four cases. Furthermore, 
the proposed procedure is far more economical compared to the brute-force algo-
rithm n terms of computational cost. It can be argued that it is a very good option 

Table 4  Differences between the proposed local search heuristic and exhaustive search

Optimization prob-
lem instance

Local search solution Exhaustive search solution % Relative differ-
ence of total cost

Base stock—PM (S, b, λin)
Ca = 1 20.0245

(4, 2, 2.977)
20.0177
(5, 2, 3.218)

0.0339

Cs = 1 15.944
(4, 2, 2.634)

15.9387
(4, 3, 2.868)

0.0332

s, S—PM (s, S, b, λin)
λp = 17 14.2111

(0, 7, 2, 1.908)
14.2057
(0, 7, 3, 2.058)

0.0380

Cr = 26 14.7307
(0, 7, 2, 1.996)

14.7281
(0, 7, 3, 2.107)

0.0176
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for optimizing the examined manufacturing systems, despite the fact that it is not 
mathematically proven to produce optimal results.

The comparison between the local search procedure and the exhaustive search 
algorithm gives important insight regarding the properties of the cost function. The 
two solution approaches gave identical results in respect to the base stock and (s, 
S) systems. This is an indication that the related total expected cost functions are 
probably unimodal (see also Sect. 6). On the other hand, by examining the neighbor-
hoods of the solutions presented in the second column of Table 4, it is established 
that these points are indeed local minima. It follows that the total expected cost func-
tions for the base stock—PM and (s, S)—PM systems are multimodal. This means 
that there is always a chance for the proposed local search heuristic to get trapped in 
a local optimum when applied to the two aforementioned systems.

8  Conclusions and directions for future research

Stochastic modelling of deteriorating manufacturing systems, as presented in this 
paper, provides a useful tool to analyze the behavior of a given system operating 
under specific production control, inspection, and maintenance policies. Addition-
ally, it identifies how the adjustment of the parameters of each policy is improving 
its operation as a whole. Several experimental findings of this research can be gen-
eralized and provide guidelines for establishing efficient control policies in arbitrary, 
manufacturing settings.

The experimental results showed that (s, S)—type policies largely outperform 
base stock − type policies when the costs for starting a new batch are significant and 
the production rate of the system is relatively high. It was also observed that peri-
odic inspections/preventive maintenance could improve the system’s performance 
if the repair rate is relatively low and the repair costs are significant. The (s, S)—
PM system was found to outperform all alternative control policies in all cases. The 
base stock system was inferior to all other control policies, in every experiment of 
this research. The (s, S) system exhibited better performance compared to the base 
stock—PM in the majority of examined cases.

A straightforward way to extent this paper is to provide additional theoretical 
results in respect to the total expected cost function. For example, it would be inter-
esting to obtain a closed-form expression for the cost function in respect to control 
policy parameters. A theoretical analysis of how to optimize the control parameters 
of the examined production/maintenance policies based on mathematically proven 
properties of the cost function would also be helpful. Another extension, per-
haps more application-oriented, would be to use a similar model as a tool to sup-
port investment decisions regarding the initial configuration of the production site. 
Questions such as the size of the warehouse in relation to the production equipment 
selected or the comparison between investment and operation cost per produced unit 
are essential and clearly need to be answered before investing.
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