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Abstract
The treatment of the contextual variables (Z) has been one of the most controversial 
topics in the literature on efficiency measurement. Over the last three decades of 
research, different methods have been developed to incorporate the effect of such 
variables in the estimation of efficiency measures. However, it is unclear which 
alternative provides more accurate estimations. The aim of this work is to assess the 
performance of two recently developed estimators, namely the nonparametric con-
ditional DEA method (Daraio and Simar in J Prod Anal 24(1):93–121, 2005; J Prod 
Anal 28:13–32, 2007a) and the StoNEZD (Stochastic Non-Smooth Envelopment of 
Z-variables Data) approach (Johnson and Kuosmanen in J Prod Anal 36(2):219–
230, 2011). To do this, we conduct a Monte Carlo experiment using three different 
data generation processes to test how each model performs under different circum-
stances. Our results show that the StoNEZD approach outperforms conditional DEA 
in all the evaluated scenarios.

Keywords Efficiency · Contextual variables · Conditional model · StoNEZD · 
Monte Carlo

1 Introduction

Performing an efficiency assessment of a set of decision making units (DMUs) 
requires accounting for different operating conditions faced by different organiza-
tions in order to obtain fairer comparisons (Haas and Murphy 2003). Those oper-
ating conditions are referred to different concepts such as external, exogenous or 
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contextual variables, commonly known as Z variables in the efficiency literature. 
Those factors are beyond the control of producers, but their role is crucial because 
they may influence the production process and be responsible for differences in the 
performances of DMUs (e.g., type of ownership, location characteristics, weather 
conditions, legal framework or quality indicators).

Over the last three decades, multiple approaches have been developed with the 
aim of providing a correct way of accounting for the effect of such variables. In the 
parametric framework, these factors are usually included as part of the disturbance 
term,1 although some methods have also been developed to incorporate the effect of 
contextual variables in the estimation of the frontier (Zhang et al. 2012). In the non-
parametric framework, many different approaches have also been developed in order 
to account for these contextual variables (see Badin et al. 2014; Huguenin 2015 for 
a review of such methods), although the most extensively applied in the literature is 
the two-stage approach. This option is based on a first stage estimation of efficiency 
scores through DEA using data about inputs and outputs. These scores are then 
regressed on contextual variables using either a truncated regression (e.g., Simar 
and Wilson 2007, 2011) or the classic ordinary least squares (Banker and Natarajan 
2008) in the second stage. The main concern of this approach is that it relies on the 
restrictive separability condition that could not be hold in many real situations, since 
it implies assuming that these factors have no influence on the shape of the attain-
able set, thus they affect only the probability of being more or less efficient.

Those alternative methods produce divergent results with empirical data (see 
Muñiz 2002; Yang and Pollitt 2009) and results derived from some previous works 
comparing their performance using simulated data (e.g., Yu 1998; Ruggiero 1998; 
Muñiz et al. 2006; Cordero et al. 2009; Estelle et al. 2010; Harrison et al. 2012) are 
inconclusive. Thus, researchers have not yet agreed on identifying a preferred option 
for empirical problems (Cordero et al. 2008).

In more recent years, two new appealing approaches have been developed in the 
literature. On the one hand, we have the nonparametric conditional approach pro-
posed by Daraio and Simar (2005, 2007a, b). This approach extends the probabil-
istic formulation of the production process proposed by Cazals et al. (2002) in the 
presence of contextual factors, which might affect both the attainable set and the 
distribution of the efficiency scores, i.e., it avoids the separability condition. On the 
other hand, we have the so-called StoNEZD (Stochastic Non-Smooth Envelopment 
of Z-variables Data) approach proposed by Johnson and Kuosmanen (2011) as an 
extension of the StoNED method (Stochastic Non-Smooth Envelopment of Data) 
developed by Kuosmanen (2006) to accommodate contextual variables. This is a 
one-stage nonparametric estimator based on convex nonparametric least squares 
(CNLS), which combines the nonparametric treatment of the frontier with the prob-
abilistic treatment of inefficiency and noise.

The use of these new methods in empirical studies has notably expanded during 
the last years. For instance, the conditional approach has been applied to measure 

1 Kumbhakar et al. (1991) developed this model for cross-sectional data and, subsequently, Battese and 
Coelli (1995) adapt the model to the existence of panel data.
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efficiency in multiple frameworks such as education (Cherchye et al. 2010; Haeler-
mans and De Witte 2012; De Witte and Kortelainen 2013; De Witte et al. 2013; Cor-
dero et al. 2016), health care (Halkos and Tzeremes 2011a; Cordero et al. 2015a, b), 
banking (Daraio and Simar 2006; Badin et al. 2010; Matousek and Tzeremes 2016), 
regional analysis (Halkos and Tzeremes 2011b, 2013) or local services (Verschelde 
and Rogge 2012; De Witte and Geys 2013). The use of the StoNEZD approach has 
been widely applied as well in recent literature to estimate measures of performance 
in sectors like electricity distribution (Kuosmanen 2012; Cheng et al. 2014; Saasta-
moinen and Kuosmanen 2016), energy (Mekaroonreung and Johnson 2014), bank-
ing (Eskelinen and Kuosmanen 2013) or agriculture (Vidoli and Ferrara 2015).

The aim of this paper is to examine the performance of these new estimation 
techniques within the controlled environment of a Monte Carlo simulation. In this 
sense, it is worth mentioning that the precision of those methods was already tested 
separately through Monte Carlo simulations in the original papers in which these 
developments were proposed (Daraio and Simar 2005; Johnson and Kuosmanen 
2011). Subsequently, some previous works have compared the performance of each 
of these novel approaches with some traditional models (Johnson and Kuosmanen 
2011; Cordero et al. 2016) finding that both alternatives perform better than tradi-
tional options. In this paper, we assess them against each other using the conven-
tional two-stage DEA approach as a baseline reference in the comparison.

Nieswand and Seifert (2018) has also evaluated recently the performance of 
both techniques through simulated data, although in their definition of the produc-
tion process they consider the specific characteristics of regulatory datasets, where 
a small number of large units account for most part of the market. Given that con-
textual factors may affect the production process in very different ways (Badin et al. 
2012), in this paper we use various data generation processes (DGP) previously pro-
posed in the literature representing different situations that may occur in a real pro-
duction process with the aim of providing more meaningful results.2 Moreover, the 
focus of the previous work by Nieswand and Seifert (2018) was placed on the ability 
of the techniques to identify production frontiers. In contrast, in the present study 
we are interested in analyzing the ability of these methods to estimate technical effi-
ciency scores because these indicators represent the most frequently used measures 
for benchmarking DMUs in real-world applications (Andor and Hesse 2014).

The remainder of the paper is organized as follows. Section  2 presents a brief 
description of the evaluated estimation methods. Section 3 describes the different 
scenarios considered in our Monte Carlo experimental design and summarizes the 
main results of the simulations. The final section concludes.

2 A similar strategy was also adopted by Andor and Hesse (2014) to evaluate the performance of several 
methods for measuring efficiency (DEA, SFA and StoNED), although these authors did not consider the 
potential influence of contextual variables on efficiency.
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2  Methods

In the next lines we introduce the basic notation of the evaluated models considering 
that the production units use a set of inputs X ( x ∈ ℝ

p

+ ) to produce a single output 
Y ( y ∈ ℝ

q

+).3 We assume that all DMUs share the same production technology � 
where the frontier is given by the maximum output that can be produced given their 
inputs. Then, the feasible combinations of inputs and outputs can be defined as the 
marginal attainable set:

Also, we consider a vector of contextual factors Z (z ∈ ℝ
k
+
) affecting the perfor-

mance of units. The impact of Z might be diverse, affecting the production frontier, 
the distribution of the inefficiencies, or both of them. If the separability condition 
holds, the contextual factors will only have influence on the probability of being 
more or less efficient, but if this assumption cannot be assumed, z-variables will 
affect the shape of the attainable set of (x, y) (Badin et al. 2012). In our simulation 
study we consider different scenarios in which all alternatives are modeled.

2.1  Conditional nonparametric approach

This method was originally developed by Cazals et  al. (2002) for partial frontiers 
and then adapted for full frontiers by Daraio and Simar (2005, 2007a, b). The 
approach aims to compare only units that operate under similar operational envi-
ronments, thus the selection of the reference group for each unit is conditional on a 
given value of the contextual variables (Z = z). Given that, the conditional attainable 
set of inputs and outputs is characterized as

The conditional model is defined in a completely nonparametric way using a 
probabilistic formulation of the production process:

The joint distribution on (X, Y) , conditional upon Z = z, defines the production 
process which represents the probability of a unit operating at level (x, y) being 
dominated by other units facing the same context. This probability function can be 
further decomposed as follows:

(1)� =
{
(x, y) ∈ ℜ

p+q
+ |x can produce y

}

(2)� z =
{
(x, y) ∈ ℜ

p+q
+ |Z = z, x can produce y

}

(3)HXY|Z (x, y|z) = Prob(X ≤ x, Y ≥ y|Z = z)

(4)

HXY|Z (x, y|z) = Prob(Y ≥ y|X ≤ x, Z = z)Prob(X ≤ x, Z = z)

= SY|X,Z(Y ≥ y|X ≤ x, Z = z)FX(X ≤ x, Z = z)

= SY|X,Z(y|x, z)FX(x|z)

3 We describe the model for the single-output multiple input case since introducing the multi-output 
context would involve the use of directional distance functions for the case of StoNEZD method (Kuos-
manen and Johnson 2017), so the comparison with the conditional DEA model would be more complex.
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where SY|X,Z(y|x, z) denotes the conditional survivor function of Y  and FX is the 
cumulative distribution function of X . The conditional output-oriented efficiency 
measure can be defined as

The nonparametric estimators of the conditional frontier �(x, y|z) can be defined 
by a plug-in rule providing conditional estimators of the full frontier (e.g., FDH or 
DEA). In this paper we use a DEA estimator of the frontier in order to facilitate the 
comparison with other models (Daraio and Simar 2007a).

The estimation of SY|X,Z(y|x, z) requires using some smoothing techniques for the 
contextual variables in z (due to the equality constraint Z = z):

where h is a bandwidth parameter in a kernel function. The selection of the band-
width in this framework is a relevant issue since the estimation of the conditional 
frontier will depend on this parameter. If all the Z variables are continuous, the 
most common option is the data-driven selection approach suggested by Badin et al. 
(2010), based on the Least Squares Cross Validation procedure (LSCV) developed 
by Hall et  al. (2004) and Li and Racine (2007). This approach has the appealing 
feature of detecting the irrelevant factors and smoothing them out by providing them 
with large bandwidth parameters. Therefore, the sizes of the selected bandwidths 
themselves already contain information about the impact of each contextual variable 
on the output. In our Monte Carlo simulation, the estimation of bandwidths is made 
in every loop, i.e., a measure of these parameters is calculated specifically for the 
corresponding sample of variables for each iteration of the experiment.

This conditional estimator has considerable virtues. First, it is very flexible since 
it is built in a completely nonparametric context. Second, it allows including the 
contextual variables in the attainable set, thus it avoids the restrictive separability 
condition of traditional two-stage approaches. Third, it does not require any a pri-
ori specifications regarding the direction of the influence of contextual variables. 
Finally, its asymptotic properties have been demonstrated by Jeong et  al. (2010). 
This means that the estimators will converge to the true but unknown value that they 
are supposed to estimate when the sample size increases. Nevertheless, given its 
deterministic nature, it does not consider the existence of noise in the sample, so all 
deviations from the frontier are due to inefficiency of producers.

2.2  StoNEZD

The StoNEZD method proposed by Johnson and Kuosmanen (2011) is a nonpara-
metric approach derived from the standard StoNED estimator (Kuosmanen 2006) 

(5)𝜆(x, y|z) = sup
{
𝜆
|||SY|X,Z(𝜆y|x, z) > 0

}

(6)ŜY�X,Z,n(y�x, z) =
ĤXY�Z,n (x, y�z)

ĤXY�Z,n (x, 0�z)
=

∑n

i=1
I
�
xi ≤ x, yi ≥ y

�
Kh

�
z − zi∕hn

�

∑n

i=1
I
�
xi ≤ x

�
Kh

�
z − zi∕hn

�
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to account for contextual variables. This model is based on the regression interpre-
tation of data envelopment analysis (DEA) proposed by Kuosmanen and Johnson 
(2010) to combine the key characteristics of DEA and SFA into a unified model: the 
DEA-type nonparametric frontier with the probabilistic treatment of efficiency and 
noise in stochastic models. One of the main advantages is that the StoNEZD meth-
odology estimates jointly the production frontier and the influence of the contextual 
variables.

In the production function environment, the actual output (y) may deviate from 
f (x) due to random noise ( vi ), efficiency ( ui > 0 ) and the effect of exogenous factors 
( zi ). This model can be formally defined as follows

According to this definition of the composite disturbance term, �zi − ui can be 
interpreted as the overall efficiency of a unit, being �zi the part of technical effi-
ciency explained by the contextual variables being identical for all units while ui 
captures the managerial efficiency. Therefore, it is implicitly assumed that the con-
textual variables only have influence on the distribution of the efficiency scores, but 
they do not affect the location of the frontier.

The StoNEZD method estimates efficiency in two stages. In the first stage, the 
shape of the frontier is obtained by applying convex nonparametric least squares 
(CNLS, Hildreth 1954), which does not assume a priori any assumption about the 
functional form but it builds upon constraints like monotonicity and convexity. Spe-
cifically, the estimator can be solved as the optimal solution to the following quad-
ratic programming problem4:

where �CNLS
i

 represent the residuals of the regression and the estimated coefficients 
�i and � i characterize tangent hyperplanes to the unknown production technology 

(7)
yi = f

(
xi
)
⋅ e�i

�i = �zi + vi − ui

(8)

min
�,�,�,�,�

n∑

i=1

(
�CNLS
i

)2

subject to

yi = �i + �
�

i
xi + �

′

zi + �CNLS
i

∀i = 1,… , n

�i + �
�

i
xi ≤ �h + �

�

h
xi ∀h, i = 1,… , n

� i ≥ 0∀i = 1,… , n

4 Kuosmanen and Johnson (2010) show that this problem is equivalent to the standard (output-oriented, 
variable returns to scale) DEA model when a sign constraint on residuals is incorporated to the formula-
tion ( �CNLS−

i
≤ 0∀i ) and considering the problem subject to shape constraints (monotonicity and convex-

ity).
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f (xi) at point xi. The inequality constraints impose convexity using Afriat inequali-
ties (Afriat 1972) and the last constraint imposes monotonicity.5

As pointed out in Johnson and Kuosmanen (2011), the exogenous variables are 
introduced in the formulation of this method as part of the composite error term, 
which implies assuming that the exogenous variables affect technical efficiency and 
not the frontier. Given the residuals of the nonparametric regression ( �CNLS

i
 ), the aim 

of the next step in the StoNEZD method is to disentangle inefficiency from noise. 
To do this, and maintaining the assumptions of half-normal inefficiency and nor-
mal noise, we use the Method of Moments (Aigner et al. 1977),6 in which the sec-
ond and the third central moments can be estimated based on the distribution of the 
residuals:

The second moment is simply the variance of the distribution and the third is a 
component of the skewness:

As the third moment only depends on the parameter �u , it can be written:

(9)

M̂2 =

n∑

i=1

(
�̂�CNLS
i

)2
∕(n − 1)

M̂3 =

n∑

i=1

(
�̂�CNLS
i

)3
∕(n − 1)

(10)

M2 =
[
� − 2

�

]
�2
u
+ �2

v

M3 =

(√
2

�

)[
1 −

4

�

]
�3
u

(11)

�̂�u = 3

√√√√√√
M̂3(√

2

𝜋

)[
1 −

4

𝜋

]

�̂�v =

√
M̂2 −

[
𝜋 − 2

𝜋

]
𝜎2
u

5 Several other papers propose using multiplicative error structures when CRS or heteroscedasticity are 
assumed (Kuosmanen et al. 2015). In the present work we use the additive model because those condi-
tions are not assumed.
6 Kuosmanen et al. (2015) propose a pseudo-likelihood approach (Fan et al. 1996) or nonparametric ker-
nel deconvolution (Hall and Simar 2002) as alternatives to the method of moments. In this study we use 
the method of moments due to its easier computation and interpretation. Nevertheless, Andor and Hesse 
(2014) found similar results for the former, while the latter has not been used in any Monte Carlo simula-
tion to evaluate StoNEZD as far as we know.
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Finally, parametric techniques can be used to estimate firm-specific inefficiency. 
The individual technical efficiency can be computed using the point estimator pro-
posed by Battese and Coelli (1988)7:

where Φ is the cumulative distribution function of the standard normal distribution, 
with �∗ = −�i�

2
u
∕�2 and �2

∗
= �2

u
�2
v
∕�2 , and �̂�i = �̂�CNLS

i
− �̂�u

√
2∕𝜋 is the estimator 

of the composite error term.
The StoNEZD estimator has some desirable properties, since it is shown to be 

unbiased, asymptotically efficient, asymptotically normally distributed, and con-
verge at the standard parametric rate ( n1∕2 ) (see Kuosmanen et al. 2015; Yagi et al. 
2018 for details). In addition, it is consistent under few assumptions. Therefore, 
standard techniques from regression analysis like t-tests or confidence intervals can 
be easily applied for inference. Regarding its limitations, since it is partly based on 
the SFA methodology, it presents the same peculiarities to be developed in a multi-
output context.

2.3  Two‑stage DEA

This traditional approach is also included in our evaluation with the aim of having a 
reference for comparison. In particular, we consider the OLS estimator proposed by 
Banker and Natarajan (2008), although we estimate corrected efficiency scores fol-
lowing the procedure suggested in Ray (1991) for measuring managerial efficiency 
as in Cordero et al. (2016). Basically, this procedure consists of re-scaling predicted 
efficiency values by adding the largest positive residual from the regression to obtain 
the adjusted efficiency8 scores. According to this criterion, efficiency is calculated 
after discounting the effect of Z variables.

3  Monte Carlo simulation

3.1  Design of experiments

In this section we examine the methods presented in the previous section using 
Monte Carlo simulation techniques. This possibility allows us to evaluate their per-
formance in a controlled environment in which the true shape of the frontier and 
its characteristics are known. Given that we do not have an a priori preference for 
either estimator, we attempt to make the fairest comparison possible by considering 

(12)Ê
(
exp(−ui)|�̂�i

)
=

Φ
(
�̂�∗i∕�̂�∗u − �̂�∗v

)

Φ
(
�̂�∗i∕�̂�∗u

) ⋅ exp
(
1

2
�̂�2
∗
− �̂�∗i

)

8 See Greene (1980) for details.

7 Kuosmanen et al. (2015) propose to use the point estimator developed by Jondrow et al. (1982), but it 
is well-known that it is not a consistent estimator of u

i
 (Andor and Hesse 2014).
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different data generation processes (DGPs). In particular, following Badin et  al. 
(2012), we consider two different ways of including the effect of contextual vari-
ables. On one hand, we consider that they have influence on the boundary of the 
attainable set and, on the other hand, we define a production function in which they 
only affect the distribution of the inefficiencies.

In order to facilitate the comparison of our results with earlier Monte Carlo evi-
dence about the performance of these two models we replicate the main features of 
three DGPs used in previous published papers analyzing some of them separately. 
The first one is based on the Cobb–Douglas function defined by Badin et al. (2012), 
inspired from Simar and Wilson (2011), to evaluate the performance of the condi-
tional approach versus the two-stage model. The second alternative is the translog 
function proposed by Cordero et al. (2016) to compare the performance of the con-
ditional approach with some traditional alternatives such as the one-stage and the 
two-stage approach. Finally, we also use the polynomial function originally used by 
Banker and Natarajan (2008) to evaluate their two-stage approach and subsequently 
applied in Johnson and Kuosmanen (2011) to examine the performance of StoN-
EZD. The specific characteristics of each DGP are explained in detail next.

3.1.1  Cobb–Douglas function (Badin et al. 2012)

This is a well-known functional form of the production function widely used in 
econometrics. The mathematical form for one output, one input and one contextual 
variable is determined by:

The distributions for the input and the z variable are randomly generated from 
x∼U[0, 1] and z ∼ U[0, 4] , and the random efficiency is given by u ∼ |N(0;0.22)| . 
Here the effect of the z variable is included in the production function, thus it affects 
the shape of the attainable frontier, which implies that the separability condition is 
violated.

3.1.2  Translog function (Cordero et al. 2016)

The transcendental logarithmic production function is a generalization of the 
Cobb–Douglas function and belongs to the log-quadratic type. The production tech-
nology is defined as the transformation of two inputs ( x1, x2 ) to one output ( y):

The values assigned to the parameters are: �0 = 1 ; �1 = �2 = 0.55 ; 
�11 = �22 = − 0.06 ; �12 = 0.015. The random distributions for the inputs and the 
noise term are built as xk ∼ U[1, 50] ( k = 1, 2 ) and v ∼ N(0;0.02) , respectively. The 

(13)y = [1 − (x − 1)2]1∕2 ⋅

(
1 +

|z − 2|
2

)1∕2

exp(−u)

(14)
ln(y) = �0 + �1 ln x1 + �2 ln x2 +

1

2
�11

[
ln x1

]2
+

1

2
�22

[
ln x2

]2
+ �12 ln x1 ln x2 + v − u



2254 J. M. Cordero et al.

1 3

observed inefficiency term is defined as a composition of two terms: the effect of two 
contextual variables, z1 and z2 (they are obtained as zk ∼ U[0;0.5] , k = 1, 2 ), and the 
efficiency level ( w , defined by w ∼ |N(0;0.3)| ) after discounting the influence of the 
z variables: u = − ln(

1

ew
+ z1 + z2) . It is also assumed that in every loop 20% of units 

are placed in the production frontier. In this scenario, the contextual variables only 
have influence on the distribution of inefficiencies, since they are included in the 
error term. Thus, this DGP implicitly assume the separability condition ( � z = � ) 
and Z has effect only on the distribution of the inefficiencies.

3.1.3  Polynomial function (Banker and Natarajan 2008)

Mathematically this is the simplest scenario considered and is built a la Battese and 
Coelli (1995). The output y is defined by a third order polynomial of a single input 
variable x and the effect of one contextual variable z:

The distribution of the input and the z variable are randomly sampled from 
x ∼ U[1, 4] and z ∼ U[0, 1] , respectively. Similarly, the noise and inefficiency terms 
are built by v ∼ N(0;0.04) and u ∼ |N(0;0.15)| respectively. Here, again the contex-
tual variable only influences the distribution of the inefficiencies.

The purpose of selecting different scenarios is to be as fair as possible in the 
assessment of the alternatives. Hence, we have considered one scenario that may 
theoretically favor the conditional approach (a), since it does not include noise and 
introduce the z-variable as part of the production function, so the separability con-
dition is not assumed. In contrast, the scenario (c) should benefit the StoNEZD 
method, because it includes z in the error term and incorporates a substantial noise 
variance. Finally, scenario (b) presents the highest variance for inefficiency, because 
it introduces two contextual variables and two inputs instead of one, so it is not clear 
which method can be more favored under this framework.

Figure 1a–c included in the Appendix provide a graphical representation of the 
mathematical specification for all the described scenarios considering one Monte 
Carlo trial of each DGP for the case of 200 DMUs. From the shape of the graphs it 
can be derived that the true but unknown production functions belong to the set of 
continuous, monotonic increasing and globally concave functions, being exactly the 
same production axioms as standard DEA (Kuosmanen et al. 2015).

Once we have defined our three different DGPs, it is important to note that all of 
them share some common characteristics such as having only one output and not 
considering correlation among inputs and contextual variables. All experiments 
consist of R = 200 Monte Carlo trials; r = 1,…,R. Within each set of experiments, we 
analyse two sample sizes, 50 and 200 DMUs. In order to assess the performance of 
the two evaluated methods we consider two statistical indicators frequently used in 
Monte Carlo simulations: the Pearson correlation coefficient and the Mean Absolute 

(15)yi =
(
x3
i
− 12x2

i
+ 48xi − 37

)
⋅ exp(�zi − ui + vi)
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Deviation (MAD) among the real efficiency and the estimated efficiency score. This 
can be defined as

where T̂Er,i is the estimate of technical efficiency of unit i in a given Monte Carlo 
replication (by a given estimation method) and TEr,i is the true efficiency score 
determined by the DGP, R is the number of experiment replications and n the num-
ber of DMUs. Following Badunenko et al. (2012) we use the median (over the 200 
simulations) instead of the average because it eliminates the chance that a few large 
values may skew the results.9 Likewise, in order to provide more detailed results, we 
build three distributions of differences of MADs for each pair of methodologies in 
each scenario as follows:

From this point, the number of negative differences (< 0) is calculated. As we 
have run each experiment 200 times, the percentage of negative differences indicates 
that the method in the first position is better than the other one with that percentage 
of confidence. By doing this, we can check the sample of the errors across simula-
tions for the same DGP instead of examining only at the median values of MAD. 
This allows us to interpret better in what extent one method performs better than its 
competitors.

3.2  Results

In this subsection we present the results obtained considering the three different 
DGPs. In this sense, we need to clarify that, although we estimate output orienta-
tion measures for the conditional approach, these scores are reported according 
to the definition provided by Shephard (1970), i.e., taking values between 0 and 1 
in order to simplify the comparison with scores estimated with other alternatives. 
First of all, we present the median values of the simulated true efficiency calcu-
lated in each scenario and the median values of the efficiency scores estimated by 
the three techniques under evaluation in Table 1. We can observe that the median 
values of true efficiency are similar for the first two specifications and slightly 
higher for the polynomial function due to the lower value of the standard devia-
tion for the inefficiency term assumed in the DGP of this case.

(16)MAD =
1

nR

R∑

r=1

n∑

i=1

|||T̂Er,i − TEr,i
|||

d1 = MADStoNEZD −MADCondDEA

d2 = MADStoNEZD −MADDEA+OLS

d3 = MADCondDEA −MADDEA+OLS

9 The mean results are similar and are available from the authors upon request.
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According to these values it can be observed that the StoNEZD method overes-
timates the true median efficiency in all the specifications, while the conditional 
approach and the two-stage model underestimate them especially for higher sam-
ple sizes. If we compare different scenarios, we can notice that the median StoN-
EZD estimates are very close to the median real efficiency in the scenario defined 
by the Cobb–Douglas and the polynomial production functions for both sample 
sizes, but they differ in a greater extent in the case of the translog function. In 
contrast, the conditional approach provides median estimates closer the true ones 
in the first two scenarios. Another relevant feature that should be highlighted is 
that median values of estimated efficiencies with both approaches decrease when 
sample size is larger in all the scenarios, which for the non-parametric methods 
conforms to the predictions in the literature (Zhang and Bartels 1998; Perelman 
and Santín 2009; Cordero et al. 2016).

In order to facilitate the interpretation of the Monte Carlo experiment out-
comes, we examine the performance of three methods in each scenario separately.

3.2.1  Cobb–Douglas function

Table 2 reports the correlation coefficients and the MAD among the efficiency 
scores estimated with the competing techniques and the true efficiency derived 
from the random distribution using the Cobb–Douglas DGP specification.

The analysis of these results allows us to draw some interesting conclu-
sions. First of all, three methods perform relatively well, although the StoNEZD 
approach presents slightly better values in both indicators, whereas the two-
stage model seems to be dominated by the other two options. The correlation 

Table 1  Median values of true and estimated efficiency scores with different DGPs

DMUs Cobb–Douglas Translog Polynomial

50 200 50 200 50 200

True efficiency 0.8427 0.8438 0.8211 0.8195 0.8896 0.8890
Estimated efficiency
 Cond. DEA 0.8217 0.7838 0.8406 0.8068 0.9539 0.9461
 StoNEZD 0.8687 0.8445 0.8957 0.8810 0.9150 0.8986
 DEA + OLS 0.8212 0.7821 0.7978 0.7089 0.8754 0.8434

Table 2  Correlation and MAD 
between true and estimated 
efficiency (Scenario a)

Correlation coefficient MAD

50 DMUs 200 DMUs 50 DMUs 200 DMUs

Conditional DEA 0.7427 0.7606 0.0722 0.0826
StoNEZD 0.7665 0.8022 0.0603 0.0569
DEA + OLS 0.6868 0.7263 0.0720 0.0837
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coefficient is quite similar for both new estimators, although there are more 
divergences in the case of 200 DMUs. In the same way, values of MAD are 
lower for the StoNEZD approach, especially when the sample size is greater. 
Additionally, we observe that the accuracy of the estimates improves (correla-
tion coefficient increases) when the number of units increases from 50 up to 200. 
This is an expected result that has been proven for the two estimators in some 
previous works (Simar and Wilson 2015; Johnson and Kuosmanen 2011).

Table 3 shows the differences among MADs for each pair of methods. This 
information allows us to confirm that StoNEZD performs better than the condi-
tional approach and two-stage DEA with 92 and 84% confidence for 50 DMUs 
and 99 and 98% for 200 DMUs. In the comparison between the conditional DEA 
and the two-stage method the results are less clear since one obtain better results 
for 50 DMUs (two-stage), while the other one performs better when the number 
of units increases up to 200.

3.2.2  Translog function

According to the values shown in Table  4, the StoNEZD approach presents a 
significant higher correlation with true efficiency than the conditional DEA in 
this scenario defined by the translog specification. This result might be explained 
because this is a noisy scenario and the StoNEZD is able to disentangle noise 
from inefficiency, while the nonparametric conditional approach attributes all the 
deviation from the frontier to inefficiency. In addition, it is worth mentioning that 

Table 3  Differences among MADs (Scenario a)

Comparison 50 DMUs 200 DMUs

# Negative differ-
ences

Confidence (%) # Negative differ-
ences

Confidence (%)

d1 183 92 198 99
d2 167 84 196 98
d3 82 41 124 62

Table 4  Correlation and MAD 
between true and estimated 
efficiency (Scenario b)

Correlation coefficient MAD

50 DMUs 200 DMUs 50 DMUs 200 DMUs

Conditional DEA 0.5580 0.5660 0.1246 0.1287
StoNEZD 0.9046 0.9481 0.1028 0.0893
DEA + OLS 0.4792 0.4817 0.1231 0.1481
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the translog specification includes more variables than other DGPs (one output, 
two inputs and two exogenous variables versus one output, one input and one 
exogenous variable). This might affect the accuracy of the conditional approach, 
since its discriminatory power is lower when the dimension of the problem 
increases due to the curse of dimensionality (Daraio and Simar 2007a, b). Finally, 
traditional two-stage DEA performs worse than the other two methodologies.

The MAD values obtained for this specification are higher than others since 
here we are considering a higher standard deviation for the inefficiency term. 
Hence, the StoNEZD approach has better results for both sample sizes, although 
its accuracy enhances when the number of units in the sample increases. Data 
showed in Table 5 corroborate that StoNEZD method performs better than other 
two techniques with confidence bigger than 60% independently of the num-
ber of DMUs. Likewise, conditional DEA beats traditional two-stage also with 
confidence > 60%. 

Despite the StoNEZD method presents better results in this scenario, we must 
note that this approach cannot identify correctly units placed on the production fron-
tier, which in this scenario represent 20% of the sample, since it does not assign full 
efficiency values to any unit. Therefore, if the main interest of the study relies on 
identifying efficient units instead of ranking units, the conditional DEA approach 
should be considered as a good option given that it provides more reliable results 
with respect to this purpose.10

Table 5  Differences among MADs (Scenario b)

Comparison 50 DMUs 200 DMUs

# Negative differ-
ences

Confidence (%) # Negative differ-
ences

Confidence (%)

d1 121 61 122 61
d2 138 69 196 98
d3 119 60 138 69

Table 6  Correlation and MAD 
between true and estimated 
efficiency (Scenario c)

Correlation coefficient MAD

50 DMUs 200 DMUs 50 DMUs 200 DMUs

Conditional DEA 0.3522 0.2577 0.0558 0.0711
StoNEZD 0.8314 0.8853 0.0448 0.0304
DEA + OLS 0.6770 0.7896 0.0531 0.0591

10 Cordero et  al. 2016 show that the percentage of accuracy of conditional DEA identifying efficient 
units is around 68–72%.
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3.2.3  Polynomial function

Within this framework, the StoNEZD also presents better results both in terms of 
higher correlation values and lower MAD (see Table 6). However, it is noteworthy 
that the two-stage approach also shows very good values for both indicators (cor-
relation higher than 0.6 and low MAD values), thus both methods can be considered 
as valid alternatives under the conditions defined in this scenario. In contrast, the 
conditional approach presents the worst results.

The differences detected between the values of the correlation coefficient calcu-
lated with each methodology might be due to the definition of the production func-
tion, which considers the existence of noise and inefficiency. In this scenario, the 
StoNEZD method performs better because it includes a stochastic part in its math-
ematical description. Furthermore, the polynomial specification considers the con-
textual variable as part of the error term, thus only the influence of the contextual 
factor in the inefficiency is taken into account and not its effect on the frontier. This 
implies an advantage for the StoNEZD estimator, which also defines its production 
model in the same way. Due to this specification, conditional DEA model fails to 
identify units operating in the same environment, which explains the low values of 
the correlation coefficient found for this method.

In general terms, the MAD values present low values, but it is remarkable that the 
error increases with the number of DMUs in the conditional DEA model in the three 
scenarios. This is not surprising in the scenarios that include noise v. For the small 
sample size, the impact of noise and the small sample bias may offset each other, but 
as the sample size increases, the impact of noise dominates (see Kuosmanen et al. 
2013 for further discussion of this point). Another explanationmight be the fact that 
the three DGPs assume a linear trend among the z variable and the efficiency val-
ues or the output, which does not coincide with the formulation of the conditional 
approach. This can be better illustrated by the differences among MADs reported in 
Table 7. When we compare the conditional approach with the two-stage DEA esti-
mator, we identify a percentage of 61% for 50 DMUs, but only 12% when the sam-
ple size increases. On the other hand, we notice that StoNEZD has advantage over 
the other two methods, especially for the bigger sample. Specifically, for 50 DMUs 

Table 7  Differences among MADs (Scenario c)

Comparison 50 DMUs 200 DMUs

# Negative differ-
ences

Confidence (%) # Negative differ-
ences

Confidence (%)

d1 117 59 198 99
d2 153 77 198 99
d3 122 61 23 12
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StoNEZD is better than conditional approach with 59% of confidence and with 77% 
over the traditional two-stage DEA. Moreover, the confidence increases up to 99% 
when the number of units is 200 for both compared differences.

Finally, following the same formulation proposed by Johnson and Kuosmanen 
(2011) in a previous work using this polynomial function in a Monte Carlo experi-
ment, we have tested how the existence of correlation between the input and the con-
textual variable affect the performance of alternative methodologies.11 Specifically, 
we have considered different levels of negative and positive correlation represented 
by the parameter ρ {− 0.8, − 0.4, 0.4, 0.8}. Table 8 reports the estimated efficiency 
scores together with correlation coefficients and MADs values. The shaded rows of 
this table correspond to the baseline DGP in which we assumed that there is no cor-
relation between the input and the Z variable (ρ = 0).

We detect that the performance of the StoNEZD method worsens when any 
level of (positive or negative) correlation is assumed (ρ ≠ 0), while the opposite is 
observed for the two-stage approach in most cases. Nonetheless, the former always 
outperforms the latter in all the scenarios, so the StoNEZD can be considered as the 
most suitable option. Surprisingly, the values of the correlation coefficients for the 
conditional approach are very low in all the scenarios, although we identify slightly 
better results when there is a negative correlation between the input and the contex-
tual variable. Our intuition for explaining these discouraging results is that the effect 

Table 8  Correlation coefficient and MAD in scenario c for different levels of correlation between the 
input and the contextual variable

ρ Estimated efficiency Correlation coefficient MAD

50 DMUs 200 DMUs 50 DMUs 200 DMUs 50 DMUs 200 DMUs

cDEA 0 0.9539 0.9641 0.3522 0.2577 0.0558 0.0711
− 0.8 0.9472 0.9425 0.4298 0.2609 0.0705 0.0707
− 0.4 0.9464 0.9460 0.3976 0.2207 0.0735 0.0758

0.4 0.9573 0.9535 0.3515 0.2153 0.0769 0.0789
0.8 0.9591 0.9584 0.3474 0.2306 0.0765 0.0796

StoNEZD 0 0.9150 0.8986 0.8314 0.8853 0.0448 0.0304
− 0.8 0.9126 0.9005 0.7937 0.8633 0.0411 0.0306
− 0.4 0.9097 0.9012 0.7972 0.8522 0.0406 0.0302

0.4 0.9172 0.9073 0.7964 0.8411 0.0444 0.0336
0.8 0.9118 0.8907 0.7940 0.8569 0.0458 0.0355

DEA + OLS 0 0.8754 0.8434 0.6770 0.7896 0.0531 0.0591
− 0.8 0.8892 0.8526 0.7715 0.8018 0.0415 0.0511
− 0.4 0.8757 0.8396 0.6796 0.7548 0.0524 0.0617

0.4 0.8883 0.8541 0.7458 0.7881 0.0427 0.0512
0.8 0.8904 0.8603 0.7618 0.8230 0.0402 0.0448

11 This additional analysis was included in order to address the suggestion made by an anonymous 
reviewer.
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of the contextual variable is included as part of the error term. Thus, this approach 
has difficulties to distinguish which units are operating under the same contextual 
conditions to build reference sets for comparison. Moreover, this method is also 
penalized by the fact that this scenario does not place units on the efficient frontier 
(score = 1).

4  Concluding remarks

In this paper we have analyzed the performance of two recent approaches for includ-
ing the effect of contextual variables in the estimation of efficiency measures, the 
conditional nonparametric approach and the StoNEZD method, which seem to out-
perform the traditional ones according to the results obtained in some previous stud-
ies using simulated data from Monte Carlo experiments (Cordero et al. 2016; John-
son and Kuosmanen 2011). Our examination of these new methods has also been 
based on simulated samples of data, but we consider various settings with alterna-
tive DGPs representing different ways in which contextual factors can influence the 
production process. Specifically, we distinguish between a production function in 
which this effect only relies on the inefficiencies and an alternative option in which 
this factor influences the boundary of the attainable set.

One of our main findings is that the StoNEZD method provides better results in 
all the considered scenarios. Moreover, its accuracy in terms of correlation coef-
ficient and MAD consistently increase with sample size. However, we detect that 
the performance of this method slightly deteriorates when z and x are (negatively 
or positively) correlated although continues outperforming the other two evaluated 
methods. This result is in line with other studies using simulated data in different 
settings. Nevertheless, it is worth mentioning that the StoNEZD approach is com-
putationally intensive, thus, it might be difficult to apply when the sample size is 
large. In order to solve this limitation, several authors have proposed new algorithms 
to solve the CNLS formulation (e.g., Lee et al. 2013; Mazumder et al. 2015), but 
this is still a challenging question. Another relevant issue regarding this approach 
presents the same peculiarities to be developed in a multi-output context that para-
metric methods since it is partially based on the SFA methodology. Recently, this 
issue has been tackled by Kuosmanen et  al. (2014) and Kuosmanen and Johnson 
(2017), who propose that the multi-output technology can be modelled within the 
directional distance function framework (Chambers et al. 1996) and present illustra-
tive applications using data about Finnish electricity distribution firms. Therefore, it 
seems that this limitation might be overcome in the near future.

It is also worth mentioning that StoNEZD method does not allow for consider-
ing the effect of contextual variables on the shape of the boundary, since it includes 
the impact of the contextual variables as part of the error term of the production 
function. Therefore, these factors can only have influence on the distribution of the 
inefficiencies. This can be considered as the major theoretical shortcoming of this 
method, since its implementation requires verifying previously whether the separa-
bility condition holds using some statistical tools such as those suggested by Daraio 
et al. (2018).
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The conditional DEA performs worse in all the evaluated frameworks, although 
it can compete with StoNEZD when the production technology assumes that con-
textual variables have influence on the frontier shape. Actually, this methodo-
logical approach should be considered as the most valid option if the purpose of 
analysis is to identify units placed on the frontier, given that the StoNEZD fails to 
identify those units. However, we must bear in mind that when the sample size is 
small and the number of variables included in the model is relatively high, the con-
ditional efficiency measures may be biased upwards due the well-known curse of 
dimensionality.

As a potential further extension of the present study, we should mention that we 
could expand our comparison to some new methodological proposals emerged in 
the most recent literature such as the two-step approach suggested by Florens et al. 
(2014). This is a nonparametric method for estimating conditional measures based 
on “whitening” inputs and outputs variables from the effect of the exogenous vari-
ables previously to perform the efficiency analysis. This could be an alternative 
option to mitigate the aforementioned problems related to the dimensions of the 
model in the conditional approach.
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Appendix

See Fig. 1.

Fig. 1  Representation of the three DGPs (one trial with 200 DMUs)
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