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Abstract
Vaccine effectiveness, disease recovery and recurrence are important issues that must
be faced in the prevention and control of vector-borne infectious diseases.We develop,
in this paper, a dynamical model of vector disease with multi-age-structure to describe
the transmission of parasites (or bacteria) between vectors and hosts, where vaccina-
tion, relapse and general incidence are introduced to study how these factors influence
the spread and control of disease. First, the accurate formulation of the basic reproduc-
tion number is gained, which determines the existence and local asymptotic stability
of the disease-free and endemic steady states. Further, by utilizing the fluctuation the-
orem and themethod of Lyapunov function, we verify that the disease-free steady state
is globally asymptotically stable if the basic reproduction number is less than one. In
addition, we also prove that the endemic steady state of this model without relapse is
globally asymptotically stable if the basic reproduction number is greater than one.
Moreover, the optimal control problem for our model is formulated and analyzed.
Finally, some numerical simulations are conducted to explain these analytical results.
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1 Introduction

Malaria, Chagasdisease (Americantrypanosomiasis), Leishmaniasis, Tungiasis,
African trypanosomiasis (sleeping sickness), etc.) are typical vector infectious dis-
eases, which are caused by parasites or bacteria and transmitted by certain insects
(such as mosquitoes, triatome bugs, sandflies, fleas, ticks, etc.) as vectors. Every year
there are hundreds of thousands deaths due to these diseases around the world. Such
as, approximately 500 million people worldwide are threatened by Malaria, and an
estimated 10 million people develop clinical symptoms of Malaria each year, 90% of
whom are on the African continent, where more than 2 million people die from the
disease each year [1].

There is a very long history of using mathematical models to study the transmission
patterns and prevention and control measures of vector-borne infectious diseases [2–
4]. In particular, Niger et al. [5] proposed an ordinary differential equations model to
evaluate the effect of reinfection on Malaria transmission. Chitnis et al. [6] developed
a model to describe the spread of Malaria between mosquitoes and humans, and
discussed the existence and stability of the equilibria which are determined by the
basic reproduction number. In Ref. [7], Osman et al. introduced a model to study
the different vector bias values of Malaria between low and high transmission areas,
obtained the existence and global stability of equilibria, and predicted the course of
this disease using a fit to actual data. Zheng et al. [8] developed a Malaria model with
two strains to analyze the impacts on incubation period and diversity of Plasmodium
on the transmission of this disease. Related studies are still continuous.

In recent years, clinical data have shown that the viral load in a host infected by a
pathogen is not constant, but varies with the time of viral invasion. This leads to the
fact that the transmission rate of pathogens from infected individuals to susceptible
individuals is a function of infection time, not a constant. For example, the infection
cycle for influenza is typically 2-10 days, with the rate of viral infection being almost
zero on the first day, peaking and beginning to decline on the second day, and gradu-
ally converging to zero after four days. This also means that the rate of transmission
of the virus is closely related to the time of being infected (also known as the age of
infection). In addition, for chronic infectious diseases such as Malaria, HIV, Tubercu-
losis, etc., the situation is more complicated [9]. The age factors (such as, the age of
infection, the age of vaccination, the age of relapse, etc.) not only influence the basic
reproduction number, but also influence the peak value of cases and the duration of
disease transmission. Recently, many epidemiological studies have attended to this
crucial aspect by introducing the compartment age of infectious disease models and
have yielded results which include the existence and stability of steady states [10–14].
Specifically, Wang et al. [15] presented a host-vector model with age-structure and
non-linear incidence for the transmission of Malaria, obtained the global asymptotic
stability of steady-states, and discussed the effects of the general incidence and age
of infection. Liu et al. [16] established an SEIR model with age-dependent latency
and recurrence periods, studied the asymptotic smoothness and uniform persistence of
solutions, and achieved the local and global stability of steady states by constructing
appropriate Volterra-type Lyapunov functions. Other studies on age-structuredmodels
of vector-borne infectious diseases can be found [17–20], to name just a few.
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In addition, the study of optimal control for infectious diseases is an important part
of the dynamics of epidemic models, which is also an important guide to the rational
use of limited medical resources, effective control of disease transmission, and reduc-
tion of control costs [8, 21, 22]. However, there are also fewer research studies on the
optimal control of epidemic models with age structure. This is because the optimal
control of epidemic models with age-structure are usually coupling with ordinary dif-
ferential equations (ODEs) and partial differential equations (PDEs), which is more
complex than the optimal control of ODEs or PDEs. This will bring more computa-
tional challenges. Very recently, Mohammed-Awel et al. [23] proposed a vector-borne
infectious disease model with age of vaccination, and obtained the adjoints equations,
the existence and uniqueness of the optimal control for the optimal problem subject
to their model by using the Gâteaux derivatives and the Ekeland’s Principle. Until
now, control measures for mosquito-borne infections have typically involved the use
of medications to reduce the risk of recurrence, the use of bed nets and insecticides
to reduce the likelihood of mosquito bites, extensive spraying to destroy mosquito
breeding sites, and vaccination of susceptible hosts [24–27].

We present, in this paper, a model of vector-borne with multi-age structures (that
is, age of vaccination, age of infection and age of relapse), where the general inci-
dence is also introduced to describe the complexity of parasites/bacteria transmission
from vectors to hosts. This article is organized as below. The model is presented in
Sect. 2. The global dynamics of this model is discussed in Sect. 3, which includes the
existence and uniqueness of global positive solutions, the basic reproduction number,
the existence and local stability of the disease-free and endemic steady states, the
global asymptotic stability of the disease-free steady state, and the global asymptotic
stability of the endemic steady state under ignoring relapse. The adjoint equations are
derived and the optimal control is described in Sect. 4. Numerical simulations and a
brief discussions are presented in Sects. 5 and 6, respectively.

2 Model Formulation and Preliminaries

Following the process of parasites/bacteria transmission between hosts and vectors,
the host population is divided into susceptible individuals Sh , vaccinated immune
individuals Vh , infected individuals Ih , and recovered individuals Rh . Let Vh(t, a)
denotes the number of immunized individuals with the age of vaccination a at time
t (here, a denotes the time-since-vaccination), then the total number of vaccinated
humans at t is

∫ ∞
0 Vh(t, a)da. The age-dependent decay rate of the vaccine is denoted

by ωh(a), so the total number of vaccine decay for vaccinated individuals entering the
susceptible hosts is

∫ ∞
0 ωh(a)Vh(t, a)da. Similarly, Ih(t, b) is the number of infected

hosts with the age of infection b at time t (here, b represents the time-since-infection),
then the total number of infected humans at t is

∫ ∞
0 Ih(t, b)db. The age-related removal

rate of infected humans is given by kh(b), so the number of infected humans entering
the recovery term is

∫ ∞
0 kh(b)Ih(t, b)db. Let Rh(t, c) denotes the number of recovered

individuals with the age of recover c at time t (here, c denotes the time-since-recover),
then the total number at time t is

∫ ∞
0 Rh(t, c)dc. The age-related relapse rate of

recovered individuals is denoted by rh(c), so that the number of recovery individuals
entering the infected compartment is

∫ ∞
0 rh(c)Rh(t, c)dc. The vector population is
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Table 1 The means of model parameters

Param. The biological meanings Units

�h The total birth/recruitment rate of host population day−1

�v The total birth/recruitment rate of vector population day−1

μh , μv Natural mortality rate of hosts and vectors, respectively day−1

ψh Vaccination rate of susceptible individuals day−1

kh(b) Age-dependent recovery rate of infected individuals day−1

νh(b) Age-dependent death rate of infected individuals due to disease day−1

ωh(a) Immunity loss rate of vaccinated individuals day−1

rh(c) From recovery class to infected class age-dependent relapse rate day−1

divided into susceptible Sv and infected Iv , where, assume that the infected hosts will
carry the parasites/bacteria until it dies due to its short life cycle. Defined the infectivity
from infected hosts to susceptible vectors, βv(b) = qvβ1v(b), where qv denotes the
average biting rate of vectors, and β1v(b) denotes the probability of virus transmission
from infected hosts with infectious b to vectors after a successful bite. Under the above
hypothesis, a model with multi-age structure is formulated

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dSh(t)

dt
= �h − μh Sh(t) − f (Sh(t), Iv(t)) − 1

α
ψh Sh(t) +

∫ ∞

0
ωh(a)Vh(t, a)da,

(
∂

∂t
+ α

∂

∂a

)

Vh(t, a) = −(μh + ωh(a))Vh(t, a), Vh(t, 0) = 1

α
ψh Sh(t),

(
∂

∂t
+ α

∂

∂b

)

Ih(t, b) = −(μh + kh(b) + νh(b))Ih(t, b),

Ih(t, 0) = f (Sh(t), Iv(t)) +
∫ ∞

0
rh(c)Rh(t, c)dc,

(
∂

∂t
+ α

∂

∂c

)

Rh(t, c) = −(μh + rh(c))Rh(t, c), Rh(t, 0) =
∫ ∞

0
kh(b)Ih(t, b)db,

dSv(t)

dt
= �v −

∫ ∞

0
βv(b)Sv(t)Ih(t, b)db − μvSv(t),

dIv(t)

dt
=

∫ ∞

0
βv(b)Sv(t)Ih(t, b)db − μv Iv(t),

(1)

for t ≥ 0. Here, the initial conditions Sh(0) = Sh0, Vh(0, a) = Vh0(a), Ih(0, b) =
Ih0(b), Rh(0, c) = Rh0(c), Sv(0) = Sv0, Iv(0) = Iv0, for a ≥ 0, b ≥ 0, c ≥ 0;
Iv0 ∈ R

+ := (0,∞), and Vh0(a), Ih0(b), Rh0(c) ∈ L1+(R+), L1+(R+) is the positive
cone of the function space L1(R) that are defined on R := (−∞,∞) and Lebesgue
integrable. The means of model parameters can be found in Table 1.

Remark 1 Where, parameter α is introduced to balance the difference in units of age
and time [23, 28]. For example, if the units of age and time are week and day, respec-
tively, then α = 1

7 . In this paper, in order to simplify the calculation, the units of age
and time are both selected as day, so in this case, α = 1.
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In addition, the age-related parameters fulfill the following assumptions.

(H1) Functions ωh(a), βv(b), kh(b), νh(b), rh(c) ∈ L1+(R+) are Lipschitz continu-
ous and βv(b) > 0.

(H2) There is a constant μ0 ∈ (0, μh] such that ωh(τ ), kh(τ ), νh(τ ), rh(τ ) ≥ μ0 for
τ > 0.

(H3) f (Sh, Iv) is locally Lipschitz continuous on Sh, Iv , that is, for every K >

0, there exists some Ch(K ) > 0 and Cv(K ) > 0 such that ‖ f (Sh, Iv) −
f (S̃h, Iv)‖ ≤ Ch(K )|Sh − S̃h |, ‖ f (Sh, Iv) − f (Sh, Ĩv)‖ ≤ Cv(K )|Iv − Ĩv|,
whenever 0 ≤ Sh , S̃h , Iv , Ĩv ≤ K .

(H4) Function f satisfies f (0, Iv) = f (Sh, 0) = 0, and f (Sh, Iv) is differentiable

such that ∂ f (Sh ,Iv)
∂ Iv

> 0, ∂ f (Sh ,Iv)
∂Sh

> 0 and ∂ f 2(Sh ,Iv)

∂ I 2v
≤ 0, for Sh > 0, Iv > 0.

Remark 2 There are many concrete nonlinear incidence functions satisfying (H4).
For example, f (Sh, Iv) = βSh Iv

1+qSh+pIv
(Beddington-DeAngelis incidence [29, 30] ),

f (Sh, Iv) = βSh Iv
(1+qSh)(1+pIv)

(Crowley-Martin incidence [31] ) and f (Sh, Iv) = βSh I
p
v

1+pI lv
,

p, l ≥ 1 (nonmonotone incidence [32, 33] ).

Now, let the function spaceX =R×L1(R+)×L1(R+)×L1(R+)×R×R endowed
with the norm

‖(x1, · · · , x6)‖X = |x1| +
∫ ∞

0
|x2(a)|da +

∫ ∞

0
|x3(b)|db

+
∫ ∞

0
|x4(c)|dc + |x5| + |x6|,

for any (x1, · · · , x6) ∈ X, and its positive cone is denoted by X+ = R
+ × L1+(R+) ×

L1+(R+) × L1+(R+) ×R
+ ×R

+. The initial conditions of model (1) can be rewritten
as x0 = (Sh0, Vh0(a), Ih0(b), Rh0(c), Sv0, Iv0) ∈ X+. It’s easy to get that

Vh(0, 0) = ψh Sh0,

Ih(0, 0) = f (Sh0, Iv0) +
∫ ∞

0
rh(c)Rh0(c)dc,

Rh(0, 0) =
∫ ∞

0
kh(b)Ih0(b)db. (2)

From the basic theory of age-structured model in Ref. [34], model (1) has a
unique non-negative solution. That is, model (1) generates a semiflow 
(t, x0) =
(Sh(t), Vh(t, ·), Rh(t, ·), Ih(t, ·), Sv(t), Iv(t)), t ≥ 0, which is continuous and

‖
(t, x0)‖X = |Sh(t)| +
∫ ∞

0
|Vh(t, a)|da

+
∫ ∞

0
|Ih(t, b)|db

+
∫ ∞

0
|Rh(t, c)|dc + |Sv(t)| + |Iv(t)|. (3)
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The following substitution is introduced below, for a, b, c ≥ 0,

ε1(a) = ωh(a) + μh, ε2(b) = kh(b) + νh(b) + μh, ε3(c) = rh(c) + μh,

�(a) = e− ∫ a
0 ε1(s)ds , τ (b) = e− ∫ b

0 ε2(s)ds, (c) = e− ∫ c
0 ε3(s)ds ,

L =
∫ ∞

0
ωh(a)�(a)da, H =

∫ ∞

0
kh(b)τ (b)db, N =

∫ ∞

0
rh(c)(c)dc.

By the characteristic line method, solving Vh(t, a) from the second equation of (1),
one has

Vh(t, a) =
{
Vh(t − a, 0)e− ∫ a

0 ε1(s)ds, t > a ≥ 0,

Vh0(a − t)e− ∫ a
a−t ε1(s)ds, a ≥ t ≥ 0.

(4)

Similarly, we can obtain Ih(t, b) and Rh(t, c)

Ih(t, b) =
⎧
⎨

⎩

Ih(t − b, 0)e− ∫ b
0 ε2(s)ds, t > b ≥ 0,

Ih0(b − t)e− ∫ b
b−t ε2(s)ds, b ≥ t ≥ 0,

Rh(t, c) =
{
Rh(t − c, 0)e− ∫ c

0 ε3(s)ds, t > c ≥ 0,

Rh0(c − t)e− ∫ c
c−t ε3(s)ds, c ≥ t ≥ 0.

(5)

Next, define that the state space for model (1) as follow

D :=
{

(Sh, Vh(t, ·), Ih(t, ·), Rh(t, ·), Sv, Iv) ∈ X+

: Sh +
∫ ∞

0
Vh(t, a)da +

∫ ∞

0
Ih(t, b)db

+
∫ ∞

0
Rh(t, c)dc ≤ �h

μh
, Sv + Iv ≤ �v

μv

}

.

Proposition 1 For model (1), region D is positive invariant for 
, that is, for any
x0 ∈ D, 
(t, x0) ∈ D, t ≥ 0. Further, 
 is ultimately bounded and D attracts every
point in X+.

Proof Let 
(t, x0) = Z1(t, x10) + Z2(t, x20), where Z1(t, x10) =
(Sh, Vh(t, ·), Ih(t, ·), Rh(t, ·), 0, 0), Z2(t, x20) = (0, 0, 0, 0, Sv, Iv), x10 =
(Sh0, Vh0(a), Ih0(b), Rh0(c), 0, 0) and x20 = (0, 0, 0, 0, Sv0, Iv0). Then for any
x10 ∈ X+, we have

d‖Z1(t, x10)‖X
dt

≤ �h − μh
(

Sh +
∫ ∞

0
Vh(t, a)da +

∫ ∞

0
Ih(t, b)db +

∫ ∞

0
Rh(t, c)dc

)

.
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Hence, it yields that

‖Z1(t, x10)‖X ≤ �h

μh
− e−μh t

(
�h

μh
− ‖x10‖X

)

. (6)

Similarly, we can get that

‖Z2(t, x20)‖X = �v

μv

− e−μv t
(

�v

μv

− ‖x20‖X
)

. (7)

Therefore, for any x0 = x10 + x20 ∈ D, it follows that 
(t, x0) ∈ D for t ≥ 0. This
means that D is a positive invariant for model (1). Further, it is also observe from
inequalities (6) and (7) that 
(t, x0) is ultimately bounded and attracts every point in
X+. This completes the proof. ��
Proposition 2 For some A ≥ �h

μh
, B ≥ �v

μv
, if x0 ∈ X and ‖x0‖X ≤ min{A,B}, then

0 ≤ Sh(t),
∫ ∞
0 Vh(t, a)da,

∫ ∞
0 Ih(t, b)db,

∫ ∞
0 Rh(t, c)dc ≤ A, 0 ≤ Sv, Iv ≤ B for

all t ≥ 0.

Proof By Proposition 1, it concludes that D is positive invariant and 
 attracts every
point in D. Therefore, there exists A ≥ �h

μh
and B ≥ �v

μv
such that 0 ≤ Z1(t) ≤ A,

0 ≤ Z2(t) ≤ B for all t > 0. This means that the conclusion of Proposition 2 is valid.
The proof is completed. ��

The following two lemmas are useful to prove the global stability of the steady
state.

Lemma 1 (Fluctuation Lemma, Ref. [35]) Suppose that M : R+ → R be a bounded
and continuously differentiable function, then, there exists sequences {sn} and {tn}
such that sn → ∞, tn → ∞, M(sn) → M∞, M ′(sn) → 0, M(tn) → M∞, and
M ′(tn) → 0 as n → ∞, where M∞ = lim inf t→∞ M(t), M∞ = lim supt→∞ M(t).

Lemma 2 (Ref. [36]) Suppose that f : R
+ → R is a bounded function and k ∈

L1(R+), then, lim supt→∞
∫ t
0 k(θ) f (t − θ)dθ ≤ f ∞‖k‖1.

3 Global Behavior of theModel

In this section we focus on the local and global asymptotiical stability of the disease-
free and endemic steady states of model (1).

3.1 Existence and Local Stability of Steady States

Model (1) always has the disease-free steady state E0(S0h , V
0
h (a), 0, 0, S0v , 0), where

S0h = �h

μh + ψh(1 − L)
, V 0

h (a) = ψh S
0
h�(a), S0v = �v

μv

.
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The basic reproduction number R0 is defined as

R0 = ∂ f (S0h , 0)

∂ Iv

η�v

μ2
v

1

1 − NH
, η =

∫ ∞

0
βv(b)τ (b)db. (8)

Next, we discuss the existence and uniqueness of the endemic steady state. Assume
that E∗(S∗

h , V
∗
h (·), I ∗

h (·), R∗
h(·), S∗

v , I ∗
v ) is the endemic steady state of model (1), then

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�h − μh S
∗
h − f (S∗

h , I
∗
v ) − ψh S

∗
h +

∫ ∞

0
ωh(a)V ∗

h (a)da = 0,

d

da
V ∗
h (a) = −(μh + ωh(a))V ∗

h (a), V ∗
h (0) = ψh S

∗
h ,

d

db
I ∗
h (b)=−(μh+kh(b)+v(b))I ∗

h (b), I ∗
h (0)= f (S∗

h ,I
∗
v )+

∫ ∞

0
rh(c)R

∗
h(c)dc,

d

dc
R∗
h(c) = − (μh + rh(c)) R

∗
h(c), R∗

h(0) =
∫ ∞

0
kh(b)I

∗
h (b)db,

�v −
∫ ∞

0
βv(b)S

∗
v I

∗
h (b)db − μvS

∗
v = 0,

∫ ∞

0
βv(b)S

∗
v I

∗
h (b)db − μv I

∗
v = 0.

(9)

Solving the second, third and fourth equations of (9), one can get

V ∗
h (a) = ψh S

∗
h�(a),

I ∗
h (b) = (

f (S∗
h , I

∗
v ) + HN I ∗

h (0)(c)
)
τ(b),

R∗
h(c) = H I ∗

h (0)(c). (10)

Further, substituting (10) into the fifth and sixth equations of (9), we have

S∗
v = �v − μv I ∗

v

μv

, I ∗
h (0) = μ2

v I
∗
v

η(�v − μv I ∗
v )

. (11)

Combining I ∗
h (0) = f (S∗

h , I
∗
v ) + ∫ ∞

0 rh(c)R∗
h(c)dc and substituting the above

formulations of S∗
v , I

∗
h (0) and V ∗

h (0) into the first Eq. of (9) and rearrange yields

S∗
h = �h − I ∗

h (0)(1 − NH)

μh + ψh(1 − L)
= η�h(�v − μv I ∗

v ) − μ2
v(1 − NH)I ∗

v

η(μh + ψh(1 − L))(�v − μv I ∗
v )

. (12)

Inserting (10)–(12) into the last Eq. of (9), it follows that

0 = ηS∗
v I

∗
h (0) − μv I

∗
v = η

�v − μv I ∗
v

μv

f (S∗
h , I

∗
v )

1 − NH
− μv I

∗
v .
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In the light of the above discussion, model (1) has a positive steady state (S∗
h , V

∗
h (a),

I ∗
h (b), R∗

h(c), S
∗
v , I ∗

v ) if and only if I ∗
v is a positive solution of function F , where

F(y) = η
�v − μv y

μv

f

⎛

⎝
�h − (1−NH)μ2

v y
η(�v−μv y)

μh + ψh(1 − L)
, y

⎞

⎠ 1

1 − NH
− μv y.

IfR0 ≤ 1, then, by using the monotonicity and the concavity of f in (H4), one has

F(y) ≤ η
�v

μv

f

(
�h

μh + ψh(1 − L)
, y

)
1

1 − NH
− μv y

≤ η
�v

μv

1

1 − NH

∂ f (S0h , 0)

∂ y
y − μv y = μv(R0 − 1)y,

for y > 0. This indicates that model (1) has no positive steady state forR0 ≤ 1.
Now, we turn to the caseR0 > 1. Note that F(0) = 0,

F

(
�h�vη

μv�h + (1 − NH)μ2
v

)

= (1 − η)�h�v + �v(1 − NH)μv

μv(�h + (1 − NH)μv)
f

(

0,
�h�vη

μv�h + (1 − NH)μ2
v

)

− �h�vη

�h + (1 − NH)μv

= − �h�vη

�h + (1 − NH)μv

< 0,

and

F ′(0) = η�v

μv(1 − NH)

∂ f (S0h , 0)

∂ y
− μv = μv(R0 − 1) > 0.

From the intermediate value theorem of continuous function, there is at least one
positive root of function F , so model (1) has at least one positive steady state. Next,
we focus on the uniqueness of positive steady state. Using the contradictory method,
suppose that there is another positive steady state (S̄h, V̄h, Īh, R̄h, S̄v, Īv). Without

loss of generality, assume that Īv > I ∗
v > 0. Let l = Īv

I ∗
v
, by (H4), we obtain

I ∗
h (0) = f (S∗

h , I
∗
v )

1 − NH
= 1

1 − NH
f

(

S∗
h ,

Īv
l

)

≥ 1

l

1

1 − NH
f (S̄h, Īv) = 1

l
Īh(0),

where S̄h < S∗
h . From the sixth Eq. of (9), it follows that

I ∗
v =

�v

μv
ηI ∗

h (0)

μv + ηI ∗
h (0)

>

�v

μv
η 1
l Īh(0)

μv + η 1
l Īh(0)

= 1

l

�v

μv
η Īh(0)

μv + η 1
l Īh(0)

>
1

l

�v

μv
η Īh(0)

μv + η Īh(0)
= 1

l
Īv,

which is a contradiction.
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Summing up the above discussion, we can come to the following conclusion.

Theorem 1 If R0 ≤ 1, then model (1) has the disease-free steady state
E0(S0h , Vh0(a), 0, 0, S0v , 0); if R0 > 1, then model (1) has a unique endemic steady
state E∗(S∗

h , V
∗
h (a), I ∗

h (b), R∗
h(c), S

∗
v , I ∗

v ) in addition to the E0, where I ∗
v is a positive

root of F(Iv) = 0.

Next, we proceed to investigate the local stability of the steady state using the
linearization method. Let Ē(S̄h, V̄h(·), Īh(·), R̄h(·), S̄v, Īv) be a steady state of (1),
linearization at Ē yields that

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dx1(t)

dt
= −

(

μh + ψh + ∂ f (S̄h, Īv)

∂Sh

)

x1(t) − ∂ f (S̄h, Īv)

∂ Iv
x6(t)

+
∫ ∞

0
ωh(a)x2(t, a)da,

(
∂

∂t
+ ∂

∂a

)

x2(t, a)=−(μh + ωh(a))x2(t, a), x2(t, 0) = ψhx1(t),

(
∂

∂t
+ ∂

∂b

)

x3(t, b) = −(μh + kh(b) + νh(b))x3(t, b),

(
∂

∂t
+ ∂

∂c

)

x4(t, c)=−(μh+rh(c))x4(t, c), x4(t, 0)=
∫ ∞

0
kh(b)x3(t, b)db,

dx5(t)

dt
= −

∫ ∞

0
βv(b)S̄vx3(t, b)db −

∫ ∞

0
βv(b) Īh(b)x5(t)db − μvx5(t),

dx6(t)

dt
=

∫ ∞

0
βv(b)S̄vx3(t, b)db +

∫ ∞

0
βv(b) Īh(b)x5(t)db − μvx6(t),

(13)

and x3(t, 0) = ∂ f (S̄h , Īv)
∂Sh

x1(t) + ∂ f (S̄h , Īv)
∂ Iv

x6(t) + ∫ ∞
0 rh(c)x4(t, c)dc.

Now, we look for the solution of system (13) for the form x1(t) = x̄1eλt , x2(t, a) =
x̄2(a)eλt , x3(t, b) = x̄3(b)eλt , x4(t, c) = x̄4(c)eλt , x5(t) = x̄5eλt , x6(t) = x̄6eλt ,
where x̄i > 0, (i = 1, 5, 6), x̄2(a), x̄3(b) and x̄4(c) will be determined later in the
calculation. Then,

(

λ + μh + ψh + ∂ f (S̄h, Īv)

∂Sh

)

x̄1 + ∂ f (S̄h, Īv)

∂Sh
x̄6

−
∫ ∞

0
ωh(a)x̄2(0)�(a)e−λada = 0,

x̄2(0) − ψh x̄1 = 0,

x̄3(0) − ∂ f (S̄h, Īv)

∂Sh
x̄1 − ∂ f (S̄h, Īv)

∂ Iv
x̄6 −

∫ ∞

0
rh(c)x̄4(0)(c)e−λcdc = 0,

x̄4(0) −
∫ ∞

0
kh(b)x̄3(0)τ (b)e−λbdb = 0,
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(λ + μv)x̄5 +
∫ ∞

0
βv(b)S̄v x̄3(0)τ (b)e−λbdb +

∫ ∞

0
βv(b) Īh(b)x̄5db = 0,

(λ + μv)x̄6 −
∫ ∞

0
βv(b)S̄v x̄3(0)τ (b)e−λbdb −

∫ ∞

0
βv(b) Īh(b)x̄5db = 0.

Theorem 2 The disease-free steady state E0 of model (1) is locally asymptotically
stable for R0 < 1and is unstable for R0 > 1.

Proof Notice that
∂ f (S0h ,0)

∂Sh
= 0 for Sh ∈ R

+, we can acquire the characteristic equation
at E0 as

(λ + μv)C1(λ)C2(λ) = 0, (14)

where C1(λ) = λ + μh + ψh[1 − K̂1(λ)],

C2(λ) = (λ + μv)
(
1 − K̂2(λ)K̂3(λ)

)
− S0v

∂ f (S0h , 0)

∂ Iv
K̂4(λ),

K̂1(λ) =
∫ ∞

0
ωh(a)�(a)e−λada,

K̂2(λ) =
∫ ∞

0
kh(b)τ (b)e−λbdb,

K̂3(λ) =
∫ ∞

0
rh(c)(c)e−λcdc,

K̂4(λ) =
∫ ∞

0
βv(b)τ (b)e−λbdb.

We claim that all roots of C1(λ) = 0 have negative real parts. As a matter of fact, if
λ0 with nonnegative real part, then ψh < |λ0 + μh + ψh | = ψh |K̂1(λ)| ≤ ψh . This
is a contradiction. Thus, the claim is true.

IfR0 > 1, thenC2(0) = μv(1−R0) < 0. By incorporating limλ→0 C2(λ) = +∞
and the intermediate value theorem of continuous function, we know that C2(λ) = 0
has a positive root. Hence, E0 is unstable ifR0 > 1.

Now, we claim that all roots of C2(λ) = 0 have negative real parts for R0 < 1.
Otherwise, let λ0 be a root of C(λ) = 0 with Re(λ0) ≥ 0, then μv(1 − NH) ≤
|(λ0 + μv)(1 − K̂2(λ0)K̂3(λ0))| and

∣
∣
∣
∣
∣
S0v K̂4(λ)

∂ f (S0h , 0)

∂ Iv

∣
∣
∣
∣
∣
≤ ηS0v

∂ f (S0h , 0)

∂ Iv
= μv(1 − NH)R0 < μv(1 − NH).

This is a contradiction. Therefore, all roots of (14) have negative real parts. This implies
E0 is locally asymptomatically stable for R0 < 1. The proof is finished. ��



24 Page 12 of 40 S. Wang, L. Nie

3.2 Uniform Persistence

To obtain the global dynamics of the steady state of model (1), we introduce the
asymptotic smoothness of solution semiflow. Denote operators 
1(t, x0),
2(t, x0):
R

+ × X+ → X+ as follows 
1(t, x0) := (0, ϕ̃V (t, ·), ϕ̃I (t, ·), ϕ̃R(t, ·), 0, 0),

2(t, x0) := (Sh(t), Ṽh(t, ·), Ĩh(t, ·), R̃h(t, ·), Sv(t), Iv(t)), where,

ψ̃V (t, a) =
{
0, t > a ≥ 0,

Vh(t, a), a ≥ t ≥ 0,
and

ψ̃I (t, b) =
{
0, t > b ≥ 0,

Ih(t, b), b ≥ t ≥ 0,
(15)

ψ̃R(t, c) =
{
0, t > c ≥ 0,

Rh(t, c), c ≥ t ≥ 0,
and

Ṽh(t, a) =
{
Vh(t, a), t > a ≥ 0,

0, a ≥ t ≥ 0,
(16)

Ĩh(t, b) =
{
Ih(t, b), t > b ≥ 0,

0, b ≥ t ≥ 0,
and

R̃h(t, b) =
{
Rh(t, c), t > c ≥ 0,

0, c ≥ t ≥ 0.
(17)

It’s obvious that 
(t, x0) = 
1(t, x0) + 
2(t, x0) for all t ≥ 0.

Proposition 3 For any r1 > 0, if x0 ∈ X+ and ‖x0‖X ≤ r1, then ‖
1(t, x0)‖X ≤
e−μh t r1 for t ≥ 0.

Proof Based on (4), (5), (15) and (16), one can get

ψ̃V (t, a) =
⎧
⎨

⎩

0, t > a ≥ 0,

Vh0(a − t)
�(a)

�(a − t)
, a ≥ t ≥ 0,

ψ̃I (t, b) =
⎧
⎨

⎩

0, t > b ≥ 0,

Ih0(b − t)
τ (b)

τ (b − t)
, b ≥ t ≥ 0,

ψ̃R(t, c) =
⎧
⎨

⎩

0, t > c ≥ 0,

Rh0(c − t)
(c)

(c − t)
, c ≥ t ≥ 0.

For x0 ∈ X+ and ‖x0‖X ≤ r1, we have



Global Dynamics and Optimal Control of Multi-Age... Page 13 of 40 24

‖
1(t, x0)‖X
=

∫ ∞

0

∣
∣
∣
∣Vh0(σ )

�(σ + t)

�(σ)

∣
∣
∣
∣ dσ +

∫ ∞

0

∣
∣
∣
∣Ih0(σ )

τ (σ + t)

τ (σ )

∣
∣
∣
∣ dσ

+
∫ ∞

0

∣
∣
∣
∣Rh0(σ )

(σ + t)

(σ)

∣
∣
∣
∣ dσ

=
∫ ∞

0

∣
∣
∣Vh0(σ )e− ∫ t+σ

σ ε1(s)ds
∣
∣
∣ dσ

+
∫ ∞

0

∣
∣
∣Ih0(σ )e− ∫ t+σ

σ ε2(s)ds
∣
∣
∣ dσ +

∫ ∞

0

∣
∣
∣Rh0(σ )e− ∫ t+σ

σ ε3(s)ds
∣
∣
∣ dσ.

It follows from ε1(a), ε2(b) and ε3(c) ≥ μh + μ0, for a, b, c ∈ R
+ that one has

‖
1(t, x0)‖X ≤ e−(μh+μ0)t
(∫ ∞

0
|Vh0(σ )|dσ

∫ ∞

0
|Ih0(σ )|dσ +

∫ ∞

0
|Rh0(σ )|dσ

)

≤ e−(μh+μ0)t‖x0‖X ≤ r1e
−(μh+μ0)t ,

for t ∈ R
+. The proof is completed. ��

Due to, L1+(R+) is the infinite dimensional Banach space, and boundness does not
imply compactness in L1+(R+), we introduce the following proposition to guarantee
tightness L1+(R+).

Proposition 4 Semiflow {
(t, x0)}t≥0 is completely continuous.

Proof By the Proposition 2, Sh(t) remains in the compact set [0,A], Sv(t) and Iv(t)
remain in the compact set [0,B]. Therefore, we just need to prove that Ṽh(t, ·),
Ĩh(t, ·) and R̃h(t, ·) belong to the compact set of L1+(R+), without dependence
on x0 ∈ X+. Since Ṽh(t, ·), Ĩh(t, ·) and R̃h(t, ·) are bounded, combined with the
Fréchet-Kolmogorov Theorem (see Ref. [43]), it need to prove that the condition
liml→0+

∫ ∞
0 |ỹi (t, a + l) − ỹi (t, a)| da = 0 uniformly with respect to x0 ∈ X+.

For l ∈ (0, t), by (15) and (H3), one has

∫ ∞

0

∣
∣
∣Ṽh(t, a + l) − Ṽh(t, a)

∣
∣
∣ da

=
∫ t−l

0
|Vh(t, a + l) − Vh(t, a)| da

+
∫ t

t−l
|0 − Vh(t, a)| da ≤ ψhAl

+
∫ t−l

0
Vh(t − a − l, 0) |�(a + l) − �(a)| da

+
∫ t−l

0
|Vh(t − a − l, 0) − Vh(t − a, 0)| �(a)da

= ψhAl +
∫ t−l

0
Vh(t − a − l, 0) |�(a + l) − �(a)| da
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+
∫ t−l

0
ψh |Sh(t − a − l) − Sh(t − a)| �(a)da.

Note that 0 ≤ �(a) ≤ e−(μ0+μh)a ≤ 1, we obtain

∫ t−l

0
|�(a + l) − �(a)| da =

∫ l

0
�(a)da −

∫ l

t−l
�(a)da ≤ l

and
∣
∣
∣
∣
dSh(t)

dt

∣
∣
∣
∣ ≤ �h + (μh + ψh + ω̄)A + f (A,B) := LS .

Therefore,

∫ ∞

0

∣
∣
∣Ṽh(t, a + l) − Ṽh(t, a)

∣
∣
∣ da ≤ 2ψhAl + LSψhl

μh
,

which indicates liml→0+
∫ ∞
0

∣
∣
∣Ṽh(t, a + l) − Ṽh(t, a)

∣
∣
∣ da = 0. Similarly, it also has

lim
l→0+

∫ ∞

0

∣
∣ Ĩh(t, b + l)− Ĩh(t, b)

∣
∣db = 0, lim

l→0+

∫ ∞

0

∣
∣R̃h(t, c+l) − R̃h(t, c)

∣
∣dc = 0.

This completes to verify that Ṽh(t, a), Ĩh(t, b) and R̃h(t, c) satisfy the above condition.
��

Now, we turn to the uniform persistence of (1). Define ρ : X+ → R
+ as

ρ(Sh, Vh, Ih, Rh, Sv, Iv) =
∫ ∞

0
βv(b)Ih(·, b)db, (Sh, Vh, Ih, Rh, Sv, Iv) ∈ X+,

and

X0={(Sh0, Vh0,Ih0, Rh0, Sv0, Iv0)∈D : ρ(
(t, (Sh0,Vh0,Ih0, Rh0,Sv0, Iv0))) > 0,

t ∈ R
+},

and ∂X0 = X+\X0. Before proving uniform persistence, we give the following
Proposition 5.

Proposition 5 The E0 of model (1) is globally attractive for the {
(t)}t≥0 restricted
to ∂X0.

Proof Similar to the analysis of Ref. [17], 
(t,X0) ⊂ X0 and 
(t, ∂X0) ⊂ ∂X0, that
is,X0 and ∂X0 is the positive invariant set for semiflow
(t) ofmodel (1). Based on the
positive invariance of ∂X0 for (Sh0, ···, Iv0) ∈ ∂X0, it yields that
(t, (Sh0, ···, Iv0)) ∈
∂X0. Therefore, ρ(
(t, (Sh0, · · ·, Iv0))) = 0, i.e.,

∫ ∞
0 βv(b)Ih(·, b)db = 0. This
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implies that Ih(t, b) ≡ 0 for t, b ≥ 0. Substituting it into the fifth and seventh
equations of model (1), one can derives limt→∞ Rh(t, b) = 0 and limt→∞ Iv(t) = 0.
In conclusion, from the above results and the first, second and sixth equations of model
(1), one has limt→∞ Sh(t) = S0h , limt→∞ Vh(t, a) = V 0

h (a) and limt→∞ Sv(t) = S0v .
This means limt→∞ 
(t, (Sh0, · · ·, Iv0)) = E0. This completes the proof. ��
Theorem 3 IfR0 > 1, then semiflow {
(t, x0)}t≥0 uniformlyweaklyρ-persistent, i.e.,
for (Sh0, Vh0, Ih0, Rh0, Sv0, Iv0) ∈ X0, there is a positive constant ε, independent of the
initial conditions, such that lim supt→∞ ρ(
(t0, (Sh0, Vh0, Ih0, Rh0, Sv0, Iv0))) > ε.

Proof For contradiction, for any ε > 0, there exists a positive xε =
(Sh0, Vh0, Ih0, Rh0, Sv0, Iv0) ∈ D \ X0 such that lim supt→∞

∫ ∞
0 βv(b)Ih(t, b)db ≤

ε. Since R0 > 1, we can select l > 0 such that

η̂(λ)

1 − N̂ (λ)Ĥ(λ)

∂ f (ω2(l), ω1(l))

∂ Iv

Nv − ω1(l)

μv

> 1 and ω2(l) := �h − Cvω1(l)

μh + ψh
,

(18)

where ω1(l) = Nvl
μv+l . By the hypothesis, there exists x

l
2 ∈ D \ X0 (for

convenience, the remaining part of the proof is denoted by x) such that
lim supt→∞

∫ ∞
0 βv(b)Ih(t, b)db ≤ l

2 . Then there exists t0 ∈ R
+ such that∫ ∞

0 βv(b)Ih(t, b)db ≤ l for all t ≥ t0. Without loss of generality, suppose that t0 = 0,
because we can substitute 
(t0, x) for x . From the seventh Eq. of (1), one has

dIv(t)

dt
= (Nv − Iv(t))

∫ ∞

0
βv(b)Ih(t, b)db − μv Iv(t) ≤ Nvl − (μ + l)Iv(t),

that is, lim supt→∞ Iv(t) ≤ Nvl
μv+l . Again, without loss of generality, assume that

Iv(t) ≤ ω1(l) for t ∈ R+. (19)

Combining (H3) and the first equation of (1), we have

dSh(t)

dt
≥ �h − μh Sh(t) − f (Sh(t), Iv(t)) − ψh Sh(t)

≥ �h − Cv(K )ω1(l) − (μh + ψh)Sh(t),

it follows that lim inf t→∞ Sh(t) ≥ �h−Cv(K )ω1(l)
μh+ψh

. Again, without loss of generality,
suppose that

Sh(t) ≥ ω2(l) for t ∈ R
+. (20)

According to the seventh Eq. of (1), we have

dIv(t)

dt
≥

∫ ∞

0
βv(b)(Nv − ω1(l))Ih(t, b)db − μv Iv(t),
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which implies that lim inf t→∞ Iv(t) ≥ 1
μv

∫ ∞
0 βv(b)(Nv − ω1(l))Ih(t, b)db. Again,

without loss of generality, assume that

Iv(t) ≥
∫ ∞
0 βv(b)(Nv − ω1(l))Ih(t, b)db

μv

for t ∈ R
+.

Combining Eqs. (19) and (20), we have

Ih(t, 0) ≥ ∂ f (ω2(l), ω1(l))

∂ Iv
Iv(t) +

∫ t

0
rh(c)(c)

∫ t−c

0
kh(b)Ih(t − b − c, 0)τ (b)dbdc,

for t ∈ R
+. Applying the Laplace transform to each side of the above inequality, one

can get

L[ Îh(t, 0)] ≥
∫ ∞

0
e−λs ∂ f (ω2(l), ω1(l))

∂ Iv
Iv(s)ds + L[ Îh(t, 0)]

∫ ∞

0
rh(c)(c)e−λcdc

∫ ∞

0
kh(b)τ (b)e−λbdb

≥ 1

1 − N̂ (λ)Ĥ(λ)

∂ f (ω2(l), ω1(l))

∂ Iv

∫ ∞

0
e−λt Iv(t)dt

≥ 1

1 − N̂ (λ)Ĥ(λ)

∂ f (ω2(l), ω1(l))

∂ Iv

Nv − ω1(l)

μv

∫ ∞

0
βv(b)τ (b)e−λbdb

∫ ∞

0
e−λt Ih(t, 0)dt .

Here, Ĥ(λ) = ∫ ∞
0 kh(b)τ (b)e−λbdb, N̂ (λ) = ∫ ∞

0 rh(c)(c)e−λcdb, η̂(λ) =
∫ ∞
0 βv(b)τ (b)e−λbdb andL[ Îh(t, 0)] denotes the Laplace transform of Ih(t, 0), which

is strictly positive. Dividing both sides of the above inequality by L[ Îh(t, 0)], we have

1 ≥ (Nv − ω1(l))η̂(λ)

μv(1 − N̂ (λ)Ĥ(λ))

∂ f (ω2(l), ω1(l))

∂ Iv
,

which contradicts with Eq. (18). This completes the proof. ��
Theorem 4 Semiflow {
(t, x0)}t≥0 is uniformly strongly ρ-persistent for
R0 > 1. That is, there exists a positive constant ε such that
lim inf t→∞ ρ(
(t0, (Sh0, Vh0, Ih0, Rh0, Sv0, Iv0))) > ε.

The proof method is consistent with that in Ref. [37] and the proof is omitted here.

Theorem 5 If R0 > 1, then model (1) is uniformly persistent, i.e.,
there exists a constant ε > 0 such that for every x0 ∈ X0,
lim inf t→∞ (Sh(t), ‖Vh(t, ·)‖1, ‖Ih(t, ·)‖1, ‖Rh(t, ·)‖1, Sv(t), Iv(t)) ≥ ε, where
‖ f (t, ·)‖1 = ∫ ∞

0 f (t, x)dx, f (t, ·) = Vh(t, ·), Ih(t, ·) and Rh(t, ·), respectively.
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Proof It follows from (H3) and the first Eq. of (1) that

dSh(t)

dt
≥ �h − (μh + Ch(K ) + ψh)Sh(t),

dSv(t)

dt
≥ �v − μvSv(t),

which indicates that lim inf t→∞ Sh(t) ≥ �h
(μh+ψh+Ch(K ))

:= ε1, lim inf t→∞ Sv(t) ≥
�v

μv
:= ε3. By Theorem 4, there exists a ε2 > 0 such that

lim inf t→∞
∫ ∞
0 βv(b)Ih(t, b)db ≥ ε2. Then, for l1 ∈ (0, ε2), there is a constant

T1 > 0 such that
∫ ∞
0 βv(b)Ih(t, b)db ≥ ε2 − l1 for t ≥ T1. It follows from

dIv(t)

dt
≥ Nv(ε2 − l1) − (μv + ε2 − l1)Iv(t) for all t > T1,

that lim inf t→∞ Iv(t) ≥ Nv(ε2−l1)
(μv+ε2−l1)

. Since l1 is arbitrary, we can get

lim inf t→∞ Iv(t) ≥ Nvε2
(μv+ε2)

:= ε4. For any l2 ∈ (0,min{ε1, ε4}), there exists T2 > 0
such that Sh(t) ≥ ε1 − l2, Iv(t) ≥ ε4 − l2 for all t ≥ T2. Then, for all t ≥ T2,

‖Ih(t, b)‖1 ≥
∫ t−T2

0
τ(b) f (Sh(t − b), Iv(t − b))db

≥
∫ t−T2

0
τ(b) f ((ε1 − l2), (ε4 − l2))db,

which imply that lim inf t→∞ ‖Ih(t, ·)‖ ≥ ‖τ‖1 f ((ε1 − l1), (ε4 − l2)). Simi-
larly, lim inf t→∞ ‖Rh(t, ·)‖1 ≥ ‖khτ‖1 f (ε1, ε4), and lim inf t→∞ ‖Vh(t, ·)‖1 ≥
ψhε1‖�(a)‖1. Letting ε = min{ε1, ε2, ε3, ε4} immediately completes the proof. ��

3.3 Global Stability

Wefirst show theglobal stability of the disease-free steady stateE0 byusingFluctuation
Lemma, that is Lemma 1.

Theorem 6 Assume that R0 < 1, then E0 of model (1) is globally asymptotically
stable.

Proof Combining the positive invariance and attractive properties of D with
the Theorem 2, we just need to prove that {E0} attracts to D. Suppose
(Sh(t), Vh(t, a), Ih(t, b), Rh(t, c), Sv(t), Iv(t)) be the solution of model (1) with
(Sh0, Vh0(·), Ih0(·), Rh0(·), Sv0, Iv0) ∈ D. From the Eq. (5), one has

Ih(t − b, 0) ≤ ∂ f (S0h , 0)

∂ Iv
Iv +

∫ ∞

0
rh(c)Rh(t − b, c)dc. (21)

Combining the fifth Eq. of (1) and (H3), we can get

∫ ∞

0
rh(c)Rh(t, c)dc =

∫ t

0
rh(c)Rh(t − c, 0)(c)dc
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+
∫ ∞

t
rh(c)

(c)

(c − t)
Rh0(c − t)dc

≤
∫ t

0
rh(c)Rh(t − c, 0)(c)dc + e−μh t‖rh‖∞‖Rh0‖1

=
∫ t

0
rh(c)(c)

( ∫ t−c

0
kh(b)Ih(t − c − b, 0)τ (b)db

+
∫ ∞

t−c
kh(b)

τ (b)

τ (b − t + c)
Ih0(b − t + c)db

)

dc

+ e−μh t‖rh‖∞‖Rh0‖1
≤

∫ t

0
rh(c)(c)

( ∫ t−c

0
kh(b)Ih(t − c − b, 0)τ (b)db

+ e−μh(t−c)‖kh‖∞‖Ih0‖1
)

dc + e−μh t‖rh‖∞‖Rh0‖1.

Applying Lemma 1 and Lemma 2,

(∫ ∞

0
rh(c)Rh(·, c)dc

)∞
≤ N

(∫ ∞

0
kh(b)Ih(·, 0)τ (b)db

)∞
. (22)

According to the seventh equation of the model (1), we have

Iv(t) ≤ e−μv t Iv(0) + �v

μv

∫ t

0
e−μv(t−s)

∫ ∞

0
βv(b)Ih(s, b)dbds

= e−μv t Iv(0) + �v

μv

∫ t

0
e−μvs

∫ ∞

0
βv(b)Ih(t − s, b)dbds.

It yields from Lemma 1 that (Iv)∞ ≤ �v

μ2
v

(∫ ∞
0 βv(b)Ih(·, b)db

)∞
. Further,

∫ ∞

0
βv(b)Ih(t, b)db =

∫ t

0
βv(b)Ih(t − b, 0)τ (b)db

+
∫ ∞

t
βv(b)

τ (b)

τ (b − t)
Ih0(b − t)db

≤
∫ t

0
βv(b)Ih(t − b, 0)τ (b)db + e−μv t‖βv‖∞‖Ih0‖1. (23)

Combined with (21), (22) and (23), it follows that

(Ih(·, 0))∞ ≤ 1

1 − NH

η�v

μ2
v

∂ f (S0h , 0)

∂ Iv
(Ih(·, 0))∞ = R0(Ih(·, 0))∞. (24)

To summarize, we obtained (Ih(·, 0))∞ ≤ R0(Ih(·, 0))∞. Because R0 < 1, we can
get (Ih(·, 0))∞ = 0. Further, one can get limt→∞ Ih(t, b) = 0, limt→∞ Rh(t, c) = 0
and limt→∞ Iv(t) = 0. Finally, we come to the proof that limt→∞ Sh(t) = S0h ,
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limt→∞ Vh(t, a) = V 0
h (a) and limt→∞ Sv(t) = S0v . Due to (Sh)∞ ≤ S0h , (Sv)

∞ ≤ S0v ,
it is only necessary to prove that (Sh)∞ ≥ S0h , (Sv)∞ ≥ S0v . From Lemma 1, there
exists a sequence {t̃n} such that t̃n → ∞, Sh(t̃n) → (Sh)∞, Sv(t̃n) → (Sv)∞ and
dSh(t̃n)

dt → 0, dSv(t̃n)
dt → 0 as n → ∞. And then, from the first and sixth equations of

model (1), it follows that

⎧
⎪⎪⎨

⎪⎪⎩

dSh(t̃n)

dt
= �h − (μh + ψh)Sh(t̃n) − f (Sh(t̃n), Iv(t̃n)) +

∫ ∞

0
ωh(a)Vh(t̃n, a)da,

dSv(t̃n)

dt
= �v −

∫ ∞

0
βv(b)Sv(t̃n)Ih(t̃n, b)db − μvSv(t̃n).

When n → ∞, one has 0 = �h − (μh + ψh)(Sh)∞ + (Sh)∞
∫ ∞
0 ψhωh(a)�(a)da,

0 = �v − μv(Sv)∞. Then

lim
t→∞ Sh(t) = �h

μh + ψh(1 − L)
, lim

t→∞ Sv(t) = �v

μv

.

According to (4), it is easy to derive limt→∞ Vh(t, a) = ψh�h�(a)
μh+ψh(1−L)

. Thus,

limt→∞(Sh(t), Vh(t, ·), Ih(t, ·), Rh(t, ·), Sv(t), Iv(t)) = E0. The proof is completed.
��

According to Proposition 1, when t tends to ∞, it is obtained that that Nv(t) tends
to a constant Nv and Sv(t) = Nv − Iv(t) for t ≥ 0. Therefore, to simplify theoretical
calculations, we only discuss the global asymptotical stability of the endemic steady
state E∗∗(S∗

h , V
∗
h (·), I ∗

h (·), R∗
h(·), I ∗

v ) of the limiting system (25) of model (1)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dSh(t)

dt
= �h − μh Sh(t) − f (Sh(t), Iv(t)) − ψh Sh(t) +

∫ ∞

0
ωh(a)Vh(t, a)da,

(
∂

∂t
+ ∂

∂a

)

Vh(t, a) = −(μh + ωh(a))Vh(t, a), Vh(t, 0) = ψh Sh(t),

(
∂

∂t
+ ∂

∂b

)

Ih(t, b) = −(μh + kh(b) + νh(b))Ih(t, b),

Ih(t, 0) = f (Sh(t), Iv(t)) +
∫ ∞

0
rh(c)Rh(t, c)dc,

(
∂

∂t
+ ∂

∂c

)

Rh(t, c) = −(μh + rh(c))Rh(t, c), Rh(t, 0) =
∫ ∞

0
kh(b)Ih(t, b)db,

dIv(t)

dt
=

∫ ∞

0
βv(b)(Nv − Iv(t))Ih(t, b)db − μv Iv(t).

(25)

Define that function g : R
+ → R

+ by g(x) = x − 1 − ln x , L(a) =
∫ ∞
a ωh(θ)e− ∫ θ

a ε1(s)dsdθ , andη(b) = ∫ ∞
b βv(b)e− ∫ θ

b ε2(s)dsdθ . The following assump-
tion on the nonlinear incidences is necessary.
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(H5) For Sh > 0,

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Iv
I ∗
v

≤ S∗
h f (Sh, Iv)

Sh f (S∗
h , I

∗
v )

≤ 1, 0 < Iv ≤ I ∗
v ,

1 ≤ S∗
h f (Sh, Iv)

Sh f (S∗
h , I

∗
v )

≤ Iv
I ∗
v

, 0 < I ∗
v ≤ Iv.

(26)

Theorem 7 Assume that rh(c) = 0 and (H5) holds. IfR0 > 1, then the endemic steady
state E∗∗ of system (25) is globally asymptomatically stable in X0.

Proof By Theorem 5, we know that for any ε > 0, there exists T > 0 such that, for
t > T , (Sh(t), ‖Vh(t, ·)‖1, ‖Ih(t, ·)‖1, ‖Rh(t, ·)‖1, Sv(t), Iv(t)) ≥ ε. Without loss of
generality, assume that (Sh(t), ‖Vh(t, ·)‖1, ‖Ih(t, ·)‖1, ‖Rh(t, ·)‖1, Sv(t), Iv(t)) > ε
for t > 0. Define a Lyapunov function as LEE (t) = W1(t)+W2(t)+W3(t)+W4(t),
where

W1(t) = ηS∗
h g

(
Sh(t)

S∗
h

)

, W2(t) = η

∫ ∞

0
L(a)V ∗

h (a)g

(
Vh(t, a)

V ∗
h (a)

)

da,

W3(t) =
∫ ∞

0
η(b)I ∗

h (b)g

(
Ih(t, b)

I ∗
h (b)

)

db, W4(t) = η f (S∗
h , I

∗
v )

μv

g

(
Iv(t)

I ∗
v

)

.

Calculate the derivative of function W1(t) along the solution of model (1), it follow
that

dW1(t)

dt
= η(μh + ψh)S

∗
h

(

2 − S∗
h

Sh(t)
− Sh(t)

S∗
h

)

+ η f (S∗
h , I

∗
v )

(

1 − f (Sh(t), Iv(t))

f (S∗
h , I

∗
v )

− S∗
h

Sh(t)
+ S∗

h f (Sh(t), Iv(t))

Sh(t) f (S∗
h , I

∗
v )

)

+ η

∫ ∞

0
ωh(a)V ∗

h (a)

(
Vh(t, a)

V ∗
h (a)

− 1 − S∗
h Vh(t, a)

Sh(t)V ∗
h (a)

+ S∗
h

Sh(t)

)

da,

(27)

where the �h = (μh + ψh)S∗
h + f (S∗

h , I
∗
v ) − ∫ ∞

0 ωh(a)V ∗
h (a)da is used. Derivation

of W2(t) yields

dW2(t)

dt
= η

∫ ∞

0
L(a)

(

1 − Vh(t, a)

V ∗
h (a)

) [

−∂Vh(t, a)

∂a
− ε1(a)Vh(t, a)

]

da.

Since

V ∗
h (a)

∂

∂a
g

(
Vh(t, a)

V ∗
h (a)

)

= V ∗
h (a)

(

1 − V ∗
h (a)

Vh(t, a)

) [

ε1(a)Vh(t, a) + ∂Vh(t, a)

∂a

]

,

we can get

dW2(t)

dt
= −ηL(a)V ∗

h (a)g

(
Vh(t, a)

V ∗
h (a)

)∣
∣
∣
∣

∞

0

+ η

∫ ∞

0

[
L ′(a)V ∗

h (a) − L(a)ε1(a)V ∗
h (a)

]
da
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= −ηL(a)V ∗
h (a)g

(
Vh(t, a)

V ∗
h (a)

)∣
∣
∣
∣
a=∞

+ ηLψh S
∗
h g

(
Sh(t)

S∗
h

)

− η

∫ ∞

0
ωh(a)V ∗

h (a)g

(
Vh(t, a)

V ∗
h (a)

)

da. (28)

Similarly, for W3(t), one has

dW3(t)

dt
= −η(b)I ∗

h (b)g

(
Ih(t, b)

I ∗
h (0)

)∣
∣
∣
∣
b=∞

+ηIh(0)g

(
Ih(t, 0)

I ∗
h (0)

)

−
∫ ∞

0
βv(b)I

∗
h (b)g

(
Ih(t, b)

I ∗
h (b)

)

db. (29)

Calculating the derivative of W4(t) along with the solutions of model (1) yields

dW4(t)

dt
= η f (S∗

h , I
∗
v )

μv I ∗
v

(

1 − I ∗
v

Iv(t)

) (∫ ∞

0
βv(b)(Nv − I ∗

v )Ih(t, b)db

)

− η f (S∗
h , I

∗
v )

μv I ∗
v

μv Iv(t)

(

1 − I ∗
v

Iv(t)

)

− η f (S∗
h , I

∗
v )(I ∗

v − Iv(t))2

μv Iv(t)I ∗
v

∫ ∞

0
βv(b)Ih(t, b)db. (30)

To sum up (27)–(30), from (H4), we have

dLEE (t)

dt
= η(μh + ψh)S

∗
h

(

2 − S∗
h

Sh(t)
− Sh(t)

S∗
h

)

+ η f (S∗
h , I

∗
v )

(

1 − f (Sh(t), Iv(t))

f (S∗
h , I

∗
v )

− S∗
h

Sh(t)

+ S∗
h f (Sh(t), Iv(t)

Sh(t) f (S∗
h , I

∗
v )

)

+ η

∫ ∞

0
ωh(a)V ∗

h (a)

(
Vh(t, a)

V ∗
h (a)

− 1 − S∗
h Vh(t, a)

Sh(t)V ∗
h (a)

+ S∗
h

Sh(t)

)

da − ηL(a)V ∗
h (a)g

(
Vh(t, a)

V ∗
h (a)

)∣
∣
∣
∣
a=∞

+ ηLψh S
∗
h g

(
Sh(t)

S∗
h

)

− η

∫ ∞

0
ωh(a)V ∗

h (a)g

(
Vh(t, a)

V ∗
h (a)

)

da − η(b)I ∗
h (b)g

(
Ih(t, b)

I ∗
h (0)

)∣
∣
∣
∣
b=∞

+ ηIh(0)

× g

(
Ih(t, 0)

I ∗
h (0)

)

−
∫ ∞

0
βv(b)I

∗
h (b)g

(
Ih(t, b)

I ∗
h (b)

)

db + η f (S∗
h , I

∗
v )

μv I ∗
v

(

1 − I ∗
v

Iv(t)

)

×
∫ ∞

0
βv(b)(Nv − I ∗

v )Ih(t, b)db − η f (S∗
h , I

∗
v )

μv I ∗
v

μv Iv(t)

(

1 − I ∗
v

Iv(t)

)

− η f (S∗
h , I

∗
v )(I ∗

v − Iv(t))2

μv Iv(t)I ∗
v

∫ ∞

0
βv(b)Ih(t, b)db

= −η (μh + (1 − L)ψh)

(

g

(
S∗
h

Sh(t)

)

+ g

(
Sh(t)

S∗
h

))

− η f (S∗
h , I

∗
v )g

(
S∗
h

Sh(t)

)

− η

∫ ∞

0
ωh(a)V ∗

h (a)g

(
S∗
h Vh(t, a)

Sh(t)V ∗
h (a)

)

da − η f (S∗
h , I

∗
v )(I ∗

v − Iv(t))2

μv Iv(t)I ∗
v

×
∫ ∞

0
βv(b)Ih(t, b)db − ηL(a)V ∗

h (a)g

(
Vh(t, a)

V ∗
h (a)

)∣
∣
∣
∣
a=∞

− η(b)I ∗
h (b)
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× g

(
Ih(t, b)

I ∗
h (0)

)∣
∣
∣
∣
b=∞

−
∫ ∞

0
βv(b)I

∗
h (b)g

(
I ∗
v Ih(t, b)

Iv(t)I ∗
h (b)

)

db.

It follows that dLEE (t)
dt ≤ 0 if R0 > 1. In addition, the strict equality holds only

if S∗
h = Sh(t), S∗

h Vh(t, a) = Sh(t)V ∗
h (a), I ∗

v Ih(t, b) = Iv(t)I ∗
h (b). This is easy to

see E∗∗ is the largest invariant subset of {(Sh, · · · , Iv) ∈ X0 : dLEE (t)
dt = 0}. By

the Lyapunov-LaSalle’s invariance principle, E∗∗ is globally asymptomatically stable
when all conditions of Theorem 7 are hold. The proof is completed. ��
Remark 3 By the limit theory of dynamical systems [38, 39] and Theorem 7, we have
the following result: assume that rh(c) = 0 and (H5) holds, if R0 > 1, then the
endemic steady state E∗ of model (1) is globally asymptotically stable.

Remark 4 It should be noted that the condition (H5) is a technical condition that we
attach to prove global asymptotic stability of the endemic steady state. It is also a
condition often used by epidemic models with general incidence in proving the global
asymptotic stability of the endemic steady state. As in the Refs. [15, 44] and the
references therein. In fact, if the incidence f (Sh, Iv) degenerates into some special
incidence such as f (Sh, Iv) = βSh Iv , f (Sh, Iv) = βSh Iv

1+α Iv
and f (Sh, Iv) = βSh Iv

1+qSh+pIv
,

then (H5) is clearly valid (i.e. it is not needed in some special cases).

4 Optimal Control Problem

In this section, two control functions u1(t) and u2(t) are introduced to understand the
impact of controlling the transmission of mosquito-borne infectious diseases, where,
u1(t) represents the additional vaccination rate at time t , u2(t) indicates the level
of larvicides and adulticides to be used in mosquito concentration sites in order to
minimize the size of mosquitoes. Hence, the control model is given by

dSh
dt

= �h−μh Sh− f (Sh, Iv)−(ψh+u1)Sh+
∫ ∞

0
ωh(a)Vh(t, a)da,

(
∂

∂t
+ ∂

∂a

)

Vh(t, a) = −(μh + ωh(a))Vh(t, a), Vh(t, 0) = (ψh + u1)Sh,

(
∂

∂t
+ ∂

∂b

)

Ih(t, b) = − (μh + kh(b) + νh(b))Ih(t, b),

(
∂

∂t
+ ∂

∂c

)

Rh(t, c) = −(μh + rh(c))Rh(t, c), Rh(t, 0) =
∫ ∞

0
kh(b)Ih(t, b)db,

dSv

dt
= �v −

∫ ∞

0
βv(b)Sv Ih(t, b)db − (μv + u2)Sv,

dIv
dt

=
∫ ∞

0
βv(b)Sv Ih(t, b)db − (μv + u2)Iv, (31)

with Ih(t, 0) = f (Sh, Iv)+
∫ ∞
0 rh(c)Rh(t, c)dc. Here, the control setU = {(u1, u2) :

ui ∈ L1([0, T ]), 0 ≤ ui (t) < 1, i = 1, 2}. Hence, our optimal control problem is to
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minimize the objective function

J (u1, u2) =
∫ T

0

(

A1 Ih + A2Sv + A3 Iv + 1

2

(
B1u

2
1 + B2u

2
2

))

dt,

where Ai and Bj are positive constants to balance the differences between state
variables and control variables (i = 1, 2, 3; j = 1, 2).

Remark 5 The introduction of the control variable u2 is derived fromRoss [2] proposal
that “ · · · in order to counteract malaria anywhere we need not banish Anopheles there
entirely — we need only to reduce their numbers below a certain figure.” Therefore,
th objective function aims to simultaneously minimize the number of infected humans
and mosquitoes at the end of the control period and the accumulated cost of control
strategies.

To obtain the optimal control system, it is needed to differentiate the objective
function about the control functions. TheGâteaux derivative rule in Ref. [40] is applied
to derive the derivative about u1(t) and u2(t). Given a control u1 and u2, select an
additional control uε

1 = u1+εl1 and uε
2(t) = u2+εl2, where li (i = 1, 2) is a variation

function and ε ∈ (0, 1). Assume that Sh = Sh(ui ), Vh = Vh(ui ), Ih = Ih(ui ),
Rh = R(ui ), Sv = Sv(ui ), Iv = Iv(ui ) and Sε

h = Sh(uε
i ), V

ε
h = Vh(uε

i ), I
ε
h = Ih(uε

i ),
Rε
h = Rh(uε

i ), S
ε
v = Sv(uε

i ), I
ε
v = Iv(uε

i ). Then the state equations corresponding to
controls uε

i (i = 1, 2) are given as

dSε
h

dt
= �h−μh S

ε
h− f (Sε

h ,I
ε
v )−(ψh+uε

1)S
ε
h+

∫ ∞

0
ωh(a)V ε

h(t, a)da,

(
∂

∂t
+ ∂

∂a

)

V ε
h (t, a) = −(μh + ωh(a))V ε

h (t, a), V ε
h (t, 0) = (ψh + uε

1)S
ε
h ,

(
∂

∂t
+ ∂

∂b

)

I ε
h (t, b) = −(μh + kh(b) + νh(b))I

ε
h (t, b),

(
∂

∂t
+ ∂

∂b

)

Rε
h(t, b) = −(μh + r(b))Rε

h(t, b), Rε
h(t, 0) =

∫ ∞

0
kh(b)I

ε
h (t, b)db,

dSε
v

dt
= �v −

∫ ∞

0
βv(b)S

ε
v I

ε
h (t, b) − (μv + uε

2)S
ε
v ,

dI ε
v

dt
=

∫ ∞

0
βv(b)S

ε
v I

ε
h (t, b) − (μv + uε

2)I
ε
v , (32)

with I ε
h (t, 0) = f (Sε

h , I
ε
v ) + ∫ ∞

0 r(b)Rε
h(t, b)db. Define V

ε
h = ∫ ∞

0 V ε
h (t, a)da, I ε

h =∫ ∞
0 I ε

h (t, b)db and Rε
h = ∫ ∞

0 Rε
h(t, c)dc, we find the following difference quotient

Sε
h−Sh

ε
→ Sh,

V ε
h (t, a)−Vh(t, a)

ε
→ Vh(t, a),

I ε
h (t, b) − Ih(t, b)

ε
→ Ih(t, b),

Rε
h(t, c) − Rh(t, c)

ε
→ Rh(t, c),

Sε
v − Sv

ε
→ Sv,

I ε
v − Iv

ε
→ Iv,
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as ε → 0, where (S̄h, V̄h(t, a), Īh(t, b), R̄h(t, c), S̄v, Īv) complies with the following
system

dS̄h
dt

= −
(

μh + ψh + u1 + ∂ f (0, Iv)

∂Sh

)

S̄h +
∫ ∞

0
ωh(a)V̄h(t, a)da − ∂ f (Sh, 0)

∂ Iv
Īv − l1Sh,

(
∂

∂t
+ ∂

∂a

)

V̄h(t, a) = −(μh + ωh(a))V̄h(t, a), V̄h(t, 0) = (ψh + u1)S̄h + l1Sh,

(
∂

∂t
+ ∂

∂b

)

Īh(t, b) = −(μh + kh(b) + νh(b)) Īh(t, b),

(
∂

∂t
+ ∂

∂c

)

R̄h(t, c) = −(μh + rh(c))R̄h(t, c), R̄h(t, 0) =
∫ ∞

0
kh(b) Īh(t, b)db,

dS̄v

dt
= −

∫ ∞

0
βv(b)

(
S̄v Ih(t, b) + Sv Īh(t, b)

)
db − (μv + u2)S̄v − l2Sv,

d Īv
dt

=
∫ ∞

0
βv(b)

(
S̄v Ih(t, b) + Sv Īh(t, b)

)
db − (μv + u2) Īv − l2 Iv, (33)

and Īh(t, 0) = ∂ f (Sh ,0)
∂ Iv

Īv + ∂ f (0,Iv)
∂Sh

S̄h + ∫ ∞
0 rh(c)R̄h(t, c)dc. For the purpose of

solving the equation, we can write the first equation of system (33) in the following
form

0 =
〈dSh
dt

+
(

μh + ψh + u1 + ∂ f (0, Iv)

∂Sh

)

S̄h

−
∫ ∞

0
ωh(a)V̄h(t, a)da + ∂ f (Sh, 0)

∂ Iv
Īh + l1Sh, λ1

〉

=
〈
S̄h,−dλ1

dt
+

(

μh + ψh + u1 + ∂ f (0, Iv)

∂Sh

)

λ1

〉
−

∫ T

0

∫ ∞

0
λ1ωh(a)V̄h(t, a)dadt

+
∫ T

0
λ1

∂ f (Sh, 0)

∂ Iv
Īvdt +

∫ ∞

0
λ1l1Shdt (34)

under the initial conditions λ1(T ) = 0, S̄h(0) = 0 and 〈 f , g〉 = ∫ T
0 f gdt . Now the

second equation of system (33) can be reformulated as

0 =
〈〈∂ V̄h(t, a)

∂t
+ ∂ V̄h(t, a)

∂a
+ (μh + ωh(a))V̄h(t, a), λ2(t, a)

〉〉

=
〈〈
V̄h(t, a),−∂λ2(t, a)

∂t
− ∂λ2(t, a)

∂a
+ (μh + ωh(a))λ2(t, a)

〉〉

−
∫ T

0
(ψh + u1)λ2(t, 0)S̄hdt −

∫ T

0
l1Shλ2(t, 0)dt . (35)

and the initial conditions λ2(T , a) = 0, V̄ (t,∞) = 0, V̄h(0, a) = 0 and 〈〈 f , g〉〉 =∫ T
0

∫ ∞
0 f gdadt . third-sixth equation of system (33) can be expressed as

0 =
〈〈∂ Īh(t, b)

∂t
+ ∂ Īh(t, b)

∂a
+ (μh + kh(b) + νh(b)) Īh(t, b), λ3(t, b)

〉〉
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=
〈〈
Īh(t, b),−∂λ3(t, b)

∂t
− ∂λ3(t, b)

∂b
+ (μh + kh(b) + νh(b))λ3(t, b)

〉〉

−
∫ T

0
λ3(t, 0)

(
∂ f (Sh, 0)

∂ Iv
Īv + ∂ f (0, Iv)

∂Sh
S̄h +

∫ ∞

0
rh(c)R̄h(t, c)dc

)

dt

(36)

under the initial conditions λ3(T , b) = 0, Ī (t,∞) = 0, Īh(0, b) = 0.

0 =
〈〈∂ R̄h(t, c)

∂t
+ ∂ R̄h(t, c)

∂c
+ (μh + rh(c))R̄h(t, c), λ4(t, c)

〉〉

=
〈〈
R̄h(t, c),−∂λ4(t, c)

∂t
− ∂λ4(t, c)

∂c
+ (μh + rh(c))λ4(t, c)

〉〉

−
∫ T

0

∫ ∞

0
λ4(t, 0)kh(b) Īh(t, b)dbdt, (37)

and the initial conditions λ4(T , c) = 0, R̄h(t,∞) = 0, R̄h(0, c) = 0.

0 =
〈dS̄v

dt
+

∫ ∞

0
βv(b)

(
S̄v Ih(t, b) + Sv Īh(t, b)

)
db + (μv + u2(t))Sv + l2Sv, λ5

〉

=
〈
S̄v,−dλ5

dt
+

(

μv + u2 +
∫ ∞

0
βv(b)Ih(t, b)db

)

λ5

〉

+
∫ T

0

∫ ∞

0
βv(b)Sv Īh(t, b)λ5dbdt +

∫ T

0
λ5l2Svdt, (38)

under the initial conditions S̄v(0) = 0 and λ5(T ) = 0.

0 =
〈d Īv
dt

−
∫ ∞

0
βv(b)

(
S̄v Ih(t, b) + Sv Īh(t, b)

)
db + (μv + u2) Īv + l2 Iv, λ6

〉

=
〈
Īv,−dλ6

dt
+ (μv + u2)λ6

〉

−
∫ T

0

∫ ∞

0
λ6βv(b)(S̄v Ih(t, b) + Sv Īh(t, b))dbdt +

∫ T

0
λ6l2 Ivdt, (39)

and the initial conditions Īv(0) = 0 and λ6(T ) = 0.
Furthermore, by defining the Lagrangian function L, the adjoint equations can be

obtained according to the objective function and (33). As a result, the Lagrangian L
is defined as

L(S̄h, V̄h, Īh , R̄h, S̄v, Īv)

=
∫ T

0

(

A1 Īh + A2 S̄v + A3 Īv + 1

2

(
B1u

2
1 + B2u

2
2

))

dt − λ1

∫ T

0

[dS̄h
dt

+
(

μh + ψh + u1 + ∂ f (0, Iv)

∂Sh

)

S̄h −
∫ ∞

0
ωh(a)V̄h(t, a)da + ∂ f (Sh, 0)

∂ Iv
Īv − l1Sh

]
dt
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− λ2(t, a)

∫ T

0

∫ ∞

0

[
∂ V̄h(t, a)

∂t
+ ∂ V̄h(t, a)

∂a
+ (μh + ωh(a))V̄h(t, a)

]

dadt

− λ3(t, b)
∫ T

0

[
∂ Īh(t, b)

∂t
+ ∂ Īh(t, b)

∂b
+ (μh + kh + νh) Īh(t, b)

]

dbdt

− λ4(t, c)
∫ T

0

∫ ∞

0

[
∂ R̄h(t, c)

∂t
+ ∂ R̄h(t, c)

∂c
+ (μh + rh(c))R̄h(t, c)

]

dcdt

− λ5

∫ T

0

[
dS̄v

dt
+

∫ ∞

0
βv(b)

(
S̄v Ih(t, b) + Sv Īh(t, b)

)
db + (μv + u2)S̄v + l2Sv

]

dt

− λ6

∫ T

0

[
d Īv
dt

−
∫ ∞

0
βv(b)

(
S̄v Ih(t, b) + Sv Īh(t, b)

)
db + (μv + u2) Īv + l2 Iv

]

dt .

By solving ∂L
∂ S̄h

= 0, ∂L
∂ V̄h

= 0, ∂L
∂ Īh

= 0, ∂L
∂ R̄h

= 0, ∂L
∂ S̄v

= 0, ∂L
∂ Īv

= 0, combined with
the Eqs. (34)–(39), we can obtain the adjoint equations

dλ1(t)

dt
=

(

μh + ψh + u1(t) + ∂ f (0, Iv)

∂Sh

)

λ1

− (ψh + u1)λ2(t, 0) − λ3(t, 0)
∂ f (0, Iv)

∂Sh
,

(
∂

∂t
+ ∂

∂a

)

λ2(t, a) = (μh + ωh(a))λ2(t, a) − ωh(a)λ1,

(
∂

∂t
+ ∂

∂b

)

λ3(t, b) = (μh + kh(b) + νh(b))λ3(t, b)

+ βv(b)Sv(λ5 − λ6) − kh(b)λ4(t, 0) − A1,
(

∂

∂t
+ ∂

∂c

)

λ4(t, c) = (μh + rh(c))λ4(t, c) − λ3(t, 0)rh(c),

dλ5
dt

=
(

μv + u2 +
∫ ∞

0
βv(b)Ih(t, b)db

)

λ5

− λ6

∫ ∞

0
βv(b)Ih(t, b)db − A2,

dλ6
dt

= (μv + u2)λ6 + λ1
∂ f (Sh, 0)

∂ Iv
− λ3(t, 0)

∂ f (Sh, 0)

∂ Iv
− A3.

(40)

Theorem 8 If u∗
1, u∗

2 in U is an optimal control that minimizes J and
(S∗

h , V
∗
h (t, a), I ∗

h (t, b), R∗
h(t, c), S

∗
v , I ∗

v ) and (λ1, λ2(t, a), λ3(t, b), λ4(t, c), λ5, λ6)
are the corresponding state variables as well as the adjoint variables variables,
respectively, and then u∗

1 = min{max{0, ū1}, u1max}, u∗
2 = min{ max{0, ū2}, u2max}.

Proof From the object function J (u1, u2), one has

0 ≤ J ′
(u1, u2) =

∫ T

0

(
A1 Īh + A2 S̄v + A3 Īv + B1u1l1 + B2u2l2

)
dt
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=
∫ T

0
S̄h

[
− dλ1

dt
+

(

μh + ψh + u1 + ∂ f (0, Iv)

∂Sh

)

λ1

− (ψh + u1)λ2(t, 0) − λ3(t, 0)
∂ f (0, Iv)

∂Sh

]
dt

+
∫ T

0

∫ ∞

0
V̄h(t, a)

[

−
(

∂

∂t
+ ∂

∂a

)

λ2(t, a) + (μh + ωh(a))λ2(t, a)

− ωh(a)λ1

]

dadt +
∫ T

0
Īh(t, b)

[

−
(

∂

∂t
+ ∂

∂b

)

λ3(t, b) + (μh + kh(b) + νb)λ3(t, b)

+ βv(b)Sv(λ5 − λ6) − kh(b)λ4(t, 0)

]

dt +
∫ T

0

∫ ∞

0
R̄h(t, c)

[

−
(

∂

∂t
+ ∂

∂c

)

λ4(t, c)

+ (μh + rh(c))λ4(t, c) − λ3(t, 0)rh(c)

]

dcdt +
∫ T

0
S̄v

[

− dλ5
dt

+
(

μv + u2

+
∫ ∞

0
βv(b)Ih(t, b)db

)

λ5 − λ6

∫ ∞

0
βv(b)Ih(t, b)db

]

dt +
∫ ∞

0
Īv

[

− dλ6
dt

+ (μv + u2)λ6 + λ1
∂ f (Sh, 0)

∂ Iv
− λ3(t, 0)

∂ f (Sh, 0)

∂ Iv

]

dt +
∫ T

0
(B1u1l1 + B2u2l2)dt

=
∫ T

0

[

Sh(λ2(t, 0) − λ1) + B1u1

]

l1dt +
∫ ∞

0

[

B2u2 − Ivλ6 − Svλ5

]

l2dt,

where J ′
(u1, u2) denotes differentiation of the objective function J (u1, u2) with

respect to ε and set ε = 0. When l1, l2 �= 0, the rest of the integrand function must be
equivalent to zero. Thus,

ū1 = Sh(λ2(t, 0) − λ1)

B1
, ū2 = Ivλ6 + Svλ5

B2
.

Hence, u∗
1 = min{max{0, ū1}, u1max}, u∗

2 = min{max{0, ū2}, u2max}, in which u1max
and u2max are the upper bounds of the two control functions. ��

Now,we applyEkeland’s principle (seeRef. [40]) to acquire the sequence ofminima
of the approximation function, and then according to Ref. [41], there exists a set of
objective function sequences of the following form

Jε(u1, u2) = J (u1, u2) + √
ε(‖uε

1 − u1‖L1(0,T ) + ‖uε
2 − u2‖L1(0,T )).

Theorem 9 If (uε
1, u

ε
2) is a pair of minimizers for Jε(u1, u2), then

uε
1 = min

{

max

{

0,
Sε
h(λ

ε
2(t, 0) − λε

1)

B1

}

, u1max

}

,

uε
2 = min

{

max

{

0,
I ε
v λε

6 + Sε
vλε

5

B2

}

, u2max

}

,

where the functions (θε
1 , θε

2 ) belong to L∞(E) such that |θε
i | ≤ 1(i = 1, 2) for

t ∈ E := (0, T ).
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Theorem 10 There exists a unique pair of optimal controls (u∗
1, u

∗
2) minimizing

J (u1, u2) if T /B1 and T /B2 are sufficiently small.

Proof Define two functions by

F1(u1) = min

{

max

{

0,
Sε
h(λ

ε
2(t, 0) − λε

1) − √
εθε

1

B1

}

, u1max

}

,

F2(u2) = min

{

max

{

0,
I ε
v λε

6 + Sε
vλε

5 − √
εθε

2

B2

}

, u2max

}

.

For two pairs of controls (u1, u2) and (û1, û2), according to the Lipschitz properties
of the states and adjoints and Ref. [41], we have

‖F1(u1) − F1(û1)‖ ≤ KT

B1
‖u1 − û1‖L∞ , ‖F2(u2) − F2(û2)‖ ≤ KT

B2
‖u2 − û2‖L∞ ,

where KT depends on the L∞ bounds on the state and adjoint solutions and the
Lipschitz constants.

If KT /B1 small enough, it yields that

‖u1 − uε
1‖ ≤

√
ε

B1 − KT
, ‖u2 − uε

2‖ ≤
√

ε

B2 − KT
.

This imply that (u1ε, u2ε) converges to (u∗
1, u

∗
2). Following Ekland’s principle, one

can get that J (u∗
1, u

∗
2) ≤ inf J(u1,u2)∈U(u1, u2) as ε → 0+. ��

5 Numerical Simulations

According to the extensive Refs. [15, 18, 46, 47] on vector-borne infectious diseases
models, the basic model parameters are chosen as �h = 25, μh = 1

79×365 , μv =
0.04, ψh = 0.008, α = 1, and q = 0.0001. Further, select that f (Sh(t), Iv(t)) =
β1Sh(t)Iv(t)
1+q Iv(t)

and ωh(a) = xme−2.5aa2, kh(b) = yme−2.5bb2, rh(c) = ume−2.5cc2,

βv(b) = nme−2bb2, νh(b) = 0.0001 × (4 + 2e−0.9b)−1. By the direct calculation, it
can be get

R0 = �v�hβ1
∫ ∞
0 βv(b)e− ∫ b

0 ε2(s)dsdb

μ2
v

(
μh + ψh

(
1 − ∫ ∞

0 ωh(a)e− ∫ a
0 ε1(s)dsda

))

× 1

1 −
(∫ ∞

0 rh(c)e− ∫ c
0 ε3(s)dsdc

∫ ∞
0 kh(b)e− ∫ b

0 ε2(s)dsdb
) .

We choose, firstly, �v = 11400, β1 = 9.5×10−7 and take xm = 0.15, ym = 0.08,
um = 0.04, nm = 0.1. In the case, the basic reproduction number isR0 ≈ 0.4457 < 1.
From Theorem 6, the disease-free steady state E0 is globally asymptotically stable
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which shows in the Fig. 1a–c. That is, trajectories with different initial values converge
to the disease-free steady state. These imply that the disease is eradicated, the infected
classes are vanished.

Now, let�v = 22800,β1 = 1.2×10−5,um = 0.1 and rh(c) = 0, no change in other
parameters in Fig. 1. Then, the basic reproduction number asR0 ≈ 10.2868 > 1 in this
case. According to Theorem 7, the endemic steady state E∗ is globally asymptotically
stable, in agreement with the plots in Fig. 2a–f. However, if we only change rh(c) =
0.04e−2.5cc2 and other parameters remain unchanged. A direct calculation shows that
R0 ≈ 10.2870 and the plots in Fig. 3a–d imply that the endemic steady state E∗ is
also globally asymptotically stable.

Next, we concerned about the effects of immune loss rateωh(a) and vaccination rate
ψh on the distribution of this disease. The plots in Fig. 4a–c show that the distributions
of

∫ ∞
0 Vh(t, a)da, Sv(t) and Iv(t) are a slight fluctuations when ωh(a) gradually

increases from 0.02e−2.5aa2, 0.30e−2.5aa2, 0.67e−2.5aa2 to 0.95e−2.5aa2. Numerical
simulations show that as the rate of immune loss increases, the number of vaccinated
individuals decreases and the number of infected vectors increases. Further, by Fig.
4d–f, this can also be found that when the vaccination rate ψh increases, from 0.0012,
0.004, 0.008 to 0.02, the quantity of infected vectors declined significantly. This
suggests that both vaccine timeliness and vaccination rates can have important effects
on the distribution of infected individuals. Relatively speaking, the vaccination rate
has a greater impact. Therefore, increasing the vaccination rate will have a good effect
on disease control without guaranteeing the perfect effectiveness of the vaccine. Of
course, good vaccines and high vaccination rates are one of the best strategies for
disease control.

Further, we consider the influences of age-related parameters kh(b),βv(b) and rh(c)
on the distribution of disease transmission. According to the Fig. 5a–c, as the value
of the recovery rate kh(b) is increased form 0.08e−2.5bb2, 0.20e−2.5bb2, 0.45e−2.5bb2

to 0.9e−2.5bb2, the number of
∫ ∞
0 Ih(t, b)db peaks almost simultaneously at time

t = 100 and as time increases the amount of
∫ ∞
0 Ih(t, b)db and Iv(t) also changes. The

plots in Fig. 5d–f show that, when the relapse rate rh(c) increases from 0.01e−2.5cc2,
0.08e−2.5cc2, 0.20e−2.5cc2 to 0.92e−2.5cc2, the numbers of

∫ ∞
0 Ih(t, b)db and Iv(t)

also change and the total number of infected individuals
∫ ∞
0 Ih(t, b)db reach a peak

at the same moment. The plots in Fig. 5g–i show that the number of
∫ ∞
0 Ih(t, b)db

and Iv(t) changes dramatically and achieves a steady state at the same time when the
values of transmission rate βv(b) to be taken 0.02e−2bb2, 0.05e−2bb2, 0.08e−2bb2 and
0.11e−2bb2, respectively. Therefore, while all of the age-dependent model parameters
have an effect on disease transmission, however, the rate of viral transmission has an
important effect on the magnitude of disease transmission. Therefore, avoiding vector
bites on host populations is one of the most prove methods for vector-borne diseases.
Additionally, it is easy to see from the expression of the basic reproduction number that
the age-dependent parameters kh(b), rh(c) and βv(b) are positively correlated with
R0, which implies that ignoring the age factor will overestimate or underestimate the
basic reproduction number and produce erroneous judgments about disease control.

To further elaborate the effects of the key parameters ψh and μv , β1 and ψh of
model on the basic reproduction number, other parameters are fixed as shown above.
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Fig. 5 The effects of age-dependent parameter kh(b), rh(c) and βv(b) on the distribution of disease, a–c
the effect of kh(b); d–f the effect of rh(c); g–i the effect of βv(b)

According to the expression of R0, this is obvious that ψh and μv are negatively
correlated with R0, which can also be seen from Fig. 6a–b that R0 decreases as ψh

and μv increase. As shown in Fig. 6, when the transmission rate of the virus β1 (or
the vaccination rate ψh) is unchangeable, we can only reduce the basic reproduction
numberR0 by increasing the vaccination rate ψh (or increasing the mortality rate μv

of mosquitoes) in order to control the disease.
Finally, some numerical simulations are performed to explain the optimal control

problem which is introduced in Sect. 4. Here, we extend the forward and backward
sweep method of the ODE model in Ref. [42] that is used for the state equations and
the accompanying system in the discrete age structure PDEmodel. Choose that weight
constants A1 = 1, A2 = 1, A3 = 1 and B1 = 20, B2 = 900 to balance these states,
and the same parameters in Fig. 3 are used. Further, assume that the effectiveness of the
control strategy cannot be 100%, the upper bound of each control function are lowed
in order to better visualize the impact on control strategy, where the upper bounds for
the control functions u1(t) and u2(t) are chosen to be 0.05 and 0.65, respectively. The
distributions of infected and recovered individuals, and the time series of susceptible
and infected vectors are shown in Fig. 7. More specially, the red curve indicates the
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case of u1(t) = u2(t) = 0, while the blue curve indicates the situation with optimal
control functions u1(t) and u2(t). Numerical simulations indicate that the numbers
of infected individuals and and vectors are significantly reduced with optimal control
measures. At same time, it can be seen from Fig. 7a–d that the quantities of susceptible
and infected vector individuals are dramatically reduced under optimal control. This
suggests that for vector-borne diseases, it is more effective to minimize the threat from
disease transmission by increasing immunization rates as much as possible for the host
and controlling mosquito populations for the vector.

6 Conclusion and Discussion

During the spread of some vector-borne infectious diseases, such as, Chagasdis-
ease (Americantrypanosomiasis), Leishmaniasis, Tungiasis, African trypanosomiasis
(sleeping sickness), etc, relapse is a common phenomenon. Due to the intervention
in drugs, the concentration of the parasites or bacteria in host is suppressed at a very
low level or in a pseudo-dead state. However, with the prolongation of the disease
period and the emergence of drug resistance, a relapse of ‘recover’ can occur once
the host’s immune system declines. In addition, it is also noted that in the process
of disease transmission, the transmission rate of parasites/bacteria from infected vec-
tors to susceptible hosts is not constant, infected individuals have different infectivity
at different age of infection. At the same time, the efficacy of the vaccine and the
recurrence rate for vector-borne infectious diseases have similar characteristics. We
develop, in this paper, a vector-borne diseasemodelwithmulti-age structure, where the
nonlinear incidence is also introduced to portray the complexity of parasites/bacteria
transmission between hosts and vectors. The existence and uniqueness of disease-free
and endemic steady states, asymptotic smoothness of solution semiflow, uniform per-
sistence of system, and global stability of steady states are analyzed in detailed. In
particular, the accurate expression of the basic reproduction number is inferred, which
can be used as a threshold value for adjudicating the extinction and persistence of the
disease. It is also easy to see from the expression forR0 that the age-dependent model
parameters ωh(a), βv(b), kh(b) and rh(c) have an important influences on the trans-
mission of diseases. Treating these parameters simply as constants can underestimate
or overestimate the risk of disease outbreaks.

Seeking the optimal control strategy for infectious diseases is one of the purposes of
dynamical modeling. Therefore, we also discuss the optimal control problem induced
by our model. Here, we are controlling this disease by increasing vaccination rates
and reducing the mosquito population. The problem of optimal control of infectious
disease models with class-age structure is a difficult and hot problem in the field of
mathematical biology. By using the Gâteaux derivative rule, the Ekeland’s principle,
and full combination of the methods from the Refs. [18, 23], the existence of optimal
control is obtained. Furthermore, it should be noted that the global asymptotic stability
of the epidemic steady state is proved only for the case rh(c) = 0. In the case of
rh(c) �= 0, although we verified the global asymptotical stability of the endemic
steady state by numerical simulation, the rigorous theoretical analysis continues to a
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challenge. This is an open problem that we will continue to focus on and study in the
future.

Finally, it should be noted that themain purpose of this paper is to discuss the effects
of age of vaccine, infection and relapse on the transmission of vector-borne diseases.
Therefore, in order to highlight the research purpose and carry out the necessary
theoretical analysis, we assume that the population size is relatively fixed and the host
population and vector population have a stable recruitment rate, and ignore the intra-
regional or inter-regional population flow and the physiological age of the population.
It is also a subject worthy of further study to discuss the vector-borne models with
population physiological age, inter-regional or intra-regional diffusion.

Acknowledgements The authors would like to thank the editor and the referees for their helpful suggestions
and comments.

Declarations

Conflict of interest The authors declare there is no conflict of interest.

References

1. Malaria, https://www.who.int/news-room/fact-sheets/detail/malaria [30 September 2021]
2. Ross, R.: The prevention of malaria, 2nd edn. Murray, London (1911)
3. Dietz, K.: Models for parasitic disease control. Bull. Inst. Internat. Statist. 46, 531–544 (1975)
4. Macdonald, G.: The epidemiology and control of malaria. Oxford University Press, London (1957)
5. Niger, A.M., Gumel, A.B.: Mathematical analysis of the role of repeated exposure on malaria

transmission dynamics. Differ. Equat. Dyn. Sys. 16(3), 251–287 (2008)
6. Chitnis, N., Cushing, J.M., Hyman, J.M.: Bifurcation analysis of a mathematical model for malaria

transmission. SIAM J. Appl. Math. 67(1), 24–45 (2006)
7. Osman,M.A., Li, J.H:Analysis of a vector-biasmalaria transmissionmodelwith application toMexico,

Sudan and Democratic Republic of the Congo. J. Theor. Biol. 464, 72–84 (2019)
8. Zheng, T.T., Nie, L.F., Teng, Z.D., Luo, Y.T.: Competitive exclusion in a multi-strain malaria

transmission model with incubation period. Chaos Soliton. Fract. 131, 109545 (2020)
9. Martcheva, M.: An introduction to mathematical epidemiology. Springer, New York (2015)

10. Duan, X.C., Yuan, S.L., Li, X.Z.: Global stability of an SVIR model with age of vaccination. Appl.
Math. Comput. 226, 528–540 (2014)

11. Yang, J.Y., Chen, Y.M., Xu, F.: Effect of infection age on an SIS epidemic model on complex networks.
J. Math. Biol. 73, 1227–1249 (2016)

12. Yang, J.Y., Xu, R., Li, J.X.: Threshold dynamics of an age-space structured brucellosis disease model
with Neumann boundary condition. Nonlinear Anal. Real 50, 192–217 (2019)

13. Hathout, F.Z., Touaoula, T.M., Djilali, S.: Mathematical analysis of a triple age dependent epi-
demiological model with including a protection strategy. Discrete Cont. Dyn. B. 27, 7409–7443
(2022)

14. Wang, S.F., Nie, L.F.: Global dynamics for a vector-borne disease model with class-age-dependent
vaccination, latency and general incidence rate. Qual. Theor. Dyn. Syst. 19, 1–34 (2020)

15. Wang, X., Chen, Y.M., Liu, S.Q.: Dynamics of an age-structured host-vector model for malaria
transmission. Math. Methods Appl. Sci. 41, 1966–1987 (2018)

16. Liu, L.L., Wang, J.L., Liu, X.N.: Global stability of an SEIR epidemic model with age-dependent
latency and relapse. Nonlinear Anal. Real 24, 18–35 (2015)

17. Magal, P.: Compact attractors for time-periodic age-structured population models. Electron. J. Differ.
Equ. 65, 1–35 (2001)

18. Yang, J.Y., Modnak, C., Wang, J.: Dynamical analysis and optimal control simulation for an age-
structured cholera transmission model. J. Franklin Inst. 356, 8438–8467 (2019)

https://www.who.int/news-room/fact-sheets/detail/malaria


Global Dynamics and Optimal Control of Multi-Age... Page 39 of 40 24

19. Dang, Y.X., Qiu, Z.P., Li, X.Z., Martcheva, M.: Global dynamics of a vector-host epidemic model with
age of infection. Math. Biosci. Eng. 14, 1159–1186 (2017)

20. Duan, X.C., Cheng, H.H., Martcheva, M., Yuan, S.L.: Dynamics of an age structured heroin
transmission model with imperfect vaccination. Int. J. Bifurcat. Chaos 31, 2150157 (2021)

21. Tumwiine, J., Mugisha, J.Y.T., Luboobi, L.S.: A mathematical model for the dynamics of malaria in
a human host and mosquito vector with temporary immunity. Appl. Math. Comput. 189, 1953–1965
(2007)

22. Zhang, F.M., Qiu, Z.P., Huang, A.J., Zhao, X.: Optimal control and cost-effectiveness analysis of a
Huanglongbing model with comprehensive interventions. Appl. Math. Model. 90, 719–741 (2021)

23. Mohammed-Awel, J., Numfor, E., Zhao, R.J., Lenhart, S.: A new mathematical model studying
imperfect vaccination: optimal control analysis. J. Math. Anal. Appl. 500, 125132 (2021)

24. Jan, R., Xiao, Y.N.: Effect of partial immunity on transmission dynamics of dengue disease with
optimal control. Math. Methods Appl. Sci. 42, 1967–1983 (2019)

25. Tang, B., Xiao, Y.N., Tang, S.Y., Wu, J.H.: Modelling weekly vector control against dengue in the
Guangdong Province of China. J. Theor. Biol. 410, 65–76 (2016)

26. Jia, P.Q., Yang, J.Y., Li, X.Z.: Optimal control and cost-effective analysis of an age-structured emerging
infectious disease model. Infect. Disease Model. 7, 149–169 (2022)

27. Roop-O,P.,Chinviriyasit,W.,Chinviriyasit, S.: The effect of incidence function in backwardbifurcation
for malaria model with temporary immunity. Math. Biosci. 265, 47–64 (2015)

28. Kokomo, E., Emvudu, Y.: Mathematical analysis and numerical simulation of an age-structured model
of cholera with vaccination and demographic movements. Nonlinear Anal. Real 45, 142–156 (2019)

29. Yang, Y., Xu, Y.C.: Global stability of a diffusive and delayed virus dynamics model with Beddington-
DeAngelis incidence function and CTL immune response. Comput. Math. Appl. 71, 922–930 (2016)

30. Tadmon, C., Foko, S., Rendall, A.D.: Global stability analysis of a delay cell-population model of
hepatitis B infection with humoral immune response. Dynam. Syst. 36, 537–559 (2021)

31. Kumar, A.: Nilam: Dynamic behavior of an SIR epidemic model along with time delay; Crowley-
Martin type incidence rate and Holling type II treatment rate. Int. J. Nonlinear Sci. Num. 20, 757–771
(2019)

32. Liu, W.M., Levin, S.A., Iwasa, Y.: Influence of nonlinear incidence rates upon the behavior of SIRS
epidemiological models. J. Math. Biol. 23, 187–204 (1986)

33. Lu, M., Huang, J.C., Ruan, S.G., Yu, P.: Global dynamics of a susceptible-infectious-recovered epi-
demic model with a generalized nonmonotone incidence rate. J. Dynam. Differ. Equ. 33, 1625–1661
(2021)

34. Hale, J.: Theory of functional differential equations. Springer-Verlag, New York (1971)
35. Hirsch, W.M., Hanish, H., Gabriel, J.P.: Differential equation models of some parasitic infections:

methods for the study of asymptotic behavior. Comm. Pure Appl. Math. 38, 733–753 (1985)
36. Iannelli, M.: Mathematical theory of age-structured population dynamics. Giardini Editori E Stampa-

tori, Pisa (1995)
37. Thieme, H.R.: Uniform persistence and permanence for non-autonomous semiflows in population

biology. Math. Biosci. 166(2), 173–201 (2000)
38. Castillo-Chavez, C., Thieme, H.R.: Asymptotically autonomous epidemic models. In: Mathemati-

cal Population Dynamics: Analysis of Heterogeneity, Vol. 1, Theory of Epidemics. O. Arino, D.E.
Axelrod,M. Kimmel, M. Langlais, eds., Wuerz, Winnipeg, Canada, pp:33-50, (1995)

39. Thieme, H.R.: Convergence results and a Poincaré-Bendixson trichotomy for asymptotically
alltonomous differential equations. J. Math. Biol. 30, 755–463 (1992)

40. Kang, Y.H.: Identification problem of two operators for nonlinear systems in Banach spaces. Nonlinear
Anal. 70, 1443–1458 (2009)

41. Fister, K.R., Gaff, H., Lenhart, S., Numfor, E., Schaefer, E., Wang, J.: Optimal control of vaccination
in an age-structured cholera model. In: Chowell, G., Hyman, J.M. (eds.) Mathematical and statistical
modeling for emerging and re-emerging infectious diseases, pp. 221–248. Springer, Switzerland (2016)

42. Lenhart, S., Workman, J.T.: Optimal control applied to biological models. Chapman & Hall/Crc,
London (2007)

43. Smith, H.L., Thieme, H.R.: Dynamical systems and population persistence. Amer. Math. Soc,
Providence, RI (2011)

44. Wang,X., Zhang,Y., Song,X.Y.:An age-structured epidemicmodelwithwaning immunity and general
nonlinear incidence rate. Int. J. Biomath. 11, 1850069 (2018)



24 Page 40 of 40 S. Wang, L. Nie

45. Wang, X., Chen, Y., Liu, S.: Global dynamics of a vector-borne disease model with infection ages and
general incidence rates. Comp. Appl. Math. 37, 4055–4080 (2018)

46. Chitnis, N., Hyman, J.M., Cushing, J.M.: Determining important parameters in the spread of malaria
through the sensitivity analysis of a mathematical model. Bull Math Biol. 70, 1272–1296 (2008)

47. Ngonghala, C.N., Mohammed-Awel, J., Zhao, R.J., Prosper, O.: Interplay between insecticide-treated
bed-nets and mosquito demography: implications for malaria control. J. Theor. Biol. 397, 179–192
(2016)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under
a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted
manuscript version of this article is solely governed by the terms of such publishing agreement and applicable
law.


	Global Dynamics and Optimal Control of Multi-Age Structured Vector Disease Model with Vaccination,  Relapse and General Incidence
	Abstract
	1 Introduction
	2 Model Formulation and Preliminaries
	3 Global Behavior of the Model
	3.1 Existence and Local Stability of Steady States
	3.2 Uniform Persistence
	3.3 Global Stability

	4 Optimal Control Problem
	5 Numerical Simulations
	6 Conclusion and Discussion
	Acknowledgements
	References




