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Abstract

In this paper, we systematical study the rich dynamics and complex bifurcations of a
non-monotonic predator—prey system with a constant releasing rate for the predator.
We prove that the system can have at most three positive equilibria, and can undergo a
sequence of bifurcations, including transcritical, saddle-node, Hopf, degenerate Hopf,
double limit cycle, saddle-node homoclinic bifurcation (or homoclinic loop with a
saddle-node), cusp bifurcation of codimension 2, and Bogdanov—Takens bifurcation
of codimension 2 and 3. And the system can generate very rich dynamics, such as the
existence of a semi-stable limit cycle, multiple coexistent periodic orbits, homoclinic
loops, etc. Moreover, our results show that the dynamical behaviors highly rely on the
constant releasing rate of predators and the initial conditions. That is, there exists a
critical value of the constant releasing rate of predators such that (i) when the constant
releasing rate is greater than the critical value, the prey goes to extinction for all
admissible initial populations of both species; (ii) when the constant releasing rate is
less than the critical value, the prey can always coexist with the predator. Numerical
simulations are presented to verify the main results.
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1 Introduction

It is well known that the predator—prey systems are used for analyzing the interactions
between two species. Based on different biological backgrounds, various kinds of
response functions (i.e., Holling type I to IV functional responses) are proposed to
describe the interactions between the predator and the prey. Many existing studies have
extensively investigated the rich dynamic behaviors and complex bifurcations of the
predator—prey systems with the different functional responses [1-5]. Particularly, in
the study [3], Ruan and Xiao deeply investigated the global dynamics and bifurcations
of the predator—prey system with group defense (i.e., the Holling type IV functional
response), including the saddle-node bifurcation, Hopf bifurcation and Bogdanov—
Takens bifurcation of codimension 2. Group defense is usually characterized as the
ability of preys to better defend or hide themselves from predators when they are more
numerous [6]. There are many good examples in population ecology: Small herds of
musk ox (2 to 6 animals) are attacked but with rare success and no successful attacks
have been observed in larger herds [7]; Large swarms of insects are able to escape
from the identification of their predators [8]. Group defense has become an important
focus of research and analyzed mathematically in detail [3,5].

Considering the integrated pest management (IPM) [9], the predator—prey systems
are extended to many novel models, particularly to different kinds of dynamical sys-
tems. Usually, there can be three kinds of control strategies: constant releasing of
predators, pulse or state-dependent impulsive control [10,11], and piecewise inter-
ventions [12—14]. This can induce lots of novel dynamical behaviors, such as sliding
equilibrium, sliding dynamics, sliding bifurcation, and the order-k periodic solutions
[15,16]. In this study, considering the releasing of the natural enemy to control the
growth of pests, we extend the predator—prey system with group defense (i.e., the
Holling type IV functional response) in [3] to the following system

dx(t) B X Bxy

_dt =rx [1 ] -

dy(t)  nBxy
dt 14+ wx?

(1.1)

where x and y represent the densities of prey and predator population, respectively. r
denotes the intrinsic growthrate, K the carrying capacity of the prey species, § the death
rate of the predator species, n € (0, 1] the efficiency rate with which captured prey are

converted to the predators, 1,3—x2 is the Holling type I'V functional response, 8 > 0
WX

is the maximal growth rate of the predator species and @ > 0 is the handling time. t
represents the constant recruitment of the predator species. It is worth mentioning that
T can not only represent the constant releasing rate of the nature enemy in the IPM
[14], but also an external source of effector cells such as LAK or TIL cells for treating
tumors [17,18]. Note that, when the death rate of the predator species is smaller than
the intrinsic growth rate of the prey species, i.e., § < r, it would be good situation
for the predator (natural enemy) to control the prey (pest). However, if the death rate
of the predator species is larger than the intrinsic growth rate of the prey species, i.e.,
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8 > r, then the predator (nature enemy) might not be able to successfully control the
prey (pest) by itself. Therefore, the recruitment of the natural enemy can be a good
choice to reverse the situation. The main purpose of this study is to analyze the impact
of the constant releasing rate of predators by investigating the dynamics and complex
bifurcations of the proposed model.

With the constant releasing rate, we find that, except all the dynamic behaviors
and bifurcations shown in [3], we prove that the extended system can present much
more novel dynamical behaviors and bifurcations, including the co-existence of three
positive equilibria, the existence of double limit cycle bifurcation [19] (or called the
saddle-node bifurcation of limit cycles [20]), saddle-node homoclinic bifurcation [21]
(or called the homoclinic bifurcation with a saddle-node), cusp bifurcation of codi-
mension 2 [21], and Bogdanov—Takens (cusp type) bifurcation of codimension 3 [5,22]
which is a very complex bifurcation phenomenon. For simplicity, we convert system
(1.1) to a topologically equivalent non-dimensionalized system. Let

x p
= —, = —y, | =rt,
u % v . y 1 r
and still denote (u, v, #1) as (x, y, t), then system (1.1) becomes the following equiv-
alent system

dx(t) xy .
=x(l —x)— ——— = P(x,y),
dt 1+ ax? (1.2)
dy(®) _ bxy Y. '
dr 1+ ax? <y = ey

where ¢ = K?w > 0, b = "fiK >0,c = é > 0and d = r—; > 0, which are the
parameters after simplification and do not have specific biological significance.

This paper is organized as follows. In Sect. 2, we analyze the existence and the
stability of the equilibria, where the types for all the possible equilibria are deeply dis-
cussed. In Sect. 3, we prove all the possible bifurcations, including the transcritical,
saddle-node, Hopf, degenerate Hopf of codimension 2, cusp bifurcation of codimen-
sion 2, and Bogdanov-Takens (cusp type) bifurcation of codimension 3. In Sect. 4,
we numerically verify all the bifurcations through bifurcation diagrams. Finally, we

make the conclusions and discussions in Sect. 5.

2 Equilibria and Their Types

In this section, we discuss the existence and the stability of the equilibria of system
(1.2). By the biological implications, we only analyze the dynamics of system (1.2) in
the region RT = {(x, y)|x > 0, y > 0}. It is easy to verify that all solutions of system
(1.2) are non-negative bounded and we first present a lemma.

Lemma 2.1 All solutions of system (1.2) starting from the first quadrant are positively
bounded in R; .
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Proof Given a sufficiently large positive number My > w + %, we construct a
trapezoidal area G which contains all equilibria of system (1.2), and it is surrounded
by four line segments:

Ly ={x,»x=0,0<y=<Mp}, Lry:={(x,»)0=<x=<1,y=0},
Ly :={(x,y)x=10=<y=<—b+ My},
Ly:={(x,y)0=<x<1,y=—bx+ Mo},

where L is a part of one trajectory of system (1.2). By simple calculation, we have

dL,

dL3 y

14a
Furthermore,

dL
=12y = b +ble+ Dx 4 (d — cMo) < b(c+ 1) +d — My < 0.
Thus, G is a positively invariant subset of system (1.2) in RY, and all solutions of
system (1.2) in R;r enter convex set G as ¢ tends to 4+-oo. The proof is completed. O

2.1 The Existence of Equilibria

Through some straightforward calculations, we find that, unlike the classical predator—
prey systems [1,3,5,23], (K, 0) and (0, 0) are not the equilibria of system (1.2) anymore
when we include the constant releasing rate. Instead, Eo (0O, %) is always a boundary
equilibrium of system (1.2). The interior equilibria satisfy the following equations

l-n—-—2 =0
(I=x) 1+ ax?

bxy 2.1
1 + ax? -y +d=0.

It follows from the first equation that any positive equilibrium must satisfy 0 < x < 1
and y = (1+ax?)(1—x). Re-arranging the second equation of (2.1), we obtain when
exists, the x - coordinator of the positive equilibrium is the root of

acx® — (ac + b)x2 +b+c)x+(d—c)=0. 2.2)
Equation (2.2) can have at most three positive roots, and we denote the three possible
roots as x1, xo and x3 with x; < xo < x3, respectively. Then, we have a detailed

discussion on the existence of the positive roots of Eq. (2.2).
Let

F(x) =acx’ — (ac+b)x>+ (b +c)x + (d —¢), (2.3)
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Fig. 1 The distribution of positive roots for Eq. (2.2) on the plane of (d, c¢). There can be 0, 1, 2 and 3
simple positive roots in different parameter spaces, where xj and x3 (xj < x3) are the extreme points of
function F(x), x* is a positive root of multiplicity 3 for Eq. (2.2), ¢; and ¢; are two positive roots of A = 0
(i.e., (ac 4+ b)? = 3ac(b + ¢) = 0) with respect to ¢

While F(x) passes the points (0, d — ¢) and (1, d). Further, denoting

o (ac +b) — VA

. (ac+b)+ VA S
1 ’ =

1 b
, Xy = = -4+ — 2.4)
3ac 3 3ac

3ac

with A = (ac 4 b)*> — 3ac(b + c). Taking the derivative of Eq. (2.3) with respect to
x, one yields

F'(x) = 3acx> — 2(ac + b)x + (b + ¢). (2.5)

It is easy to verify that if A = (ac + b)2 —3ac(b+c¢) < 0holds true, then F/(x) > 0
forall x € R, which clarifies that F'(x) is increasing on the interval (—oo, +00). Thus,
there is a unique positive root x| for F(x) = 0 (i.e., Eq. (2.2)) ifand only if d — ¢ < O,
as shown in Fig. 1o. Meanwhile, there is no positive root when A < Oandd — ¢ > 0.

When A = (ac+b)? —3ac(b+c) > 0, by solving the equation F’(x) = 0, we get
two positive real roots: x| and x5, i.e., x] and xJ are the extreme points of function
F(x), as shown in Fig. 1b. Then, F(x) is increasing on the interval (—oo, x{] U
[xg‘, +00), and decreasing on the interval (xf‘, x§). Therefore, when d — ¢ > 0, Eq.
(2.2) has at most two positive real roots, as shown in Fig. 1g—1. More precisely, there
can be three subcases: (a) there are two distinct positive real roots x and x3 with
F'(x2) < 0and F’(x3) > 0 when F (x3) < 0; (b) there is a unique positive real root
x5 (e, x2 = x5 = x3) when F(x3) = 0; (c) there is no positive real root when
F(x3) > 0. Similarly, we can verify that Eq. (2.2) has at most three positive roots
when A > 0 and d — ¢ < 0, and omit the proof here. All the possible situations for
the existence of the positive real roots are presented in Fig. 1a—t.
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Table 1 The existence of positive equilibria of system (1.2)

Conditions Existence of positive equilibria
d>c A<0 No
A>0 F(x3) >0 No
F(x3)=0 x5 >1 No
X3 <1 (x3,53)
F(x3) <0 x5 >1 No
xy <1 E(x2, y2) and E3(x3, y3)
d<c A<O Ei(x1,y1)
A>0 F(xf)>0 F(x3) >0 Ep(x1,y1)
F(x3)=0 x5 >1 Ei(x1,y1)
x; <1 E1(x1, y1) and (x5, y3)
F(x}) >0 xy > 1 Ei(x1,y1)
F(x3) <0 xy <1 E1(x1, y1), Ex(x2, y2) and E3(x3, y3)
F(x() =0 (7, y7) and E3(x3, y3)
F(xf) <0 E3(x3,y3)
A=0 F(x*) >0 E{(x1,y1)
F(x*)=0 ",y
F(x*) <0 E3(x3,y3)

Fx) = acx — (ac + b)x® + (b + )x + (d — ¢), A = 4(ac + b)% — 12ac(b + o), x} = 2ectD=VA

- 2(ac+b A . . 2. -
wy = 2OV e (1 a1 = 3) (= 1,2), 0% = § 4 Ly and y* = CekabiSac—th

Note that, incorporating the condition 0 < x < 1, the existence of the positive real
roots for Eq. (2.2) indicates the existence of the positive equilibria for system (1.2).
Consequently, system (1.2) may have at most three positive equilibria, denoted by
Ei(xij,yi),i =1,2,3,and y; = (1 + axiz)(l — x;). The conditions of the existence
for the positive equilibria of system (1.2) are concluded in Table 1 in details.

2.2 The Stability of Equilibria Whend > ¢

In this case, system (1.2) has a boundary equilibria Eo (0O, %) and at most two positive
equilibria: E2(x7, y2) and E3(x3, ¥3). The Jacobian matrix of system (1.2) at any
equilibrium takes the following form

l_m_mwﬁ o
_ (1+ax; )2 I+ax; .
A|El - by;(lfaxiz) bx; . E., 1= O, 1, 29 3
(1 +axi2)2 1 +axi2 !

Considering the Jacobian matrix of system (1.2) at theses equilibria, we can obtain
the following results.
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Theorem 2.1 When d > c, if one of the following conditions (a) A < 0; (b) A > 0
and F(x3) > 0 (or F(x3) < 0, x; > 1)) holds, then system (1.2) has and only
has a boundary equilibrium Eq(0, ‘El) which is globally asymptotically stable. More
precisely,

(1) ifd > c, then Ey is a globally asymptotically stable node;
(ii) ifd = ¢, then Ey is a saddle-node of codimension 1.

Proof Without loss of generality, we only prove the case ford > cand A < 0. (i) From
Table 1, we know that system (1.2) has no positive equilibrium if d > c and A < 0.
Following the Jacobian matrix, we get that the characteristic equation at E (0, %) is
given by

|Alg, — AE| = 2% 4 pgoA + qE, =0, (2.6)

where

. . d 2 1 2 2
qgy =d—c¢>0, pgg=c+—-—1>0 and pEO—4qE():—2(C —d+c)" =0.
c c

If d > c, then gg, > 0, hence Ej is a locally asymptotically stable node. If d = c,
then gk, = 0, which indicates that E is a degenerate equilibrium.

Since all solutions of system (1.2) starting in the first quadrant are non-negative
bounded and eventually end up in the invariant region G with G = {(x, y)|0 < x <
1,0 <y < —bx + My} (see the proof in Lemma 2.1). Hence, the unique w-limit set
of all the trajectories for system (1.2) is the boundary equilibrium E by the Poincaré-
Bendixson Theorem in [24,25]. Thus, E is a globally asymptotically stable node, as
shown in Fig. 2b, c.

(i1) To determine the type of Eq for d = ¢, we translate Ey to the origin by letting
u=xandv=y— % For simplicity, still denoting (u, v) as (x, y) and rewriting

a b) (d>c] ¢c) (d=c
(a) 25 (b) (d>c) 25 (c) (d=c)
y
2 2
1.5 15
> >
1fE 1
0 EO
0.5 0.5
0 0
x 0 0.1 X 0.2 0.3 0 0.1 0.2 0.3 0.4
X

. R i - .
Fig.2 a The convex set G. b The boundary equilibrium E(0, &) is a globally asymptotically stable node

witha = 2.43,b = 0.81, c = 0.4 and d = 0.45. ¢ The boundary equilibrium E (0, %) is a saddle-node
witha =243, =0.81,c=0.4andd = 0.4
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system (1.2) as

dx

d_ = —x2 — XYy +ax3 + 0(|x, )’|4),

dt 2.7
d_)t} = bx — ¢y + bxy —abx® + O(|x, y|*).

Further, taking the transformations © = x and v = bx — cy, and rewriting (u, v) as
(x, y), system (2.7) becomes

dx b b

= (1 + _) x4 “xy +ax® + 0(x, y|h),

dt c ¢

‘ , ) (2.8)
d_f = _cy—b<1 +b+;>x2+b<1 +;>xy+ab(1 +0)x’ + 0 (lx, yIh.

By the Center Manifold Theorem [24,25] and Theorems 7.1-7.3 in [25], we con-
clude that Ey is a saddle-node of codimension 1 when d = c¢. The proof is completed.
O

Remark 2.1 Note that, d > c is equivalent to T > % for the original system. From

Theorem 2.1, we find that there exists a critical releasing constant * > 0 for the
predator such that the prey goes to extinction when T > t*, corresponding to the
global stability of the boundary equilibrium. This means the predator with a constant
recruitment can control the growth of preys effectively.

Theorem2.2 If d > ¢, A > 0, F(x3) < 0 and x; < 1, except the bound-
ary equilibrium E(0, ‘L—{), system (1.2) has two positive equilibria E2(x2, y2) and
E3(x3, y3). Furthermore, E> is an unstable saddle while E3 is an anti-saddle. Denot-
ing H(x) = 3ax3 — 2a — ac)x? — (b — Dx + ¢, we have

(1) if H(x3) < 0, then E3 is an unstable focus (or node);
(i) if H(x3) = 0, then E3 is a weak focus (or center);
(iii) if H(x3) > 0, then E3 is a locally asymptotically stable focus (or node).

Proof The existence of the two positive equilibria has been clarified in Table 1. The
characteristic equation at E5(x2, y2) is given by

|Alg, — AE| = 2> 4+ pE, i+ g5, = 0, (2.9)
where
x2[3acx? —2(ac +b)xs +b+cl . x2F'(x2)
qE, = 2 - = - (2.10)
1+ axs 1+ axs
and
3ax3 — 2a — ac)x2 —Wb—-Dxo4+c . H(x)
pE, = —2 2 = (2.11)

1+ax% _l—i—ax%'
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(b)

*

(%¥5)

0 0.2 0.4 0.6 0.8 1 1.2 0 0.2 0.4 0.6 0.8 1 1.2
X X

Fig. 3 a There exist two positive equilibria E5(x7, y2) and E3(x3, y3) whend > ¢, A > 0, F(xik) <0
and x¥ < 1, where Ej is a locally asymptotically stable node, E5 is an unstable hyperbolic saddle with
a =24.048,b = 4,c = 0.4 and d = 0.56. b There is a unique positive equilibrium (x;, yé‘), which is a
saddle-node of codimension 1 with a = 20.363, » = 3.681,¢c = 0.4 and d = 0.56

Obviously, F’(x2) < 0 holds, hence we have qE, < 0. This indicates that E; is an
unstable saddle. Similarly, the characteristic equation at E3(x3, y3) is

Alg, — AE| = A% + pg )+ qEy =0, 2.12)
where
x3F'(x3) H(x3)
=———>= >0 and =7 2.13
Es 1+ ax32 PEs 1+ ax32 ( )

It follows from (2.13) that if
H(x3) = 3ax§ — (2a — ac))c32 —(b—1Dxz+c>0,

then pg, > 0, consequently E3 is a locally asymptotically stable focus (or node).
With the similar process, we can easily prove the rest cases, here we omit them. This
completes the proof. O

Remark2.2 Whend > c,ie., T > %, from Theorem 2.2 and Fig. 3a, two equilibria

E(y and E3 are bistable. Further, we can see that the prey will go to extinction if the
initial populations lie in the left of the two stable manifolds of the equilibrium E»,
and will persist if the initial populations lie in the right of the two stable manifolds of
the equilibrium E». This means whether the prey will go to extinction or be persistent
depends on the initial populations.

Theorem 2.3 Ifd > ¢, A > 0, F(x3) = 0and x5 < 1, then system (1.2) has a unique
positive equilibrium (x5, y3). More precisely,

() if H(x3) # O, then (x5, y3) is a saddle-node of codimension I;
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(ii) if H(x3) =0, then (x5, y3) is a cusp of codimension 2.

Proof (i) According to the discussion in Table 1, when F(x3) = 0, then E>(x2, 2)
and E3(x3, y3) coincide into one positive equilibrium of multiplicity 2, i.e.,
(x5, %), where x} = 2@cHDEVA ang vx = (1 4 a(x$)?)(1 — x3). The char-
acteristic equation related to (x3, y3) is

Al syt — AEL = A% 4 ps ynh + gy =0, (2.14)
where

x5 F'(x3) H(x3)
dx3.y3) = l+a(x§“)2 =0 and Pz = T(Xg*)z.

If H(x3) # 0, then PGy # 0. Thus, one of the eigenvalues of the characteristic
equation (2.14) is zero while the other one is nonzero. In this case, we linearize
system (1.2) at (x5, y3) by making the transformationof u = x—x3 andv = y—y;.
Rewriting (i, v) as (x, y), and expanding the right-hand side of system (1.2) in a
Taylor series up to the second order around the origin, we get

dx ) 3
Sy = @10x + bo1y + azox” 4 2ay1xy + O(x, y[°),

oy (2.15)
o7 = cox +do1y + baox? + 2bi1xy + O(lx, y),

R 2a(x3)*(1—-x%) __x _ byill—a(x)? _
where ajp = —x; + “Tra@? , bo1 = FaGi?’ cl0 = (raG3 2] ,dor =
. bx} 1—a(x})? L ax33B—ax)? _ bll—a(x)A

ot 1+a(x§‘)2’a11 1+a(x*)2J2’a20 I+ [4a(x3)?]? b= 2[14a(x3)?)?
_ _abx§y§[3 a(xz)
and b = — =37 G

As b1 # 0, we further make the following transformations

_ doix y and v — ajox y
boi(aio +do1) a0 +do boi(aio +do1)  aio +dor’

rewrite (u, v) as (x, y), when F (x3) = Oand H (x3) # 0 (i.e.,aj0do1 —boic1o = 0
and ajo + do1 # 0), then system (2.15) becomes

dx 2 210 3

— =c0x” F+cnxy + ey’ + O(x, y[?),

dt

dy (2.16)

2 2 3

i (a10 + do1)y + daox” + di1xy +do2y” + O(|x, yI7),

- bo1(bo1b20—do1a20)—2a10(bo1 b11 —dp1a11) - boi (aj0a20+b01b20)—2aj0(a10a11 b01b11)
where ¢z ajp+doi »da0 = ajo+doi
ey = 2horoia0—boib20) | 2@io=dopo1bri=dora1) 4 - 2@io=doD@iodr1+bo1b1)=2bo1 (@10920+b01520) |
n= aj0+dot ajo+doi = ajo+dot
. = boi(bo1bao—doiapg)+2dg) (b1 b11 —do1a11) = bo1(ajoaz+bo1br0)+2do; (ajoayi +borbi1)
€02 = ajo+dor and dyp = ajo+do
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Again by the Center Manifold Theorem, system (2.16) reduced to the center man-
ifold takes the following form

dx 24 03 B ac(xé‘)2 axk 1 b 517

E—CZ()X‘F ()C),C20—m Xy — —; ( )
Since x1 +x2 +x3 = x1 +2x; =1+ % and x| < xj, there is x5 # % + %,
hence we have c¢yg > 0. Therefore, (x%‘, yi" ) is a saddle-node of codimension 1
according to Theorems 7.1-7.3 in [25], as shown in Fig. 3b.

(i) By case (i), we know that if H(x}) = 0, then Padyh) = 0, consequently both
eigenvalues of the characteristic equation (2.14) are zeros, which indicates that
(x5, ¥3) is a cusp of codimension at least 2. Further, we transform the linear part
of system (2.15) to the Jordan canonical form. Let

u=2x and v = ajox + bory,

rewrite (4, v) as (x, y), then system (2.15) becomes

dx 2ai0a11 2a11
— =y+ <azo— X2+ T—xy + 0(x, y1%).

dt bo1 by

d 2a%,a1;

& aj0az — —2= 4 bo1by — 2a10by; | x* (2.18)
dt bo1

2ai0a
+( ;0 ! +2b11>xy+ o(lx. y1%).
01

In order to find the canonical normal form of the cusp of codimension 2, we take

ai -
u=x——x"and v=y+ |axy —
boi

’

2ajp0a11\ »
— | X
b

rewrite (u, v) as (x, y), then system (2.18) is rewritten as

dx 3
d_ =y+0(|X,y| )v
d[ (2.19)
d—': = E0x2 + F()xy + 0(|X, y|3)’
where
) 2ay0a11 H'(x3)
0 11+ 2a20 bor 1+a(x})? (2.20)

and
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2
2ajyan

. acx} b N
Eo = ajoaz — + bo1bao — 2a10b11 = ——5 |1+ P 3x5| <0.

1+ a(x})?
2.21)

It follows from Egs. (2.20) and (2.21) that EoFy # 0 if H'(x}) # 0. By the
qualitative theory of ordinary differential equations and the theory of differential
manifolds [24], we know that (xJ, y3) is a cusp of codimension 2 if H'(x}) # 0,
and a cusp of codimension at least 3 if H’ x3) =0.

For system (1.2), we show that there can not exist a xJ such that H ! (x3) = 0.
Assuming the contrary and letting H'(x3) = 0, then from F(x}) = F'(x}) =0
and H(x}) = H'(x}) =0, a, b, c and d can be expressed as follows

2x5 — 1 b 2x5(xf — D3xy — 1)?
[12(x3)2 — 15x% + 4]x3” [12(x5)% — 15x% + 41[7(x3)? — 8x3 +21
2
_ _xé‘(Bx; —D@2x; = 1) and d = 2x5(3x5 — (x5 — 1)

7(x3)* — 8x3 +2 T12(x3)2 — 15x] +4

4—7«5).

Further, because of ¢ > 0, b > 0, ¢ > 0 and d > 0, there is x; IS (%,

However, it is easy to verify thatd < cforxj € (%, #). This is a contradictory.
Thus, H'(x}) # 0 and (x}, y3) is a cusp of codimension 2 if H (x}) = 0.

Note that we can further conclude that there is no closed orbits in this case. Other-
wise, there exists a closed orbit, then the closed orbit must contain some equilibria
in its interior and the sum of indices of these equilibria should be one. However,
(x3, y3) is a unique equilibrium of system (1.2), which is a saddle-node or a cusp
whose index is not one. This is a contradictory and the proof is completed. O

2.3 The Stability of EquilibriaWhen d < ¢

In this case, it is easy to verify that the boundary equilibrium E((0, %) is unstable
while system (1.2) can have at most three positive equilibria: E1(x1, y1), E2(x2, y2)
and E3(x3, y3). With the similar process in Sects. 2.1 and 2.2, the local stability for all
possible equilibria in different scenarios can be easily obtained. We omit the detailed
proof and just conclude all the cases in Table 2. Then, we focus on the cases (II)-(b)
and (ITI)-(c)(f) in Table 2, that is, system (1.2) has a degenerate positive equilibrium,
which leads to the following main results.

Theorem 2.4 For the case (Ill)(c), system (1.2) has two different positive equilibria:
an elementary equilibrium E1(x1, y1) and a degenerate positive equilibrium (x5, y3
of multiplicity 2. More precisely,

(i) if H(x3) # O, then (x5, y3) is a saddle-node of codimension I,
(i) if H(x3) = 0, then (x3, y3) is a cusp of codimension 2.
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Proof The proof is similar to Theorems 2.3. The difference is the proof of (ii), hence
we omit the proof of (i) here. Making a sequence of coordinate transformations used
in the proof of Theorem 2.3, we obtain the following system

dx

=yt o(lx, yI),
d; (2.22)
== Eox? + Foxy + O(lx, yP).

Then, (x5, y3) is a cusp of codimension 2 if H'(x}) # 0, and a cusp of codimension
at least 3 if H'(x}) = 0.

Next, we also show that there can not exist a xJ such that H'(x3) = 0 when
d < c. Similarly, assuming the contrary and letting H’'(x}) = 0, then from F(x}) =
F'(x}) =0and H(x}) = H'(x) =0, a, b, c and d can be expressed as follows

2x5 — 1 2x3(x3 — DGBxs — 1)2

= - ) b - )
[12(x3)2 — 15x5 + 41x3 [12(x3)? — 15x3 + 4][7(x5)? — 8x5 + 2]
_ _x§(3x§‘ - DQ2x;—1) and d — 2x5(3xy — D(x3 — 1)?
T(x3)? —8x5 +2 12(x3)% — 15x5 + 4

with xJ € (%, %)

From Sect. 2.1, we know that

3ac 3 3ac 3 3(2x5 — 1)?

b A 1 b I 2x5( —x)GBxy —1
o et +va 1, x3(1 = x)3x3 1)

However, it is easy to verify that

I, 250 —x)Bx3 - D g0 e (1’4_\/5)'

3 32x5 — 1)2 3 7
This is a contradictory. Hence, there is no x3 € (%, 4_7‘5) such that H'(x}) = 0 when
d < c. Thus, H'(x}) # 0 and (x, y3) is a cusp of codimension 2 if H(x}) = 0. The

proof is completed. O

Theorem 2.5 For the case (I11)(f), system (1.2) has two different positive equilibria:
an elementary equilibrium E3(x3, y3) and a degenerate positive equilibrium (x}, y})
of multiplicity 2. More precisely,

@) if H(x}) # O, then (x, y{) is a saddle-node of codimension I,
(i) if H(x}) =0and

(@) H'(x}) # 0, then (x{, y}) is a cusp of codimension 2;

(b) H'(x}) = 0and No(x}) # 0 with No(x) = 2802x7 — 9648x° 4 13716x° —
10399x* +4527x3 —1129x% 4 149x —8, then (x7, ¥7) is a cusp of codimension
3.
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Proof The proofs of (i) and (ii)(a) are similar to Theorem 2.3, we omit the procedures
for brevity. In the following, we focus on the proof of (ii)(b). Similarly, in this case,
from F(x}) = F'(x{) = 0and H (x{) = H'(x]) = 0, we can obtain

2x7 -1 2xF(xF — DBxf — 1)?
_ . b=— ,
[12(x])? — 15x7 + 41x} [12(x1)? — 15x] + 4][7(x])? — 8x] + 2]
x{Gxf —DH@2xf = 1) 2xf(Bxf — D(x} — 1)2

= — dd=
TaH2—8xf+2 1252 — 15xF + 4

1 4—4/2
with Xik S (5,%)

Substituting a, b, ¢ and d into system (1.2) and translating the positive equilibrium
(x7, y]) to the origin, expanding the right-hand side of system (1.2) in a Taylor series
up to the fourth order around the origin, then we obtain

dx R N . . R . . R
7 = X + bory + a2ox? + 2a11xy + d30x° + a1 x%y + dsoxt +azxy + 0(Ix, v,
dy . . . R R . . R
d% = C1ox +do1y + baox? + 2b11xy + byox® + by x?y + baox* + by 1Py + O (1x, yP),
(2.23)
A s, 2aGDPA=x)) A L - ax}yf[3—a(x})?]
where dp = —x7 + = o, bor = —H_a(x*)z, ap = —1+ —[1+a(x*)2]3 ,
A —l4a@? 4 L byf[l—a(x))? . xf . b[l—a(x)?]
a1 = e €10 = Tiaee P Lo = —c ‘1+'a(x*>2’ bn = AR
N abx]y1 [3— a(x*)] A ay|[1+a2(x;‘)4 6a(xf‘) A .oax{[3— a(x*) N
b20 - [1+a(xr)2]3 , A3 = [1+a(xi‘)2]4 , Ayl = —[1+a(x*)2]3 , a3l =
all+a?(P)*=6a(xH? A . alxfyi[10a(x})?—a?(xf)*—5] - _abyﬂwaz(xf)hm(xf)z]
(a0 = (a2 » 730 = ETHER ’
~ . abxf[3—a(xf)2] ~ . 2bx1yl [10a(xi‘)2—a2(xf)4—5]
b21 - [1+a(xi‘)2]3 ) b40 - [1+a(x]")2]5 and
5 o abll4+a®(x)*—6a(x)?]
3= [+aGpP
In order to find the canonical normal form of the cusp of codimension 3, we take
u=x and v = ‘;—f, rewrite (u, v) as (x, y), then system (2.23) becomes
dx _
a
dy . . R . . R .
d—); = c20x2 + 602y2 + C3())C3 + c21x2y + clzxyz + C40)C4 + C31x3y + 622x2y2 + O(|x, y\s),
(2.24)
A A A 242 4y ~ooA AN A o281 A . An
where ¢y0 = djodao — 11331 L+ boibag — 2a10b11, G = ﬁ, C30 = —djoba +
- N A A A5 NP A 24114 24
241120 —2a20b11 + G21¢10 — a30do1 + bo1b30, €21 = ba1 +3azo — % a;z:m +
4&|0&2 A . 24 4a N
O gy = 2 T 80 = —ay0bsy + 2411 b30 — daobay + Ga1bag — 2a30b11 +

bg, boi b(%l ’
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A oA Aos P N 2dngé 24114 3106 442, a0
az1€10 — asodo1 + bo1bag, €31 = b31 + 4ago — =22 — =10 2404 U= 4
boy bo1 bo1 by,
A A A X ~ A A ~3
6a10fl211a2| . 8012011 and &y = 3a31 _ 6“11# + 8?%
by, by bo1 by by,

Next, we introduce a new time variable t by dt = (1 — ¢pox)dt and rewrite T as
t, then system (2.24) can be rewritten as

dx

(=& i

o y(1 — Coax)

dy . . . . . .

i (1 — Goax) (E20x% 4 Coay* + E30x5° + E21x2y + E1axy?) (2.23)

+ (1 = 00x) (Caox™* + E310°y + E00x?y?) + O(|x, ).

Let u = x and v = y(1 — Gppx), rewrite (u, v) as (x, y), then system (2.25) is
transformed into

dx _
a7
d A A A ~ ” ~ o
d% = doox? + d3ox® + do1x?y + dipxy?® + daox* + dz1 Xy + doax?y? + 0(Ix, yP),
(2.26)
where dyg = a0, dzo = C30 — 2620000, doi = Ca1, dia = G2 — C3y, dag =
Ca0 + 6205(2)2 — 2C30C02, d31 = €31 — CopC21 and dyy = Cpp — 5(3)2. Notice that
5 acxy b * : ; i
dr = TraG?? [1 + - 3x1] > 0, making the following change of variables
1 -
U==x, v= y and dt =/ dodt,
v dao
rewriting (u, v, 7) as (x, y, t), then system (2.26) becomes
dx _
a7
d N R R N N N
d—}; =x2+ e30x3 + e21x2y + elzxy2 + e40x4 + e31x3y + e22x2y2 + O(|x, y|5),
(2.27)
Aooodwg o5 o day s 5 A odg 5. - _dy Bn ]
where e3g = 3L, 0] = —2A=, €12 =dj2, €40 = 2, 631 = —2= and ey = d»).
30 = 7,0 el 3 12 12, €40 = 7 ° €31 Jim 22 22

20 20
According to Proposition 5.3 in [26], we get an equivalent system of system (2.27)
in a small neighborhood of (0, 0), which is given by

dx
dt
dy

= X%+ Mi(xHX3y 4+ R(x, y),

= y,
(2.28)
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where

F — HNo(x)

M) (x}) =
XF (=14 3x)Gxf =220 — D2[7(x])? = 8xF + 21[6(x})? — 6xF + 11y/dao

and R(x,y) = y2O(|x, y) + O(|x, y*). Note that x} € (3, %) indicates that
each factor in M (x}) is nonzero except No(x}). Thus, when No(x]) # 0, we have
M (x}) # 0. Correspondingly, (x{, y{) is a cusp of codimension 3 by the results in
[19,22,27]. Otherwise, when Ny (x}) = 0, then M (x]) = Oand (x], y{) may beacusp
of codimension 4, which is extremely complex and the study of exact codimension of
this cusp is beyond our current scope. This is left for the future works. This completes

the proof. O

Next, we consider the case (I)(b) in Table 2. In this case, three equilibria E (x1, y1),
E>(x2, y2) and E3(x3, y3) coincide into a unique positive equilibrium (x*, y*), where

2 N .. .
x* = % + % and y* = @-ctabtdac—4b The characteristic equation related to (x*, y*)

. 9ac
is given by
Al e,y = AE| = A% + pes yyh + qes,ys) = 0, (2.29)
where
X*F(x*) 0 and H(x*)
* ) == —— = an ¥ y¥y — 5 -
1) = T ()2 Pe oy = I o2

If H(x*) # 0 (e, a + b # ac + ¢ + 2 +3), then p+,y+) # 0. Thus, one of
the eigenvalues is zero and the other one is nonzero. If H(x*) = 0 (i.e., a + b =
ac+c—+ % + 3), then p(y+ y+) = 0. Consequently the two eigenvalues are zeros.
Then, we have the following results in terms of the type of the positive equilibrium
(x*, y).

Theorem 2.6 For the case (II)(b), system (1.2) has a unique positive equilibrium
(x*, y*), which is a degenerate equilibrium of multiplicity 3. More precisely,

(1) if H(x*) # 0, then (x*, y*) is a stable degenerate node of codimension 2 provided
a+b<ac+cH+ % + 3 and unstable provided a + b > ac + ¢ + % +3;
(i) if H(x*) =0 and
(@) H'(x*) = 0 (or H'(x*) # 0 and (H'(x*))? < 8acx*[1 + a(x*)?]), then
(x*, y*) is a degenerate focus (or center);
(b) H'(x*) # 0and (H'(x*))* > 8acx*[1+a(x*)?], then (x*, y*) is a degenerate
elliptic equilibrium consisting of one hyperbolic sector and one elliptic sector.

Proof The proof of (i) is similar to those in Theorem 2.3 and using Theorem 7.1-7.3
in [25], we can obtain the conclusion in (i). Next, we focus on the proof of (ii). Firstly,
we translate the positive equilibrium (x*, y*) to the origin, and expand the right-hand
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side of system (1.2) in a Taylor series up to the fourth order around the origin, then
we obtain

dx _ = _ _ _ _ _ _
Jy = dix + bory + axx? +2anxy + azx> + anxy + asx* + a;x’y + 0(lx, y°),
d B _ _ _ _ _ _ _
di)t) = G10x + do1y + baox? + 2b11xy + b3ox> + barx%y + baox* 4 b31x>y + O(|x, y°),

(2.30)
_ . 2 *)2 1—x* - . * _ . *y*[3— #\2
where ain = —x* + a(IX—H)J(;*)ZX ) bOl = - 1+:(x*)25 ay = ax[1)7+El(xg)(2X]3) 1 _ 1’
_ . #)2_1 . (3 2] - . ay*[14a® () —6a(x*)?] -
an = e @1 = s @ = S o =
by*[1—a(x* b - bl bx*y*[3—a(x*)?] 1
Wﬂm = —C+1+ufx*)z»b11 = 2[[1+a((;*)2]2’b20 % by =
_abx*[3—a(x*)?] ba = __aby*[1+a*(x*)*—6a(x*)?] dan = a®x*y*[10a(x*)% —a?(x*)*—5]
(+aGo?p > 730 = [+a()?T 0= (I+a(")7P ’

_ab[1+d®(x*)*—6a(x*)?]

all+a?(x*)*—6a(x*)?] 1;31

asy = a2 ) = a2 and
- 21 kK *\2 2, %\4
byy = —9bxY [ll(l)if(;*);‘]ﬂ @"=5] Then, we transform the linear part of system

(2.30) to the Jordan canonical form. Let
u=x and v = ajox +l_701y,

rewrite (u, v) as (x, y), then system (2.30) becomes

dx _ _ _ _ _ _
m =y+ 620x2 +crixy + C30x3 + czlxzy + C40x4 + 63]x3y + O(|x, y|5),
d _ - _ _ _
% = dny +dsox’ + dux?y +duox’ + duxy + 0 (x5 P).
(2.31)
where &g = a0 —240NL, &y = 2L Gy = Gy0— 101 6)) = L1, Gy = ag0— 281,
bor boi boi boi boi

_ . =2 =
_ . g s . AT 2a10d - L - - - = ayyazi _ = e
031 = %, di = 2b11 + égl” , d3o = ajoaso + borbzo — %’01 —aioba1, doy =

_ - - _ — — — =2 - _ _ - -
byy + 8L dyy = Gr0as0 — aiobs1 +borbao — 0B and dsy = bs1 + AL Further,
01 01

wetakeu = x and v = %, rewrite (u, v) as (x, y), then system (2.31) is transformed
into

d
@y
dt (2.32)
D ixy + a0y + es0x + a2y + epxy? +awx® + ey + x4 0(lx, )
T 11Xy ey 30X €21X"y T €12Xy €40X €31 X"y T exnxy x50,

Where en = 2020 +d11, €0 = 11,830 = d3o — Czodu, e = —611020 +3¢30 + da1s
e =202 — 7y, eq = 011d30 — Co0da1 — C3odi1 + dao, €31 = €382 — C11C30 —
2820Ca1 + 4¢40 + d31 and &3y = C?l —3cq1c21 + 3c31.
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For system (2.32), there are

- H'(x*)
e = 2_ + d = -
ey = 2c0 +dp T+ aG)?
and
_ P o acx*®
e = — C = =
30 = d30 — C20d11 T aG)?

If H'(x*) # 0, then e1; # 0 and system (2.32) can be written as

dx _

dr =Y,

d _ e _ e 1 _ _ _

i :e30x3 (] + ﬁx) +enxy (1 + ﬂx + _ilx2> + y2 (ep2 + ernx) + e22x2y2 + O(|x, y|5).
dt e3o e1l el

(2.33)
A further calculation yields

[H' (x*)]? — 8acx*[1 + a(x*)?]

Go = é1) + 823 =
0 =ej +3e30 [ +a(n]2

It follows from Theorems 7.1-7.3 in [25] that (x*, y*) is a degenerate focus (or center)
if Go < 0 (i.e., (H' (x*))? < 8acx*[1 4+ a(x*)?]), a degenerate elliptic equilibrium
consisting of one hyperbolic sector and one elliptic sector if Go > 0 (i.e., (H'(x*))? >
8acx*[1 +a(x*)?]). If H'(x*) = 0, then &;; = 0 and system (2.32) can be written as

dx _

a7

d _ e40 _ _ _ _ _

2 =’ (1 + ?x> +x%y (@21 + &31%) + y? (802 + &1x + &22x%) + O(Ix, yI).
30

dt
(2.34)

Therefore, (x*, y*) is a degenerate focus (or center) according to Theorems 7.1-7.3
in [25]. This completes the proof. O

Remark2.3 Whend < c,ie., 1 < %, system (1.2) can have multiple positive equi-
libria while the boundary equilibrium Ej is an unstable. This means that the prey will
always coexist with the predator when the constant releasing rate is small than the
critical value %, i.e., the predator can not eliminate the prey in spite of the constant
releasing of predators.

3 Bifurcations

In this section, we investigate the bifurcations of system (1.2), including transcritical,
saddle-node, Hopf, degenerate Hopf, Bogdanov—Takens and cusp bifurcations.
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3.1 The Transcritical Bifurcation and Saddle-Node Bifurcation

Theorem 3.1 (i) System (1.2) undergoes a transcritical bifurcation at d = c (i.e.,

(i)

T="5);

Ifd <c, A>0, F(x{) =0and H(x{) #0(or A > 0, x5 < 1, F(x3) =0and
H(x3) # 0), then (x{, yy) (or (x5, y3)) is a saddle-node of codimension 1 and
system (1.2) undergoes a saddle-node bifurcation at this point.

Proof (i) It follows from Table 1 and Theorem 2.1 that the positive equilibrium

(ii)

E1(x1, y1) collides with the boundary equilibrium Eq (0, %) when d = ¢ (i.e.,
T = %). Let d = d* + ¢ and substitute it into system (1.2) while ¢ = 0 corre-
sponding to d = ¢, we have

dx Xy

e x(l—x)— ———,

dt x(1=x) 1+ ax? 3.0
4y bxy +d*+¢ .
- = —c .

dt 1 + ax? Y

Linearizing system (3.1) at E (0, ‘E’) and diagonalizing the linear part, then system
(3.1) is transformed into

dx b 2 b 3
— =—(1+—)x"+—xy+0(x,y),
dt c c
‘ . , (3.2)
& =—cs—cy—b<1+b+—)x2+b<l+—)xy+0(|x,YI3)-
C C

By the Liapunov—Schmidt Method introduced in [28], system (3.2) reduced to the
center manifold takes the following form:

d b b
dx _ b (1 N -) 2400, (33)
dt c c

Denote the right side of system (3.3) as G(x, ¢), we have
G(x,8)|0.0 =0, Gx(x,8)]0.0 =0, Ge(x, &)]0.0) =0,

b b
Gye(x, 80,00 = - and Gy (x, €)](0,0) = —2 (1 + E) _

Therefore, system (1.2) undergoes a transcritical bifurcation, correspondingly,
TB := {(a, b, c,d)|d = c} is the transcritical bifurcation surface of system (1.2).
The proof is similar to those of Theorem 2.3, we omit them here. Particularly,

SNy :={(a,b,c,d)ld <c, A >0, F(x{) =0and H(x}) # 0}
is the saddle-node bifurcation surface. Further,

BT; :={(a,b,c,d)ld <c, A >0, F(x{) =0and H(x]) =0}
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is called a Bogdanov—Takens bifurcation surface of system (1.2), which will be
discussed in more detail in Sect. 3.3. Similarly, we have another saddle-node
bifurcation surface

SNy :={(a,b,c,d)|A >0, x5 <1, F(x3) =0and H(x3) # 0}
and another Bogdanov—Takens bifurcation surface
BT, :={(a,b,c,d)|A >0, x5 <1, F(x5) =0and H(x) =0}.

The proof is completed. O

3.2 Hopf Bifurcation and Degenerate Hopf Bifurcation of Codimension 2

Based on the analyses in Sect. 2, we know that E; (x;, y;) (i = 1, 3) is a weak focus
or center when H (x;) = 0, which indicates that a Hopf bifurcation may occur at
these equilibria. Without loss of generality, in this section, we only discuss the Hopf
bifurcation at E(x1, y;). The necessary condition of Hopf bifurcation requires that
H(x1) = 0, and the properties of function H (x) is concluded as the following.

Lemma3.1 If H(x1) = 0, then H'(x1) = 0 if and only if x| = % with
Ay = Qa—ac)> +9ab—1) > 0.

The proof is shown in “Appendix A”.
According to the formula for the third focal value (i.e., the first Liapunov number
o1) at the positive equilibrium E of system (1.2) in [24], we have

o] =

37 | 2a —4dac + (ab — 10a)x, (ac + b)x; — 3acx}
3 22 qE1 — 7p H

2q;, (1 + axi) (1+ax?)

Based on the properties of H (x1), we get the following results.

Theorem 3.2 System (1.2) undergoes a Hopf bifurcation if H(x1) = 0. Particularly,
if o1 # 0, then E1(x1, y1) is a multiple focus of multiplicity 1, and one limit cycle
arises from the Hopf bifurcation in the neighborhood of E| as parameter varies. In
more details, E is stable and a stable limit cycle exists when o1 < 0; E| is unstable
and an unstable limit cycle exists when o1 > 0.

Proof From Sect. 2, the characteristic equation related to E{(xy, y1) is given by
|Alg, — *E| = A% + pg, A+ qg, = 0. (3.4)

Choosing d as the bifurcation parameter, and taking gg,, pg, and x| as the functions
of d, we have

x1 () F' (x1(d))

9 (d) = g, (¥1(d), d) = 57— s
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and

H(x1(d))

PEN(d) = P (01(d), d) = =

Let A(d) = u(d) + iw(d) be a complex root of the characteristic equation (3.4),
and suppose that there exists a critical value d = d* such that H (x;(d*)) = 0 (i.e.,
pE, (d*) = 0), that is, characteristic equation (3.4) has a pair of pure imaginary roots.
Thus, there are u(d*) = 0 and w(d*) = \/qg, (d*). Then, we obtain

1 dH (x1(d)) 9x1(d)
2(1 +ax})  dx od | g—gs

W (@Dla=ar = — . (3.5)

9x1(d)
where 5

QRa—ac)++/Ax
9a

1
d=d* T F(x1(d)
, then there are

< 0. From Lemma 3.1, we find that when x; #

dH (x1(d))

3 # 0and u'(d)|g=q+ # 0.
X1

X=X]

Therefore, the transversality condition is satisfied at d = d* and system (1.2) under-

goes a Hopf bifurcation at d = d* if x| # %.

In addition, when x| = (za_% VA*, we alternatively choose c¢ as the bifurcation
parameter. Suppose that there exists a critical value ¢ = ¢* such that H (x;(c*)) =

0, with the analogous calculations we have ©'(¢)|c=c+ = —%. Therefore, system
(1.2) undergoes a Hopf bifurcation at ¢ = ¢* when x| = %. Note that,

by choosing b as the bifurcation parameter, we can get the similar result for x| =
Qa—ac)+y/A,
9a
0.
Furthermore, if 01 < 0, then E is a stable multiple focus of multiplicity 1, hence
system (1.2) undergoes a supercritical Hopf bifurcation and there is a unique and
stable limit cycle as parameter varies; If o1 > 0, E is an unstable multiple focus of
multiplicity 1, then system (1.2) undergoes a subcritical Hopf bifurcation and there is
a unique and unstable limit cycle as parameter varies. This completes the proof. O

. As a conclusion, system (1.2) undergoes a Hopf bifurcation at H (x1) =

Note that, if o1 = 0, then E| is a multiple focus of multiplicity at least 2 and system
(1.2) may undergo a degenerate Hopf bifurcation. Then the nth order Liapunov number
o, should be calculated,n = 1,2,3,.... And wheno; =0,i =1,2,...,n— 1 and
0, # 0, we can obtain that E is a multiple focus of multiplicity n, which means
system (1.2) undergoes a degenerate Hopf bifurcation of codimension n, and there
exist at most # limit cycles in the neighborhood of E. Using the formal series method
in [25,26], when o1 = 0, we obtain the second Liapunov number as follows

1 5 c 5 A1\ Aic
0y =——"7% —AyA3 — A1 Ay 6ax1+ac—2a——2 + | A2+ — — |-
16A7 3 X] 3 X1 X

1
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where

L (U +ax)F'(x)

s 2.2 2 B
Ay = 6a“cxy — 3(a“c + ab)x; +ab+ac—|——2,
X1

X1

Aj

ac+B
c__ —
X oaf

ac B .
2c—ab+——7, Ay =a?®
X1 X3

and B = (ac+ b)x; — b —c.

Az = 4a2c‘x1 —a

Further, if o1 = 0 and 0o # 0, there can be at most two limit cycles arise from
the degenerate Hopf bifurcation of codimension 2 (i.e., the Bautin bifurcation). The
existence of the limit cycle is shown in Fig. 4a—c. Since the expression of o is complex,
it is difficult to determine the sign of 0, and the codimension of the most degenerate
Hopf bifurcation for system (1.2). We leave this problem as future work.

According to the above analyses, we have the following theorem.

Theorem 3.3 System (1.2) undergoes a degenerate Hopf bifurcation of codimension
2if H(x1) = 0when o; = 0and oo # 0. And E1(x1, y1) is a multiple focus of multi-
plicity 2, which is stable (unstable) as 0y < 0 (02 > 0, respectively). Moreover, there
exist at most two limit cycles arising form the Hopf bifurcation in the neighborhood
of E1, one is stable and another is unstable.

3.3 The Bogdanov-Takens (Cusp Type) Bifurcation of Codimension 3

As we discussed above, system (1.2) may exhibit a degenerate positive equilibrium
(x7, ¥)) (or (x3, y3)), which is a cusp of codimension 2 (or 3) in different parameter
spaces. This means that system (1.2) can admit a Bogdanov-Takens bifurcation of
codimension 2 (or 3) under a small parameter perturbation. Without loss of generality,
we only study the bifurcation around the cusp (x{, y{), which is a cusp of codimension
2 if the parameters satisfy

d<c, A>0, F(x{) =0, H(x{) =0and H' (x}) # 0, (3.6)

a cusp of codimension 3 if the parameters satisfy

d<c, A>0, F(x})=0, H(x}) =0, H'(x}) =0and No(x}) #0, (3.7)
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0.8 1

0 0.2 O.4X 0.6 0.8

Fig.4 a A stable limit cycle created by the supercritical Hopf bifurcation witha = 5, b = 1, ¢ = 0.348
and d = 0.14. b An unstable limit cycle created by the subcritical Hopf bifurcation with a = 16, b = 2.8,
¢ =0.5andd = 0.25. ¢ Two limit cycles created by the degenerate Hopf bifurcation of codimension 2 (i.e.,
the Bautin bifurcation), the inner one is unstable and the outer one is stable witha = 5,b =1, ¢ = 0.312
and d = 0.115403

i.e.,
in‘ —1
[12(x7)2 — 15x% + 4]x}
2x7 (x] = DBx} — 1)2
[12(x5)2 — 15x5 + 41[7(x)2 — 8x7 + 2]

d<c,A>0,(a,b)=<

’

c.d) = X Gxf = DR} =1 20 Gaf = DO = D?
’ TxP)? —8xF+2 7 12(x)? — 15x] + 4

and No(x]) # 0.

(3.8)

As the Bogdanov—Takens bifurcation of codimension 2 is included in the Bogdanov—
Takens bifurcation of codimension 3 [20]. Therefore, here we only provided the
detailed proof for the Bogdanov—Takens bifurcation of codimension 3. Choosing b,
c and d as bifurcation parameters and fix a = ag, we will show that system (1.2)
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can undergo a Bogdanov-Takens bifurcation of codimension 3 in a small neighbor-
hood of equilibrium (x}, y{) as parameters (b, c, d) varies in a small neighborhood
of (by, co, dy), where (ag, by, cg, do) satisfies the conditions in (3.7) (or (3.8)).

Theorem 3.4 Assume that the conditions in (3.7) are satisfied, then the degenerate
equilibrium (x{, y{) is a cusp of codimension 3. Choosing b, ¢ and d as bifurcation
parameters, then system (1.2) undergoes a Bogdanov—Takens (cusp type) bifurcation of
codimension 3 in a small neighborhood of(xi", yi‘) as (b, ¢, d) varies near (by, cg, dp).
More precisely,

(i) if No(x{) < 0, then system (1.2) can exhibit the co-existence of a stable homoclinic
loop and an unstable limit cycle, co-existence of two limit cycles (the inner one
unstable and the outer stable), and the existence of a semi-stable limit cycle for
different parameter spaces;

@) if No(xik) > 0, then system (1.2) can exhibit the co-existence of an unstable
homoclinic loop and a stable limit cycle, co-existence of two limit cycles (the
inner one stable and the outer unstable), and the existence of a semi-stable limit
cycle for different parameter spaces.

Proof Substituting a, b, ¢ and d by ag, bg — €1, co — &2 and dp — €3 into system (1.2),
it becomes

dx Xy

o x—x) - —
dt *(1=x) 1 + apx?
dy _ (bo —e1)xy

dr 1+ apx?

3.9)
— (co —&2)y + (do — €3),

where €1, &> and &3 are very small parameters (0 < |&;| < 1,i = 1,2, 3). Then
translating the positive equilibrium (x{, y{) to the origin, and expanding the right-
hand side of system (3.9) in a Taylor series up to the fourth order around the origin,
we obtain

dx _ . z P By T B S 4 =3 5
7 = aiox + bo1y + axox” + 2anxy + asox” + a2 x7y + asox” + azix’y + O(lx, yI”),
dy - - .
d%) = boo + (C10 + @01 — &1 + 2xFe1)x + (dot + bore1 + €2)y + (b + axoer + £1)x>
+2(b1 + anexy + (bso + azoe))x’ + (bar + @ane)x’y + (bao + asoe1)x*
+ (31 +azienNx’y + O(lx, y, e1, &2, &31),
(3.10)
=L 2a00D*A—x) oz . A ~ .1 aoxiyiB—ax)?]
where dio = =TT — X bor =~ 420 =~ HRGER
a _l-ag(x3)? G = aoyF[1+ad (x})*—=6ao(x})?] Gy = apx}[3—ap(x7)?]
H Altao (32> B0 = (a0 7T » 2T Thrae)F
2 % % *\2 20 %\4 2/.x\4 *\2 k|
~ - aoxlyl[loao(xl) _ao(xl) —5] ~ KR a0[1+a0(x1) _6a0(x1) ] 7= S G R
440 = (ao (2P : [taoGF * 0 = “Trgare +

~ boyf[1—ap(x})?] 5 box} ~ apbox} yilag(x})?—3]
* - 2t "Vl ] = U711 - 27tovy 7
82)’1 €3, C10 = [1+a0(xik)2]2 s dOl - 1+ao(xi‘)2’ b20 - [1+(10()CT)2]3 >



10  Page 26 of 40 H. Zhou et al.

7. boll—ag(x])? . aoboyy 6a0(x1)2—a0 D=1 = . agboxflaoG)*=31 .
b = 2[1+ao<x*>212’ by = a2 b = [+ao )2 P b3 =
floho[6ll0(X*)2—llo(X*)4—l] . aébox?yT[Ian(xi‘)z—ao(x*) 5] 5

(T+ao)21 sbao = — ,and O(|x, y, &1, &2, 3/)

[1+ao(x7)?P
is a function in variables (x, y) at least of the ﬁfth order with respect to (x, y) and the
coefficients depend smoothly on €1, &5 and 3. Further, let u = x and v = fl—’l‘, rewrite
(u, v) as (x, y), then system (3.10) can be rewritten as

dx

ar ~

d . - - - - - - -

d_)t) = 200 + €10 + 01y + E20x” + E11xy + E02y” + E30x° + E1x’y G.11)

+ é1axy? + egox* 4+ &31x3y 4+ é0x2y? + O(Ix, y, 1, €2, &3,

where &00 = boobo1, €10 = 2x{ — Dboier — aioea, eor = boier + €2, &0 =

—Zalobn +2a11010—azod01 +b01b20+( 2ay; +4a11x1 +bo1)e1 — aaoea + a1 boo,
24,

&1y = 2ayie1, 8op = 2L, &30 = —ajobay + 2dy1boo — 2an0b11 + d21¢10 — dzodor +

boi
- - .z - - - - L. - g
bo1b3o + aziboo + (2a11 — a1 + 2a21x})e1 — @z0e2, €21 = boy + 3az — % -
2a10d 4a,0a% ~ ~ . 24 4a% .
Shl p —IL 4 Gppeq, 810 = T2 — 2“ , &40 = —arob31 + 2a11b30 — dxobar +
bo1 bOl b()] bg

by — 2a30b11 + @31é10 — dsodor + b01b40 + (a21 —az + 2a31x1)81 — a40&2,
2a 2a 432, ano 8a10as
&3 = b31 + 40 — dxody| _ 2dyasp _ 3d10d31 4 X0 6a1051211a21 _ Bawdy e
bot boi bo1 b3, bg, b,
3az; _ baja + 85%1
bo B, By
Next, in order to ﬁnd the universal unfolding of the cusp of codimension 3, we
follow the procedure in [19,29] by the following steps:

and ey =

(i) Simplifying the y>-term in system (3.11). Making the following change of vari-
ables

e -
X=u-+ 7u2 and y = v + egauv,

rewrite (u, v) as (x, y), then system (3.11) can be written as

dx _

a7

d _ _ _ _ _ _ . _

di = foo + fiox + fory + faox® + fiixy + frox® + fux?y + fraxy? (3.12)

+ faox* + 1%y + R(x, v, e1, €2, €3),

~ . ~ ~ . ~ ~ ~ ~ . ~ ~ . ~ ~ ~2 e10e
where foo = €00, f10 = €10 — €00€02, for = €01, foo = €x0 + 00y, — 52,

S o
x .o~ x .o~ ~ ~ 6106 ~ .~ x R
fir = e, fao = ez — 6006(3)2 + =%, fa = &1 + 4002 fip = én +

~ ~3
25(2)2’ f40 = 540 + éOOééz _ 102202 + eozezo + ezoeoz f31 - 531 + 502521
and R(x, y, &1, €2, €3) = y2O(|x, y*) + 0<|x, y%) + 0<|el,ez, e3)(0(y?) +
O(lx, yI*)) + O(le1, &2, &3/ O(|x, yl).
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(ii) Simplifying the xy?-term in system (3.12). Let
12
x—u—i—%u and y_v+f 2y
rewrite (u, v) as (x, y), then system (3.12) can be written as
dx _
=
DY 200+ B10% + Fo1y + F20x2 + F11xY + B30 + 82162y + Gaoxt
77 = 800+ 810% + 801y + 820%7 + &11xy + 830%7 + 821%7y + 840
+ 83150y + Ry, €1, 82, €3),
(3.13)
where goo = foo. &0 = fio. &1 = for. &0 = foo — L2 g1 = fir,

fl()fl2 f00f12

830 = fro— ,821 = ot 8ao = fao+ 152
(iii) Simplifying the x3 and x*-terms in system (3.13). Notice that

L. apcox; bo N .
lim = -3 0,;=1,2,3.
Then we let

~ 3~2 ~
x:u—gfouz—}- g}g_gjto MS, y=uv,
4820 1685, 5820

and

482 —25g 482 —35¢
u+ 820840 g30 2+ 820830840 820 3) dr,

dt=[1+
2g20 8023, 8023,

rewrite (u, v, ) as (x, y, t), then we obtain the following system

f206f12 and 31 = f31+f”6f]2.

d
- =)
j; (3.14)
o = hoo + hiox + hory —|—h20x2 + hiixy —|—h21x2y +h31x3y + R(x, y, €1, €2, €3),
I P = 80080 [.. - & P = 201830 [ -
where hoo = 800, 10 = 810 — %5575 hor = 8o1, bt = g1 — 55Fs hao =

~ o~ ~ o~ -
_ 3210830 _ 3800840 980083 -
420 5820 1683, hat = 821 420 5820

g20 g%()
781183 g 45
- 4 21830 _ 4211840
hﬂ 831+ 820 580 °

(iv) Simplifying the x2y-term in system (3.14). Similarly, we let

3hao  36h3, 3hao 3643,

h? h h?
lv—i— %lzvSanddr:(l—i—i + —2 2)dz‘,

_ 38ugn _ 380idw0 9801830 and
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rewrite (4, v, T) as (x, y, t), then system (3.14) becomes

dx .

dr

d - - - - - -

d_)t) = koo + kiox + ko1y + kaox® + kiixy + ka1x>y 4+ R(x, y, €1, €2, €3),

(3.15)

T T 0 e T
where koo = hoo, k1o = hio, ko1 = ho1 — %021 koo = hao, k11 = hyp — 22

- - hao
and k31 = @31. }
(v) Changing kg to 1 and k3; to sign(M>) in system (3.15). Notice that

) . b
lim fpp = — 0% [1 + 2 3xi":| >0

£;—0 1+ ao(xik)z apco
and
. aopcoxy bo . N .
lim k31 = —3x7 | Mhr(x 0, j=1,2,3.
ei—~0 ' 1+ ap(x))? [ aoco v M2xp) # 0.

%) = (xf =) Nox) -
where My (x7) = = mmer—r e - TG s T2 —erigT] 7 0 Asit
is difficult to directly determine the sign of M>(x}) (i.e., the sign of Ny(x])), we
make the following transformations

~1 ~4 -3

k250 : k250 : k250
X=—Su, y= 51gn(M2)~—lv and dt = 51gn(M2)~—ldt,

k3) k3 k3)

rewrite (4, v, T) as (x, y, t), then system (3.15) can be represented as

dx
=y,
j; (3.16)
i loo + liox + oty + [i1xy + x* + sign(M2)x®y + R(x, y, e1., £2. £3),
i i -
= kookd v . kiokd x .. Kok =L P
where [oy) = 0013‘, 0= 1053‘, 01 = sign(M») 01331 and [} = sign(M3) i‘”z.
]'{'5 ]'('5 ]'('5 ]25]25
20 20 20 31720

(vi) Simplifying the x-term in system (3.16). Let x = u — 1170 and y = v, rewrite
(u, v) as (x, y), then system (3.16) becomes

dx .
a7

dv . 1
d% = wi(e1. €2, €3) + a(el. €2, €3) + U3 (1. €2, £3)xy + 1% + sign(Mp)x’y (.17)

+ R(x, y, €1, €2, €3),
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where
ey T 2
wi(er, €2, €3) = loo — il Ky’ K3 (my1e1 + mppex + mizes) + O(ley, €2, €3]7),
ua(er, €2, €3) = loy — - Slgn(Mz)%

EERY
= sign(M2) Ky’ K3, (ma181 + mazes + mazes) + O(ler, €2, e317),
L 31
us(er, €2, €3) =l + s1gn(M2)T

1 2
= sign(M2) Koy’ K3,° (3161 + m3ez +mazes) + O(leq, €2, £31%),

_ apcoxy by % _ . B
Ky = TraoGh)? [1 + e 3x1], K31 = M3K»p, and the coefficients m;;

(i, j =1, 2,3)are given in “Appendix B”. By lengthy calculations, we can obtain
that

4

AM;

= — #0
(0.0.0) ( docox] )5 [1+ by —3XT]

1+ag(x})? aoco

'3(/“, Wa. 13) (€1, €2, €3)
a(er, €2, €3)

oo

[12(x])% = 15x} +41P[7(x])? =8x7+2][24(x)3 —33(x}) 2 +15x7 2]
403x7—D2(xf =3 G —2)3[6(x])T—6xF +1]

where A = # 0. Since x| €

(%, #), each factor in A is nonzero. Thus, system (3.17) with (w1, o, u3) ~
(0,0,0) for (x, y) near (0,0) is equivalent to system (1.2) with (g1, €2, &3) ~
(0,0,0) for (x,y) near (xj,yy). That is, the dynamics of system (1.2) in a
small neighborhood of the positive equilibrium (x}, y{) as (b, ¢, d) varying near
(bo, co, dp) are equivalent to that of system (3.17) in a small neighborhood of (0, 0)
as (i1, na, n3) varying near (0, 0, 0) according to the results in [19,22,29]. It is
easy to verify that cases (i) and (ii) in this Theorem are true by the results in [27].
This completes the proof. O

Here we carry out some numerical simulations to show that Ny(x}) can be positive
or negative in different parameter sets. For example, we fix a = 7.103510, b =
31.062569, ¢ = 6.078025 and d = 0.312174, system (1.2) has a cusp of codimension
3,ie., (xf, y])=(0.3688,1.2163) with Np(x}) = 0.000033 > 0. Whena = 6, b =
2.769934, ¢ = 0.761079 and d = 0.227635, we get (x{,y])=(0.365085,1.142719)
and Ny (x}) = —0.000103 < 0. In this case, as bifurcation parameters (b, c, d) varies
in a small neighborhood of (2.769934, 0.761079, 0.227635), system (1.2) can exhibit
the co-existence of a stable homoclinic loop and an unstable limit cycle, co-existence
of two limit cycles (the inner one unstable and the outer one stable), and the existence
of a semi-stable limit cycle for different parameter spaces, as shown in Fig. 5a—d.
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Fig.5 The phase portraits of system (1.2). a An unstable limit cycle enclosing the stable focus E1(x1, y1)
with (b, c,d) = (1.2,0.3464,0.1415). b A stable homoclinic cycle and an unstable limit cycle enclos-
ing the stable focus Eq(xy, y;) when (b, c,d) = (1.2,0.3464,0.14187). ¢ Two limit cycles enclosing
the stable focus Ep(xy, y1), where the outer stable limit cycle arises from the Homoclinic bifurcation
when (b, ¢, d) = (1.2,0.3464, 0.1421). d A semi-stable cycle enclosing the stable focus Eq(x1, y1) when
(b, c,d) = (1.2,0.3464, 0.142222)

3.4 Cusp Bifurcation of Codimension 2

For case (I)(b) in Table 2, system (1.2) has a unique positive equilibrium (x*, y*),
which is a degenerate node of codimension 2 when H (x*) # 0, a degenerate focus (or
center) when H'(x*) = 0 (or H'(x*) # 0 and (H'(x*))? < 8acx*[1 + a(x*)?]), or
a degenerate elliptic equilibrium consisting of one hyperbolic sector and one elliptic
sector when H'(x*) # 0 and (H'(x*))? > 8acx*[1 + a(x*)?]. This indicates that
there can exist more complicated and interesting bifurcation phenomena. Next, we
choose ¢ and d as bifurcation parameters and fix (a, b) = (ay, b,) to study the cusp
bifurcation of codimension 2 [21] for system (1.2). We have the following results.

Theorem 3.5 Assume that the conditions in case (i) of Theorem 2.6 are satisfied,
then equilibrium (x™*, y*) is a degenerate node of codimension 2. Choosing ¢ and d as
bifurcation parameters, then system (1.2) undergoes a cusp bifurcation of codimension
2 in a small neighborhood of (x*, y*) as (c,d) varies near (cy, dy) provided that
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a.+ 2= +
H(x*) # 0.

# 9, where ¢y and dy satisfy dy < ¢y, A = 0, F(x*) = 0 and

axc?

Proof Similarly, substituting a, b, ¢ and d by ay, by, cx — €1 and d, — &; for system
(1.2). Then translating the positive equilibrium (x*, y*) to the origin, and expanding
the right-hand side of system (1.2) in a Taylor series up to the fourth order around the
origin, we obtain

dx _ 2 3 2 4 3 5
I X + o1y +a20x” + 2011 xy + a30x” + 21Xy +agox” +azx’y + O(|x, yI?),

d 5
e =Boo + Brox + (Bo1 + e1)y + Baox® + 2B11xy + B3ox> + Parx?y + Paox*

dt
+B31X°y + O(lx, y. &1, 21°)
(3.18)
= ¥ w - x* . asx* y*[3—ay (x*)?)
where arjg = —x* + Tra 2 %01 = — g e 920 = -1+ e T
o _l-a,@"? o ay a2 ()t —6a. (x*)?] @ B—ae (2]
o = | dita (x*)222’ 2“304 = (a2~ “221 = a0
- apx "y [10ax (x*)" —ai (x*)" —5] o ag[l4a; (X)) —6ay (x*)7] . -
%0 = [Ty ()2 31 = [1+u o Poo = eyt e
o bt = bey*ll—as(x¥) o axbax*y3lan(x*)? 3] -
1301 - 1+a*(x*)2 Cx, ,810 - [1+ax (x*)z ,32() = —[1+a*(x*)2]3 R 1311 =
bell—a,(x*)?] o aubxtan ()2 =3] o axbyy*[6a, () —al(x*)*—1]
2[1+a*(x*)2]25 ﬂZl = [1+a*(x*)2]3 ﬂ3 - [1+a*(x*)2]4 5 ﬂ31
#2204 2 EINEY SN S *\2 .
Ay by [6ay (x*)"—ay; (x*)*—1] Bao = azbx*y*lag (x*)* —10ay (x*) +5]’ and O(|x, y, &1, 82|5) s

[T+a. (x5 [1+a.(x*)?]
a function in variables (x, y) at least of the fifth order with respect to (x, y) and the

coefficients depend smoothly on ¢ and ¢;. Notice that og; 7# 0, we further make the
following transformations

u=x and v = ajox + ®o1y,

rewrite (u, v) as (x, y), then system (3.18) becomes

dx _ _ _ _ _ _
i =y + a20x? + arrxy + @30x> + @’y + asox* +azx’y + 0(x, yP),
dy_****z* B3 & By x2y & Buox 4 Buxdy L O 5
o =Boo + Biox + o1y + Baox” + Prixy + Baox” + Baix"y + Baox” + Baix”y + O(lx, y, &1, &2/°),
(3.19)
T e _ 200011 5, o 2« KN a1 o - -
where ax0 = a2 w011 = ot @30 = ez — TR dop = o, au =
oo by . o . . .
ago — ot a3 = 2, oo = ,3000101, Bio = —aioer, for = aio + Poi + €1,
0t110t 2a 2 .
B2 = Brocor + am(azo —2B11) — =52, B = 2B + FEHL f3g = Baoaor +
2
0(210( Y . o100 a3|o
ao(aso — fa1) — =55t a1 = P + 1(30121 Bao = Baocror +aio(@ao — B31) — =5

and B31 = B3 + 24t

@01
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By the Liapunov—Schmidt Method in [28], system (3.19) reduced to the center
manifold takes the following form:

dx
— = w11, £2) + paler, £2)x + yoox* + yiox® + O(lx, y1*),  (3.20)

dr
where
. Bwo aory* 01 2
ni(er, &) = —=— = — g1+ &+ O(ler, e2]7),
Bot a10 + Bot a10 + Boi
waler, €2) = (@1 — @)M B _ (0510 — a1 y* ozmo‘mﬂ”y*) 1
’ Bo o aio + Boi (a10 + Bo1)?
0111 ao1@11B11 2
- e + O(ler, e2]7),
(0610 +Bor (a0 + /301)2)

. 20
Y20 = &20 — é— + O(le1, &21) and
Bot
a1Bao+ B0 . Pi1ho
Poo £ 530 | BB L 6 1e, ea))
,301 ﬂOI

V30 = @30 —

with limg; .0 y20 = 0 and limg, 9 y30 # 0, i = 1, 2. Further, denote the right side
of system (3.20) as G(x, €1, &2), we can find

Gi(x,€1,2)0,0,0 =0, Gyx(x,€1,€2)[0,0,00 =0, Grxx(x, €1, €2)]0,0,00 0

and

®10%01

Ge,Gre, — G, Gy )(x, 61, € ~ (a0 + o))
(G Gy, 20 xe)( 1 €2)1(0,0,0) (a10+/301)2

2
where ag # 0 and ajo + for # 0. When argg # 0, ie. a + 2 + 25 2 9,
system (1.2) undergoes a cusp bifurcation of codimension 2 by the results in [21].

This completes the proof. O

4 Bifurcation Diagrams

In this section, we numerically verify all the bifurcations presented in Sect. 3 through
bifurcation diagrams. In the last section, we proved the existence of the transcritical
bifurcation, saddle-node bifurcation, Hopf bifurcation, degenerate Hopf bifurcation,
cusp bifurcation of codimension 2 and Bogdanov-Takens (cusp type) bifurcation of
codimension 3. It is worth mentioning that the Bogdanov-Takens (cusp type) bifur-
cation of codimension 3 for system (1.2) would have the conical structure in R3
starting from (w1, 2, u3) = (0, 0, 0), which consists of four types of codimension
1 bifurcation surfaces (a Hopf bifurcation surface, a homoclinic bifurcation surface,
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Fig.6 The bifurcation diagrams near the Bogdanov—Takens bifurcation points of codimension 2 for system
(1.2). a An attracting Bogdanov-Takens bifurcation of codimension 2 with H’ (xT) > 0. b A repelling
Bogdanov—-Takens bifurcation of codimension 2 with H’ (xf) < 0. ¢ The local amplified phase portrait of
b. The parameter values are fixedasa =5,b = lina,anda =6,b=12inb
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Fig.7 One parameter bifurcation diagrams of system (1.2) with respect to parameter d. Here, the red curves
represent the unstable equilibria, red vertical lines represent the unstable limit cycles, black curves represent
the stable equilibria, blue vertical lines represent the stable limit cycles. And H B is the Hopf bifurcation
point, SN; (i=1, 2) the saddle-node bifurcation point, NS the neutral saddle and i is the local amplified
phase portrait of h. Saddle-node bifurcation occurs in a-h. The subcritical Hopf bifurcation occurs in a, b
and f—i. The supercritical Hopf bifurcation in ¢, d. The double limit cycle bifurcation occurs in a, b and g,
i. The homoclinic bifurcation occurs in b, ¢ and f, i. The saddle-node homoclinic bifurcation occurs in a

two saddle-node bifurcation surfaces, a double limit cycle bifurcation surface) and
four types of codimension 2 bifurcation curves based on five bifurcation points (two
Bogdanov-Takens points of codimension 2, a degenerate Hopf point of codimension
2, a degenerate homoclinic point of codimension 2 and a point which is the intersec-
tion of the Hopf bifurcation curve and homoclinic bifurcation curve, as shown in Fig.
6a—c). The detailed bifurcation phenomena can be referred to [5,22,30]. However, it is
difficult to plot a three parameters bifurcation diagram of the Bogdanov—Takens (cusp
type) bifurcation of codimension 3. In [20], Shan and Zhu give the bifurcation diagram
in two parameters plane to describe all the phenomena of the Bogdanov—Takens (cusp
type) bifurcation of codimension 3.

In the following, for simplicity, instead of plotting a three parameters bifurcation
diagram, in Fig. 6, by choosing (c, d) as bifurcation parameters and fixing other param-
eters, we have shown three subplots of two parameters bifurcation diagrams near the
Bogdanov-Takens bifurcation of codimension 2, which have included all the possible
bifurcations of the Bogdanov—Takens (cusp type) bifurcation of codimension 3. In Fig.
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6, there are five bifurcation curves: SN, and SN, represent the first saddle bifurcation
curve and the second bifurcation curve, respectively. H., denotes the Hopf bifurcation
curve, H,,, the homoclinic bifurcation curve (or called the saddle Homoclinic bifur-
cation curve, i.e., a homoclinic loop with a saddle), H,,s the saddle-node homoclinic
bifurcation curve (a homoclinic loop with a saddle-node), L. the double limit cycle
bifurcation curve, NS, the neutral saddle curve which is not the bifurcation curve.
Further, BTt and BT~ are the Bogdanov-Takens bifurcation points of codimension
2, G H the degenerate Hopf bifurcation point of codimension 2 with o1 = 0, G H,,
the degenerate homonlinic bifurcation point of codimension 2 with pg, = 0, D a
parameter value of simultaneous Hopf and homoclinic bifurcations, DL a parameter
value of simultaneous double limit cycle and saddle-node bifurcations, H a parameter
value of simultaneous Hopf and saddle-node bifurcations, and D H a intersection of
two types homoclinic bifurcation curves H,,, and H;s.

Furthermore, by choosing d as the bifurcation parameter, we have also presented
all types of bifurcations related to Fig. 6, as shown in Fig. 7. Particularly, for the
cases (a)—(b) and (g)—(h), two limit cycles appear from the double limit cycle bifur-
cation, the inner one disappearing via the subcritical Hopf bifurcation, the outer one
disappearing via the saddle-node homoclinic bifurcation for the case (a), while the
outer one disappearing via the homoclinic bifurcation for the cases (b) and (g)—(h).
Especially, between the cases (g) and (h), there should be a case that the two limit
cycles appear from the double limit cycle bifurcation, the inner one disappearing via
the subcritical Hopf bifurcation and the outer one disappearing via the homoclinic
bifurcation simultaneously corresponding to the point D in Fig. 6b, c.

Remark 4.1 The occurrence of the saddle-node homoclinic bifurcation is accompa-
nied by the occurrence of the saddle-node bifurcation. This means the saddle-node
homoclinic bifurcation curve H,; is a part of the saddle-node bifurcation curve SN,
as shown in Fig. 6a—c.

Remark 4.2 1t is worth mentioning that for the double limit cycle bifurcation in cases
(a)—(b) and (g)—(h), which has two limit cycles with the inner one disappearing via the
Hopf bifurcation and the outer one disappearing via the homoclinic bifurcation (or the
saddle-node homoclinic bifurcation). Moreover, there exists another type double limit
cycle bifurcation in system (1.2), where the outer one always exists when d < dg by
the Poincaré-Bendixson Theorem, which is different from these cases, as shown in
Fig. 8a—f.

When we set (a, b) = (3.5, 2.1), as parameters (c, d) varies, all types of bifurcation
curves and bifurcation points in Fig. 6 disappear except two saddle-node bifurcation
curves SN¢, and SN,,. And two saddle-node bifurcation curves intersect, resulting
in a unique equilibrium (x*, y*) for system (1.2) when (c, d) = (3.4748,2.7484), as
shown in Fig. 9a, b. It is easy to verify that a cusp bifurcation of codimension 2 occurs
in R, as shown in Fig. 9a-g.
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Fig.8 The existence of the double limit cycle bifurcation for system (1.2) with (a, b, ¢) = (16, 2.8, 0.15).
a A double limit cycle bifurcation. b The existence of two limit cycles where the red curve represents the
unstable limit cycle I' and the blue curve represents the stable cycle I'y, dp is the Hopf bifurcation point
with the first Liapunov number o1 = 0.21982. ¢ A globally stable limit cycle when d < dg. d Two limit
cycles enclose the stable weak focus E1 when d € (dp, dax). € Two limit cycles collide simultaneously
such that there exists a unique semi-stable cycle when d = djyqx. £ Eq is a globally stable focus when

d > dpax
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Fig.9 A cusp bifurcation of codimension 2 for system (1.2) with (a, b) = (3.5, 2.1), and the phase portraits
in the different regions of parameters, where C P denote a cusp bifurcation point of codimension 2, i.e., the

intersection of SN¢; and SN¢,
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5 Conclusions and Discussions

In this paper, we extended the classical predator—prey system with Holling type IV
functional response by including a constant releasing rate for the predator, considering
the constant releasing of the natural enemy in the IPM [12,14]. We studied the global
dynamics and bifurcations of the proposed model, discussed the impact of the constant
releasing rate on the dynamics and proved that it can include much more rich dynamical
behaviors and complex bifurcation phenomena which are also numerically verified by
bifurcation diagrams and phase portraits.

We initially showed that the parameter d (i.e., the constant releasing rate t) can have
an essential effect on the number of equilibria (at most three positive equilibria) with
various types (focus, node, center, saddle-node, cusp, elliptic). Choosing parameter d
(i.e., parameter 7) as one of the bifurcation parameters, we proved that the proposed
system can undergo a sequence of bifurcations, including transcritical, saddle-node,
Hopf, degenerate Hopf, saddle-node homoclinic, cusp bifurcation of codimension 2,
Bogdanov-Takens bifurcation of codimension 2 and degenerate Bogdanov—Takens
(cusp type) bifurcation of codimension 3. With these bifurcations, in different param-
eter spaces, system (1.2) can exist a semi-stable limit cycle, two types of homoclinic
loops (homoclinic loop with a saddle and homoclinic with a saddle-node), and coexist
a stable limit cycle and an unstable limit cycle, or an unstable limit cycle and a stable
homoclinic loop, or a stable limit cycle and an unstable homoclinic loop.

Compared with the main results for the classical predator—prey system with Holling
IV functional response [3], we found that with a constant releasing rate for predators,
the system can present various novel dynamical behaviors, including the co-existence
of three positive equilibria, the novel and complex bifurcations. In details, we proved
that there can only have the Bogdanov—Takens bifurcation of codimension 2 without
the constant releasing rate (i.e., the system in [3]). In contrast, the proposed system
can exhibit a Bogdanov—Takens (cusp type) bifurcation of codimension 3, which is
a much more complicated bifurcation phenomenon. Also, the proposed system can
present the existence of a semi-stable limit cycle as well as the co-existence of a
limit cycle and a homoclinic loop. One the other hand, as mentioned above, there
can be three positive equilibria while the system studied by Ruan and Xiao in [3] can
only have two. Consequently, the proposed system can undergo a cusp bifurcation
of codimension 2 when the three equilibria coincide into one equilibrium simultane-
ously. Note that, in Theorem 2.6, if H'(x*) # 0, then system (2.21) can be translated
to

dx _

a7

dy i i i _

d—f = J1xy + 1ax® + p3xy + xt + psxdy + 0(Ix, yI)

in a small neighborhood of the origin (0, 0). Further, if 5y2y3 — 3y1y4 # 0, then
(x*, y*) is a degenerate equilibrium of codimension 3 [31,32]. Consequently, system
(1.2) can have a focus (or elliptic) type degenerate Bogdanov—Takens bifurcation of
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codimension 3, which can be much more complicated and interesting. This is left for
the future works.

It is also worth mentioning the biological implications of our main results. Taking
the constant releasing rate of predators as the release of natural enemies in the IPM,
our results show that the constant releasing of natural enemies has an important role in
controlling the growth of pests. There exists a critical value of the constant releasing
rate such that (i) the pest goes to extinction for all admissible initial populations of
both species when the constant releasing rate is greater than the critical value, i.e., the
natural enemy can successfully help to eliminate the pest by the constant releasing
of natural enemies; (ii) there exist multiple positive steady states and periodic orbits
for the model when the constant releasing rate is less than the critical value, which
indicates that the pest can always coexist with the natural enemy in the form of a
steady state or a periodic orbit, i.e., the natural enemy can not control the growth of
pests effectively, in spite of the predation of pests and the constant releasing of natural
enemies. Those indicate that choosing a proper releasing rate of the natural enemy is
essential to control the pest.
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Appendix A: Proof of Lemma 3.1

Proof Considering the function
H(x) = 3ax® — 2a — ac)x2 — (b —Dx +c.

Itfollows from H (x1) = Othatx is a positive real root of the cubic equation H (x) = 0.
Moreover, since H (x) passes the point (0, ¢), and H(+00) = 400 and H(—00) =
—o00, the cubic equation H (x) = 0 always has a negative real root. Hence, the cubic
equation H(x) = 0 has three real roots (a negative real root and two positive real
roots), as shown in Fig. 10. Denote the roots of the cubic equation H(x) = 0 as
follows:

xXo1 < 0, X02 > 0 and X03 > 0,

where x; is equal to one of x¢y and xg3. Especially, when H'(x)|y=y, = 0, we have

(2a —ac) + /Ay
X1 = X02 = X03 = y
9a
where A, = (2a — ac)> +9a(b — 1) > 0. Thus, we have H'(x;) = 0 if and only if

_ Qa—ac)+/Ax
1= 9a

X . The proof is completed. O
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Fig. 10 The existence of the

positive real roots of the cubic H(x)
equation H (x) = 0. The Hopf

bifurcation occurs when

X] = X2, X] = X03 OF x| = x2
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/
'

Appendix B: Coefficients in the proof of Theorem 3.4

Here we provide the expressions of some coefficients that were used in the proof of
Theorem 3.4.

*

_ (A=) — (y* * — X1
M= gy M2 = O = Dxjomis = ey
22— 15xF +HAIT ()% 8 +21[—24(x})3+33(x)) 2 = 15x +2]
ma1 = 26— D) (5 —2)[6(x])2—6x] +113x] —1)2 ’
[T =8 A21124(x})3 = 33(x )2+ 15xF 2]
Mn = X602 —6x] +11G3x —1)? g
_@xF=D2()? = 15xF 44157 (x})3 —81(x})?+33x7 —4]
ma3 = -G —26( 2 —6xf+11Gx — D2
gy = 26D 156 411506060 +7283707)° 1548507 )* + 18937007 )7 uxwulyﬂmsm 1) —~28182(x})* +6825(x])* ~1069(x})? +98x7 —4]
3l 204 TG 7z»zl—v> 160107 —6x] +1Px >
_ —6108(x]) 10 +32877(x})? 78921 (x})® +110363(x})7 —98839(x})° +58890(x})> —23540(x})* +6215(x})3 — 1035 (x})> +98xF —4
ms = BT —1D3(5x]—2)(rf —DI6GT )P =637 +112(x])2
(1=2x5)[57(xF)3 =81 (x1) 2 +33xF —41[12(x]) 2 — 152 +41[73(x})° —180(F)*+166(x]) — 71(xf)2+14x,—1]
m33 = 26xF—13 Gxf—22 (- D2[6()) = 6x1+1]2(x*)2
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