
The Cerebellum Is Involved in Reward-based
Reversal Learning

Patrizia Thoma & Christian Bellebaum & Benno Koch &

Michael Schwarz & Irene Daum

Published online: 1 July 2008
# Springer Science + Business Media, LLC 2008

Abstract The cerebellum has recently been discussed in
terms of a possible involvement in reward-based associative
learning. To clarify the cerebellar contribution, eight
patients with focal vascular lesions of the cerebellum and
a group of 24 healthy subjects matched for age and IQ were
compared on a range of different probabilistic outcome-
based associative learning tasks, assessing acquisition,
reversal, cognitive transfer, and generalization as well as
the effect of reward magnitude. Cerebellar patients showed
intact acquisition of stimulus contingencies, while reward-
based reversal learning was significantly impaired. In
addition, the patients showed slower acquisition of new
stimulus contingencies in a second reward-based learning
task, which might reflect reduced carry-over effects.
Reward magnitude affected learning only during initial
acquisition, with better learning on trials with high rewards
in patients and control subjects. Overall, the findings
suggest that the cerebellum is implicated in reversal
learning as a dissociable component of reward-based
learning.

Keywords Cerebellum . Reversal learning . Acquired
equivalence . Associative learning . Reinforcement

Introduction

The detection, representation, and prediction of rewards,
known to motivate goal-directed behavior, is primarily
mediated by a dopaminergic circuitry involving the striatum
and the prefrontal cortex (PFC) [1, 2]. Different compo-
nents of reward-based learning seem to rely on distinct
neural substrates. For instance, functional dissociations
have been observed for the dorsal and ventral striatum:
Reward-related activity has been shown in both parts, but
modulations by reward magnitude and valence were only
observed in the dorsal striatum [3, 4]. The latter also
appears to be more involved in establishing links between
actions and outcomes [5] and in learning from negative
feedback, while the ventral striatum is more closely related
to learning from positive feedback [3, 6, 7]. Additionally, a
pattern of intact acquisition but impaired reversal of
reward-based learning, which has been reported in medi-
cated patients with Parkinson’s disease and in patients with
focal striatal lesions [8, 9], has been discussed in terms of
dorsal/ventral striatal dissociations. Within the PFC, the
ventral PFC has been related to reward-based reversal
learning [10], the orbitofrontal cortex to the coding of
reward magnitude [11] and of relative reward preference
[12], and the anterior cingulate to the integration of reward,
motor, and goal-relevant information [13].

In addition to fronto-striatal circuitry, the cerebellum
might contribute to reward-based learning. It is inter-
connected with the PFC (areas 9/46 in particular) via
reciprocal pathways, providing an anatomical basis for
cerebellar mediation of non-motor “frontal” function [14–
16]. Precise event timing might be one of the critical
components coordinated by the cerebellum during learning
[17]. The cerebellum has been implicated in different forms
of motor and non-motor non-declarative learning [18, 19],
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such as learning associations between stimuli [20, 21],
sequence learning [22], classical eyeblink conditioning [23,
24], and probabilistic reasoning [25]. Cerebellar involve-
ment has also been related to instrumental learning [26],
and more recently, to reinforcement learning associated
with substance abuse. Enhanced cerebellar activation was
observed in substance abusers as they performed reward-
learning tasks [27, 28], experienced drug craving [29, 30],
and expected or recalled rewarding drug-related experien-
ces [31, 32]. In healthy subjects, cerebellar activation was
observed during the presentation of unpredicted rewards
[33], the prediction of large future rewards as opposed to
immediate rewards [34], and in association with rewarding
sexual experiences [35].

According to current theories of reward processing,
learning is based on prediction errors arising from an
incongruity between expected and actually received
rewards [36]. Prediction errors are coded within critical
nodes of the reward–learning system, such as the striatum,
the orbitofrontal cortex, and the anterior cingulate [e.g., 37],
but also by the climbing fibers of cerebellar Purkinje cells.
The function of prediction errors coded in the cerebellum
was initially thought to be restricted to motor coordination
on the basis of predicted sensory events [38], but was later
extended to the cognitive domain, e.g., to the modification
of internal thought and general action preparation [39]. It
has also been suggested that the cerebellum completes
roughly the same processing steps in different behavioral
contexts (e.g., movement control, working memory, affec-
tive processing) [40].

Taken together, several lines of evidence suggest a
cerebellar contribution to reward-based learning: (1) the
involvement in various forms of associative learning, (2)
frequent reward-related activations in neuroimaging studies,
(3) the coding of sensorimotor prediction errors as well as
(4) the notion of similar algorithms used by the cerebellum
to process information in different contexts. Little is as yet
known about the nature of the potential cerebellar involve-
ment in reward-based associative learning. Thus, the
present study investigated the effects of focal cerebellar
damage on a broad range of different components of
reward-based associative learning. Eight patients with
vascular cerebellar lesions were compared to matched
healthy controls. Two probabilistic associative learning
tasks were administered, both assessing outcome-based
learning of stimulus–stimulus associations. Although some
of the previous studies rather investigated stimulus–out-
come [5] or stimulus–response–outcome [13] associations,
the present task did resemble procedures applied in some
patient studies, where the outcome not only depended on
the chosen stimulus, but also on the alternative not-chosen
stimulus [41] or where the learning of an association
between stimuli was based on feedback [42]. The first task

in the present study assessed both acquisition and reversal
of stimulus–stimulus–outcome contingencies. As suggested
by selective impairments observed in previous studies,
distinct mechanisms might mediate reward-based acquisi-
tion and reversal. Performance during reversal might reflect
adaptation of action strategies as well as processing of
prediction errors [8, 43]. Different reward magnitudes were
used to systematically vary the size of the prediction error,
and because specific brain regions are concerned with the
processing of reward magnitude (see above). If the
cerebellum contributes to the prediction of reward and
non-reward, prediction error processing might be disrupted
in patients with cerebellar lesions.

Together with a categorization test following a second
reversal at the end of the first task, the second learning task,
an acquired equivalence paradigm, assessed the ability to
transfer previously learned reward contingencies to new
stimuli, showing clear parallels to the paradigm used by
Myers et al. [42]. Generalization and cognitive transfer may
be partly mediated by declarative memory strategies [42,
44], and the cerebellum might contribute to the formation
of such strategies [45].

Methods

Subjects

Eight patients (three females, eight males) with selective
vascular lesions of the cerebellum participated in this study.
All were outpatients of the Klinikum Dortmund, assessed
on average 60.4 months (SD 7.5) after the lesion event
(range 48–73 months).

Lesions were documented by magnetic resonance imag-
ing (MRI) using a standard three-dimensional T2-weighted
sequence (1 mm×1 mm×5 mm voxel size). The affected
brain regions were determined by visual inspection accord-
ing to an established atlas [46] by two experienced
independent raters. In three patients, only the right
cerebellar hemisphere was affected (CERE3, CERE4, and
CERE8), three patients suffered from unilateral left lesions
(CERE5, CERE6, and CERE7), and two from bilateral
lesions (CERE1 and CERE2). The deep nuclei were
affected in two patients (CERE4 and CERE5) and nuclear
damage could not be excluded in a third patient (CERE2).
There was no MRI evidence of extracerebellar lesions in
seven of the patients. One patient (CERE7) presented with
a mild cerebral microangiopathy and minimal scar tissue on
the left dorsolateral medulla oblongata. More detailed
information on the cerebellar lesions is given in Table 1
and by the MR images in Fig. 1. Table 1 also includes
information about the presence and severity of cerebellar
signs, as determined during clinical neurological examina-
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tion. Overall motor and speech symptoms were very mild
which indicates good recovery.

The control group comprised 24 healthy participants (ten
males, 14 females), with three healthy controls being
matched to each patient on age, IQ, and gender as closely
as possible. Mean age was 54.8 years (SD 19.5) in the
patient group (age range 30–79 years) and 53.7 years (SD
19.1) in the control group (age range 24–78 years). The
mean IQ estimate, as assessed by the “Picture completion”

and “Similarities” subtests from a short German version of
the Wechsler Adult Intelligence Scale [47], was 110.4 (SD
7.1) for the patients and 110.6 (SD 22.5) for the controls.
Patients completed on average 11.1 years (SD 1.6) and
controls 10.9 years (SD 2.2) of education. Mean age, mean
estimated IQ, years of education, and the female/male ratio
did not differ significantly between groups (all p>0.306).

All subjects had normal or corrected-to-normal vision.
Exclusion criteria for the controls were history of psychi-

Table 1 Overview of lesion sites and cerebellar signs in the cerebellar patients

Patient LT LS Arterial territory Cerebellar area Cerebellar signs at the time of testing

AICA ACS PICA AV Anterior
lobe

Posterior
lobe

Vermis Deep nuclei Gait Upper
limb

Oculo-
motor

Speech

CERE1 53 l, r − + − − +,+ +,+ −,− −,− 0 1 0 0
CERE2 64 l, r − + − − −,+ +,+ −,− Cannot be

excluded
0 1 0 1

CERE3 62 r + + − − + + − − 0 1 0 0
CERE4 62 r − + − + + + − + 1 1 0 1
CERE5 73 l − + − − + + − +, probably

dentate
0 1 0 1

CERE6 48 l − − + − − + − − 0 0 0 0
CERE7 62 l − − + − − + − − 0 0 0 0
CERE8 59 r + − − − − + − − 1 0 0 0

Scoring of cerebellar signs on a four-point rating scale: 0 = normal, 1 = slight, 2 = moderate, 3 = severe
LT Time since lesion event (months), LS lesion side (l left, r right), AICA arteria cerebelli inferior anterior, ACS arteria cerebelli superior, PICA
arteria cerebelli inferior posterior, AV arteria vertebralis

Fig. 1. T2-weighted transverse MR images of vascular lesion locations for the patients with cerebellar lesions (CERE)
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atric or neurological disorders and regular use of medica-
tion affecting the central nervous system. Apart from their
cerebellar lesions, the patients did not present with any
neurological disorders.

The study conforms with the Declaration of Helsinki and
was approved by the local ethics board, and all subjects
gave written informed consent prior to the assessment.
Subjects were reimbursed for their participation with a
minimum of 20 euro. This sum could be increased
depending on the subjects’ performance in the reward
learning tasks.

The test battery (∼2 h) entailed a brief screening of IQ
and declarative learning abilities, followed by two reward-
based learning tasks and a brief screening of executive
function.

Cognitive Screening

Present-state IQ was estimated by means of the “Picture
completion” and “Similarities” subtests from the German
short version of the Wechsler Adult Intelligence Scale [47].
The immediate and delayed recall subtests of the verbal
paired associates task from the Wechsler Memory Scale—
Revised [48] were used to assess the ability to learn
declaratively across trials. In this task, eight word pairs
were read out to the subject. Thereafter, the first word of
each pair was read out and subjects had to reproduce the
second word from memory. Half of the pairs (“easy pairs”)
contained semantically related words (e.g., “metal/iron”)

and the other half (“hard pairs”) unrelated words (e.g.,
“salad/pen”). Learning was completed when all pairs were
correctly reproduced (min. three trials; max. six trials), and
analysis of immediate recall was based on the first three
trials only. Delayed recall was assessed after 20 min. Due to
time restrictions, verbal paired associate learning could not
be assessed in two control subjects.

Reward-based Learning Tasks

Two probabilistic learning tasks (see [8, 43] for a detailed
description) were used to assess different components of
reward-based learning.

Acquisition and Reversal of Reward-based Associative
Learning

Subjects had to learn associations between two colors (red
or green) and four Asian symbols on the basis of feedback
given after each response. Each trial (see Fig. 2) started
with a fixation cross in the center of the screen, followed by
the randomized presentation of one of the Asian symbols
and then a black screen showing a red, a white, and a green
circle horizontally aligned (white circle in the center,
randomized locations of the red and the green circles).
Subjects were instructed to select either the red or the green
circle by pressing one of two response buttons and to try to
find out how to respond correctly on the basis of the
feedback they would receive. They were informed before

Fig. 2. Task design for the
reward learning paradigms
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participation that they would be paid the sum of all their
rewards in the end. The color of the chosen circle changed
to white after the button press and feedback about the
response was provided: Choosing the correct color associ-
ated with the symbol in question was rewarded (display of a
5 cent or 20 cent coin at the center of the screen) with a
probability of 80%, i.e., not every correct response was
reinforced in order to prevent rapid insight into stimulus–
stimulus–outcome associations and to reduce the contribu-
tion of declarative learning strategies. Rewarded and non-
rewarded trials were counterbalanced across the experiment
and symbol-to-color pairings were counterbalanced across
subjects. Throughout the task, two symbols were associated
with a reward of 5 cents and the remaining two with 20
cents. On non-reinforced trials or on trials with incorrect
responses, three empty white circles appeared.

The task comprised three stages: During acquisition (three
blocks, 40 trials each), two of the four Asian symbols were
associated with the color green and the remaining two with
red. A reversal phase (three blocks, 40 trials each) followed, in
which these symbol-to-color pairings were reversed without
notice. The third stage (“single symbol reversal”) involved
learning trials and test trials. During learning, the symbol-to-
color-associations were switched back to the pairings of initial
acquisition, again without notice. However, only two of the
four familiar symbols were presented (one associated with
green, one with red). When the subjects had learned the new
reversal—as indicated by five correct successive responses in
a row (min.15 trials, max. 50 trials)—a test phase started (40
trials), involving all four symbols again. To respond correctly,
subjects had to transfer the reversed associations to the two
symbols that were not used during learning. Trial-to-trial
feedback was no longer provided, but subjects were informed
about the sum of their winnings every five trials to keep them
motivated.

Acquired Equivalence Learning

The second probabilistic learning task entailed the same trial
structure as the first task (see Fig. 2), the same reward
probability (80%), but associations between four new Asian
symbols and two new colors (pink and brown) had to be
learned and the reward magnitude was kept constant (5 cents).

This task again involved three stages: Initial acquisition
of the new symbol-to-color pairings was completed when
subjects reached eight correct responses in a row (min. 38
trials, max. 80 trials). During the subsequent second
acquisition, only two of the four symbols (one initially
associated with pink, one with brown) were presented, and
each one was now associated with one of two new colors
(blue and yellow). This learning stage was terminated after
five correct responses in a row were reached (min. 15 trials,
max. 80 trials) and followed by a test phase, comparable to
the one in the single symbol reversal task (40 trials, no trial-
to-trial feedback, information about cumulative winnings
every five trials). During test trials, subjects had to transfer
their knowledge about the new symbol-to-color pairings to
the other two symbols (used for initial learning) by
applying the rule that the two symbols were equivalent in
the sense that they were always associated with the same
color. Tables 2 and 3 provide a detailed overview of the
symbol-to-color pairings in the different stages of the
reward-based learning tasks.

Assessment of Executive Function

A computerized version of the modified card sorting test
(MCST) [49] was administered to assess cognitive flexibil-
ity in the patients during clinical screening (data are
reported relative to the performance of 12 age-matched
healthy controls). Subjects were asked to sort 48 test cards
according to four stimulus cards each of which was unique
in terms of its color, shape, and number of items.
Participants were instructed to find out the current sorting
rule based on the feedback given after each trial. A change
of the sorting principle was announced after every six
correct responses and the new rule had to be found. The

Table 3 Symbol–color pairings for the three phases of the acquired
equivalence task

Acquisition phase 1 Acquisition phase 2 Test phase

Symbol 1—pink Symbol 1—blue Symbol 1—blue
Symbol 2—pink Symbol 2—blue
Symbol 3—brown Symbol 3—yellow Symbol 3—yellow
Symbol 4—brown Symbol 4—yellow

Table 2 Symbol–color pair-
ings for the three phases of
reward learning task 1

Acquisition Reversal Single symbol reversal

Acquisition Test

Symbol 1—red Symbol 1—green Symbol 1—red Symbol 1—red
Symbol 2—red Symbol 2—green Symbol 2—red
Symbol 3—green Symbol 3—red Symbol 3—green Symbol 3—green
Symbol 4—green Symbol 4—red Symbol 4—green
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number of completed categories, perseverative, and non-
perseverative errors was recorded.

Statistical Analyses

Statistical analyses were performed using SPSS 15.0
software. Patient and control groups were compared using
(repeated-measures) analyses of variance (ANOVAs) or t
tests where appropriate. When the conditions for parametric
testing were not fulfilled, Mann–Whitney U tests were
used. The significance level was set at 0.05, two-tailed.

Results

Verbal Paired Associates

Verbal paired associates data are presented in Fig. 3a (easy
pairs) and b (hard pairs). Repeated-measures ANOVA of the
immediate recall performance with factors group (patients
vs. controls), item difficulty (easy vs. hard), and block (one
to three) yielded significant main effects of group (F1, 28=
5.717; p=0.024), difficulty (F1, 28=33.923; p<0.001), and

block (linear trend F1, 28=52.905; p<0.001), a significant
block × difficulty interaction (linear trend F1, 28=26.093; p<
0.001), a marginally significant difficulty × group interaction
(F1, 28=4.167; p=0.051), and a marginally significant three-
way interaction (linear trend F1, 28=3.267; p=0.081). No
other effects reached significance (all p>0.173). The main
effects indicate a better overall performance in controls
relative to patients, generally better performance for easy
vs. hard pairs and significant learning across blocks. The
block × difficulty interaction reflects a larger performance
difference between easy and hard items in the first block
compared to later blocks. The marginally significant
difficulty × group interaction reveals overall better perfor-
mance of controls relative to patients on difficult items
(F1, 28=5.717; p=0.024), but not on easy items (p=0.303),
while the marginally significant three-way interaction
reflects a larger difference between easy and hard items in
the patient group at the beginning of learning which
decreases across blocks (see Fig. 3). There was no
significant group difference for delayed recall of easy or
hard pairs after 20 min (both p>0.193).

Reward-based Learning Tasks

Acquisition and Reversal

Learning curves for acquisition and reversal tasks are
presented in Fig. 4. Repeated-measures ANOVAs were
performed separately for acquisition and reversal, with group
(patients vs. controls), block (three blocks of 40 trials each),
and reward (5 vs. 20 cents) as factors. Analysis of the
percentage of correct responses during acquisition yielded a
significant main block effect (linear trend F1, 30=23.195; p<
0.001) and a marginally significant block × reward interac-
tion (linear trend F1, 30=3.330; p=0.078). The block effect
reflects significant learning, with a trend towards better
learning with 20 cent rewards (linear trend F1, 30=25.153;
p<0.001) compared to 5 cent rewards (linear trend F1, 30=
3.953; p=0.056). No other effects approached significance
(all p>0.340).

Analysis of reversal yielded a trend towards a block
effect (linear trend F1, 30=3.379; p=0.076), reflecting
marginal learning across blocks, and a significant group
effect (F1, 30=4.582; p=0.041), with a lower percentage of
correct responses of the patients relative to the control
group. No other effects approached significance (all p>
0.133).

Single Symbol Reversal

Repeated-measures ANOVA of the percentage of correct
responses (see Fig. 5a) in the transfer phase involving the
factors symbol type (learned vs. transfer) and group

Fig. 3. Learning curves for patients and controls in the paired
associates task. Error bars represent standard error of the mean. a
Easy items. b Hard items
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(patients vs. controls) yielded a marginally significant main
effect of symbol type (F1, 30=3.702; p=0.064), with better
performance with learned compared to transfer symbols.
The ANOVA did not yield a significant effect of group and
no significant group × symbol-type interaction (both p>
0.323).

Acquired Equivalence

The acquired equivalence task required transfer of
stimulus contingencies across the study material and
could not be accomplished by reference to earlier
stimulus contingencies.

In a first step, we analyzed how fast the subjects learned
the new stimulus–response contingencies in the first
acquisition phase of the acquired equivalence task. Patients
and controls did not differ in terms of the trials to criterion
taken to achieve the learning criterion of eight successive
correct responses when all subjects were considered
(medians and absolute deviations: patients 62.0 trials
±11.1/controls 48.0 trials±16.1/p=0.319). Interestingly, the
patients took significantly longer to reach the learning
criterion, when only learners were considered in both
groups, i.e., those subjects who reached the learning
criterion at all within 80 trials (16 control subjects and
seven patients; medians and absolute deviations: patients
60.0 trials±9.7/controls 41.5 trials±6.1/U=13.500; p=
0.004).

Performance in the test phase (see Fig. 5b) was analyzed
by repeated-measures ANOVA of the percentage of correct
responses, with factors group (all patients vs. all controls,
i.e., considering learners and non-learners in both groups)
and symbol type (learned vs. transfer) and yielded a
significant symbol-type effect (F1, 30=6.238; p=0.018),
indicating better performance with learned than with
transfer symbols. There were no significant main group or
interaction effects (both p>0.332).

Executive Function

As can be inferred from Table 4, CERE patients did not
differ from a matched healthy reference group with regard

Fig. 5. Results from the test phases of the single symbol reversal and
the acquired equivalence task test phases. Error bars represent
standard errors of the mean. a Single symbol reversal task. b Acquired
equivalence

Fig. 4. Learning curves for the
acquisition and the reversal
phase of reward learning Task 1
for CERE patients and controls.
Error bars represent standard
error of the mean

Cerebellum (2008) 7:433–443 439439



to the number of completed categories, perseverations, or
non-perseverative errors in the MCST (all p>0.758).

Discussion

The findings of this study indicate a selective impairment of
reward-based reversal learning after focal cerebellar dam-
age. Cerebellar patients initially acquired stimulus–stimu-
lus–outcome associations on a level comparable to matched
healthy controls but showed a clear impairment during
reversal. During acquisition, there was a general trend for
better learning with higher compared to smaller rewards.
Although reward magnitude did not significantly affect
performance in the reversal phase, the acquisition effect
supports the idea of a true involvement of reward-based
learning processes as opposed to pure feedback-learning
accounts of the present task. There was no significant
difference between groups with respect to transfer perfor-
mance following an additional reversal. In the acquired
equivalence task, which required stimulus generalization
and transfer, acquisition of new stimulus–stimulus–outcome
contingencies was markedly slowed in the patients, when
only subjects defined as “learners” were considered in the
analyses. Again, patients and controls did not differ in
terms of response accuracy during the stimulus generaliza-
tion and transfer phase of the acquired equivalence task.

The following sections address the patients’ impairments
in the first reversal phase, the acquisition deficits in the
acquired equivalence task, and alternative interpretations of
the observed deficit pattern.

Impairment of Reward-based Reversal Learning

The most remarkable finding in the present study was
impaired reward-based reversal learning in the cerebellar
lesion group, a deficit which has previously been docu-
mented in rodents with cerebellar damage [50]. The present
data extend previous findings which related reward-based
reversal learning to the ventral PFC [10] and the ventral [9]
and dorsal striatum [8]. In particular, it has been suggested
that reward-based reversal learning depends on dopaminer-
gic striatal fine-tuning [51]. The cerebellum might have an

additional modulatory role in this regard, an idea which is
also supported by evidence that cerebellar contributions to
reward processing seem to manifest themselves most
clearly when the function of other nodes in the reward
circuitry is compromised. For instance, enhanced cerebellar
activity during reward processing has been observed in
patients suffering from Parkinson’s disease [52] or attention
deficit hyperactivity disorder [53], but not in healthy
control subjects. Interestingly, Bellebaum et al. [8] recently
reported a similar pattern of deficits, characterized by
impaired reward-based reversal performance and reduced
carry-over effects in later acquisition stages, in patients with
focal basal ganglia lesions. It is conceivable that the
cerebellum is primarily concerned with the coordination
and timing of reward-based reversal learning processes in
other parts of the reward circuitry.

The cerebellum has been shown to be involved in coding
sensorimotor prediction errors [54]. Lesion-induced atten-
uation of prediction error signaling might thus have reduced
the patients’ ability to efficiently adapt to changing stimulus
contingencies in the reversal learning conditions. Ramnani
et al. [33] suggested that the cerebellar vermis might be
involved in processing affective information related to the
unexpected occurrence of rewards. It is unlikely that
prediction error signaling was completely absent in the
patients, as marginally significantly better learning with
higher rewards occurred in the subjects, and better learning
has been related to increased prediction errors [e.g., 55].
The reward magnitude modulation of performance in the
patients might have been mediated by intact striatal,
dopaminergic systems, thought to code longer-lasting
prediction errors with a globally alerting effect supporting
the long-term biasing, prioritizing, and selection of some
action over others. Cerebellar Purkinje cells, on the other
hand, are thought to form part of an anatomically more
selective system, concerned with providing immediate
positive or negative corrective feedback allowing for
particularly fast behavioral changes [39, 56]. O’Doherty et
al. [5] proposed, in accordance with the actor-critic model
of reward-based learning [57], that learning the values of an
action and their implementation via a certain response
policy might rely on dissociable neural substrates within the
striatum. However, the change of reaction policy necessary

Table 4 Performance of the
cerebellar patients (CERE) on
the modified card sorting test
(MCST) as compared to a
matched healthy reference
group that did not participate in
the present study

CERE patients Controls p-value

N 8 12
Mean age 50.00 (19.89) 56.33 (12.45) 0.390
Mean estimated IQ 110.56 (7.22) 110.42 (6.93) 0.964
MCST
No. of categories completed 4.63 (1.41) 4.75 (1.66) 0.863
No. of perseverations 3.63 (4.00) 3.08 (4.12) 0.774
No. of non-perseverative errors 8.63 (4.41) 7.92 (5.28) 0.758
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at the beginning of reward-based reversal might particularly
draw upon cerebellar coding of error prediction/negative
feedback [58]. This interpretation is in accordance with
evidence that reward learning based on positive and
negative feedback is mediated by distinct neural substrates,
up to now mainly discussed in terms of dorsal/ventral
striatal dissociations [7, 59]. It is plausible that reversal
learning of acquired stimulus–stimulus–outcome associa-
tions might at least initially rely more on negative feedback
(non-reward of previously rewarded associations) than on
positive feedback (reward of new associations). However,
further studies are needed to explicitly address the question
whether the cerebellum might be differentially implicated in
learning from positive and negative feedback in reward
learning.

Acquisition of Rewarded Stimulus–Stimulus
Associations—Impaired or Not?

It is interesting that cerebellar patients acquired the initial
contingencies in the first task at a similar level as controls,
but were clearly slower during the acquisition of new
stimulus contingencies in the acquired equivalence para-
digm. This was the case, although the proportion of non-
learners in the latter task was even higher in the controls
than in the patient group (33.3% relative to 12.5%).
Controls may have used their experience with the first
acquisition task in learning another reward-based task,
thereby showing transfer or generalization effects, while the
patients may not have benefited from experience in a
comparable way, possibly due to attenuated cerebellar
prediction error signaling.

The performance differences cannot be explained by the
different methods of analyzing the data from the two
acquisition phases (“percentage correct” only for the first
acquisition and “trials to criterion” for the acquired
equivalence acquisition). When an additional analysis of
“trials to criterion” (eight consecutive correct responses)
was performed for the acquisition phase of the first task in
analogy to the acquired equivalence task phase 1 analyses,
there was still no indication of a group difference (p=
0.750) on acquisition speed during the initial acquisition
phase in the first task.

Alternative Interpretations of the Observed Impairment
Pattern?

The patients were assessed on average 5 years after the
occurrence of the lesion event, so that acute effects such as
edema or severe motor impairments did not interfere with
learning. There were no significant group differences on
reaction times (p=0.154), which also did not correlate with
the degree of reward-based learning, as reflected by correct

responses in the acquisition, reversal, and acquired equiv-
alence subtasks and by trials-to-criterion in the latter task
(all p>0.217). As can be inferred from Table 1, cerebellar
signs in the patients were very mild—if present at all—at
the time of participation, and none of the patients rated
these residual symptoms as significant for activities of daily
life. It is possible that some degree of functional reorgani-
zation may have occurred since the lesion event.

An alternative explanation of the reward-based reversal
deficit in the cerebellar lesion patients would imply a
more general associative learning deficit—irrespective of
the involvement of reward. In a previous study [21],
cerebellar patients have been found to be impaired in
learning stimulus–stimulus associations (colors and numb-
ers). However, these patients suffered from degenerative
cerebellar disorders, while the patients in the present study
presented with very focal lesions of the cerebellum, mainly
restricted to the cerebellar cortex. Also, the comparable
performance of patients and controls during acquisition of
the reward tasks argues against a general deficit in learning
stimulus–stimulus associations because it is unlikely that such
a problem would manifest itself only during reversal learning.

It is also unlikely that the observed reversal learning
deficit can be fully attributed to a disruption of cerebellar
output to the PFC or to frontally mediated executive
deficits: Cerebellar efferent connections mainly target the
dorsolateral PFC [60], but the ventral/orbitofrontal PFC has
been linked to reversal learning [61], and there was no
evidence of an executive impairment in the current sample
of cerebellar patients (see MCST data).

Alternatively, disrupted interaction between cerebellar
and midbrain structures might be considered to underlie the
observed deficits in the patients, mediated by the reciprocal
connections, part of them dopaminergic, between the
cerebellar vermis and the ventral tegmental area [62].
However, none of the patients presented with a vermis
lesion in the present study, supporting the notion that
damage to the cerebellum itself and not disrupted commu-
nication with the midbrain underlies the impairment pattern.

Lesions were restricted to the cerebellum in all but one
patient. When the data of the only patient with additional
mild cerebral microangiopathy and minimal brainstem
damage were analyzed on a single case basis, he was not
found to be significantly impaired on any of the reward-
based learning paradigms. Thus, it is unlikely that the
extracerebellar lesions in this patient affected the overall
impairment pattern of the cerebellar group.

Given the probabilistic nature of the present tasks and
the fact that the stimuli were difficult to verbalize and
semantically unrelated, non-declarative learning was as-
sumed to play a major role. However, generalization and
transfer learning additionally appear to rely on declarative
strategies mediated by the medial temporal lobe [42, 44],
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and there was evidence of impaired initial declarative
learning of semantically unrelated word pairs, as assessed
by the paired associates task, in the cerebellar patients.
According to post-experimental interviews, none of the
patients gained full insight into stimulus contingencies,
suggesting an inability to efficiently use declarative
strategies. It is noteworthy, however, that most control
subjects did not gain full insight into task contingencies,
either and that, with only 59% and 63% correct responses
in the transfer conditions, their performance was rather
poor, suggesting that declarative mechanisms might not
have been used efficiently in either subject group, probably
due to the probabilistic nature of the task. In addition to
this, it is unlikely that impaired declarative learning might
have contributed to the reward-based reversal learning
impairment in the patients, since there is no evidence from
the literature that declarative learning might play a
significant role during probabilistic reversal learning.

Conclusions and Future Directions

The findings of the present study indicate that in humans,
even small cerebellar lesions, which were restricted to the
cerebellar cortex in a subgroup of subjects, affect reversal
components of reward-based associative learning. Further-
more, the present data support the notion of reversal learning
as a dissociable component of reward-based learning which
may be selectively affected despite intact acquisition.

Studies involving larger samples of cerebellar patients with
differing lesion locations are clearly needed to extend our
sparse knowledge about the contributions of different cere-
bellar regions to different aspects of reward-based learning.
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