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Abstract This work presents a set of approaches used to
deal with the frequency assignment problem (FAP), which
is one of the key issues in the design of GSM networks. The
used formulation of FAP is focused on aspects which are rel-
evant for real-world GSM networks. A memetic algorithm,
together with the specifically designed local search and varia-
tion operators, are presented. The memetic algorithm obtains
good quality solutions but it must be adapted for each instance
to be solved. A parallel hyperheuristic-based model was used
to parallelize the approach and to avoid the requirement of
the adaptation step of the memetic algorithm. The model is
a hybrid algorithm which combines a parallel island-based
scheme with a hyperheuristic approach. The main operation
of the island-based model is kept, but the configurations of the
memetic algorithms executed on each island are dynamically
mapped. The model grants more computational resources
to those configurations that show a more promising behav-
ior. For this purpose two different criteria have been used in
order to select the configurations. The first one is based on
the improvements that each configuration is able to achieve
along the executions. The second one tries to detect synergies
among the configurations, i.e., detect which configurations
obtain better solutions when they are cooperating. Computa-
tional results obtained for two different real-world instances
of the FAP demonstrate the validity of the proposed model.
The new designed schemes have made possible to improve
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the previously known best frequency plans for a real-world
network.
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1 Introduction

The frequency assignment problem (FAP) is a well-known
NP-complete combinatorial optimization problem of great
importance to the radio-communication industry. FAP arises
as one of the crucial issues in the design of GSM—global sys-
tem for mobile communications—networks [51]. This prob-
lem is also known as automatic frequency planning (AFP)
and channel assignment problem (CAP). The literature of
FAP has grown quickly over the past years. This is mainly due
to the fast implementation of wireless telephone networks
and satellite communications projects [1]. TV broadcasting
and military communications problems have also inspired
new research in the domain.

The set of applications of FAP leads to many different
mathematical and engineering models, but all of them share
two common features:

• A set of antennae must be assigned frequencies such that
data transmissions between the two end points of each
connection is possible.

• Depending on the frequencies assigned to the antennae,
they may interfere to one another, resulting in quality loss
of signal.

This work is focused in the FAP which arises in the design
of GSM networks. In such a case, the available frequency
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band is slotted into channels which have to be allocated to
the elementary transceivers (TRXs) installed in the base sta-
tions of the network. In GSM, FAP is a hard design task
because the usable radio spectrum is very scarce and fre-
quencies have to be reused throughout the network, and con-
sequently, some inevitable degree of interference will occur.
The goal of the designer is to minimize the interferences of
the network, i.e., minimize the quality loss of signal. Tack-
ling the FAP is crucial for today’s GSM operators not only at
the stage of the initial design, but also in subsequent modifi-
cations of the network aimed at solving, for instance, unpre-
dicted interference reports or handling an increase of traffic
demand in some areas. Indeed, by mid 2006, GSM services
were used by more than 1.8 billion subscribers (http://www.
wirelessintelligence.com/) across 210 countries, represent-
ing approximately 77% of the world’s cellular market. It is
widely accepted that the third generation mobile telecommu-
nication system (Universal Mobile Telecommunication Sys-
tem or UMTS) [54] will coexist with the enhanced releases
of the GSM standard (GPRS [26] and EDGE [23]) at least in
the first phases. GSM is then expected to play an important
role as a dominating technology for many years. Therefore,
frequency planning in these networks will be an important
task, at present as well as in the future.

From a mathematical point of view, the FAP is a general-
ization of the graph coloring problem and therefore, it is NP-
hard [29]. From an engineering point of view, the basic FAP
formulation is extended in order to tackle real world issues.
For instance, initial formulations in the 1970s were very sim-
ilar to the classical graph coloring problem and assumed
that adjacent frequencies do not interfere (only co-channel
interferences were considered) [1]. However, real-world
models must take into account all possible sources of inter-
ference, as well as regulatory concerns, and technological
limitations [20]. Nowadays, the large traffic demand and the
reduced frequency spectrum make it impossible to find inter-
ference-free frequency assignments. Therefore, most efforts
in the current literature intend to obtain frequency plans
that minimize the overall interference of the network (in
other words, that maximize the quality of service). Even
so, most of the research deals with benchmarking-like prob-
lems. In this work, we use a novel formulation proposed
in [44], so as to take full advantage of realistic and accu-
rate interference information from a real-world GSM net-
work.

The FAP was firstly introduced in the early 1970s by
Metzger [50]. Since then, multiple approaches to deal with
the FAP has been proposed. This large production has been
analyzed and organized in several surveys and books [1,
21,32,39]. On one hand, it has been frequently used as a
benchmark problem, because of its relation with other com-
binatorial problems. On other hand, it has been studied as a
real-world engineering problem, because of its applications.

Regarding to the approaches designed to deal with FAP
formulations, some exact proposals are seen to exist [5,22,
48]. However, they are not feasible when tackling large
instances of the problem [1], so several heuristic and meta-
heuristics methods [3] have also been proposed to deal with
FAP. In particular, most of the current research in the FAP
is based on using Memetic Algorithms (MAs) [28,31,36,
49,55]. MAs [38,52] are a synergy of a population-based
approach with separate individual learning or local improve-
ment procedures for problem search. They are also referred
to in the literature as Baldwinian evolutionary algorithms,
Lamarckian evolutionary algorithms, cultural algorithms or
genetic local search. Usually they make use of problem
domain information for implementing the learning process.
They are of great value because they perform some orders
of magnitude faster than traditional genetic algorithms for
some problem domains [24].

According to [1] the here considered version of FAP is
classified as a MI-FAP (minimum interference frequency
assignment problem) and for this formulation of the
problem the publications are more reduced. In [44] an Ant
Colony Optimization (ACO) algorithm was adapted to the
problem. A comparative study using a large set of metaheu-
ristics, including ACO, was performed in [45]. It included
both population-based and trajectory-based metaheuristics. It
revealed the good performance of a memetic algorithm with
increasing population size. The algorithm is a modified ver-
sion of a (1 + 1) Evolutionary Algorithm (EA), combined
with a local search specifically designed to deal with this
version of FAP. It made possible to obtain good quality solu-
tions for different instances. However, it must be adapted
for each solved instance. Thus, previously to solving a prob-
lem instance, a tuning step of the algorithm must be
performed.

Several studies have been performed in order to reduce
the execution time and the resource expenditure when using
metaheuristics. These studies naturally lead to its parallel-
ization [2,59,61]. Several models of parallel evolutionary
algorithms (PEAs) have been designed. PEAs can be clas-
sified [12] in four major computational paradigms: master-
slave, island-based or coarse-grained, diffusion or cellular,
and hybrid paradigm. These evolutionary approaches are
proved effectively solving problems, but they are often time
and domain knowledge intensive. The heavy dependence
on problem specific knowledge affects their reusability. In
order to provide a reusable and robust approach, applicable
to a wide range of problems and instances, a novel parallel
model has been applied. The model combines the operation
of an island-based scheme with the hyperheuristic approach
to manage the choice of which lower-level metaheuristics
should be applied at any given time, depending upon the
characteristics of the algorithm, problem, and instance
itself.
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The proposal here presented lies on the application of the
parallel hyperheuristic island-based model using the afore-
mentioned memetic algorithm to the FAP. Our present work
has three main aims:

• Design a parallel algorithm for the FAP which is able to
avoid the instance tuning step of the memetic algorithm.

• Reduce the required time to achieve good quality solu-
tions.

• Improve the best solutions obtained in previous
researches for the tackled instances.

The organization of the paper is as follows. Section 2
describes the mathematical formulation of the frequency
assignment problem here analyzed. Section 3 introduces the
sequential approach used to solve the FAP. Section 4 is
devoted to introduce the concept of hyperheuristics. The
designed parallel hyperheuristic-based island model is
explained in Sect. 5. The experimental evaluation of the algo-
rithms is presented in Sect. 6. Finally, in Sect. 7 the main
conclusions and an outline of future work are offered.

2 Mathematical formulation

In the last years, the basic FAP formulation has been widely
extended in order to tackle real world issues [37,44]. Most of
the FAP models differs in the way that the interferences are
measured. Computing the level of interference is a difficult
task which depends on the channels, the radio signals and
many other properties of the environment. Several ways of
quantifying this interference exist, resulting in the so-called
interference matrix, usually denoted by M . Some theoretical
methods to measure M have been proposed [1]. In [37] exten-
sive measurements in the network are performed in order to
calculate M . Theoretical methods have the advantage that
new instances can be tackled with less effort. In the case of
the extensive measurements methods, the M matrix is consti-
tuted by more accurate values, so resulting in more realistic
frequency plans. However, applying the method to new net-
works is an expensive task, because it requires an extensive
measurement step for each tackled instance. The FAP for-
mulation here proposed is based on a matrix M calculated
by extensive measurements.

Let T = {t1, t2, . . . , tn} be a set of n transceivers, and let
Fi = { fi1, . . . , fik} ⊂ N be the set of valid frequencies that
can be assigned to a transceiver ti ∈ T, i = 1, . . . , n. Note
that k—the cardinality of Fi —is not necessarily the same for
all the transceivers. Furthermore, let S = {s1, s2, . . . , sm}
be a set of given sectors (or cells) of cardinality m. Each
transceiver ti ∈ T is installed in exactly one of the m sec-
tors. Henceforth we denote the sector in which a transceiver
ti is installed by s(ti ) ∈ S. Finally, the interference matrix

M = {(μi j , σi j )}m×m , is given. The two elements μi j and σi j

of a matrix entry M(i, j) = (μi j , σi j ) are numerical values
greater than or equal to zero. μi j represents the mean and
σi j the standard deviation of a Gaussian probability distri-
bution describing the carrier-to-interference ratio (C/I) [64]
when sectors i and j operate on a same frequency. The higher
the mean value, the lower the interference and thus the bet-
ter the communication quality. Note that the interference
matrix is defined at sector (cell) level, because the trans-
ceivers installed in each sector all serve the same area.

A solution to the problem is obtained by assigning to each
transceiver ti ∈ T one of the frequencies from Fi . A solution
(or frequency plan) is henceforth denoted by p ∈ F1× F2×
· · ·×Fn , where p(ti ) ∈ Fi is the frequency assigned to trans-
ceiver ti . The objective is to find a solution p that minimizes
the following cost function:

C(p) =
∑

t∈T

∑

u∈T,u �=t

Csig(p, t, u) (1)

In order to define the function Csig(p, t, u), let st and su be
the sectors in which the transceivers t and u are installed,
that is, st = s(t) and su = s(u), respectively. Moreover,
let μst su and σst su be the two elements of the corresponding
matrix entry M(st , su) of the interference matrix with respect
to sectors st and su . Then,

Csig(p, t, u)

=

⎧
⎪⎪⎨

⎪⎪⎩

K if st = su , |p(t)− p(u)| < 2
Cco(μst su , σst su ) if st �= su , μst su > 0, |p(t)− p(u)| = 0
Cadj(μst su , σst su ) if st �= su , μst su > 0, |p(t)− p(u)| = 1
0 otherwise.

(2)

In real networks, it is unfeasible to operate with more than
one transceiver with the same or adjacent frequencies serving
the same area. Thus, K is defined as a very large constant.

Function Cco(μ, σ ) is defined as follows:

Cco(μ, σ ) = 100

(
1.0− Q

(
cSH − μ

σ

))
(3)

where

Q(z) =
∞∫

z

1√
2π

e
−x2

2 dx (4)

is the tail integral of a Gaussian probability distribution func-
tion with zero mean and unit variance, and cSH is a minimum
quality signalling threshold. Function Q is widely used in
digital communication systems because it characterizes the
error probability performance of digital signals [58]. This
means that Q(

cSH−μ
σ

) is the probability of the C/I ratio being
greater than cSH and, therefore, Cco(μst su , σst su ) computes
the probability of the C/I ratio in the serving area of sector
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st being below the quality threshold due to the interferences
provoked by sector su . That is, if this probability is low, the
C/I value in the sector st is not likely to be degraded by the
interfering signal coming from sector su and thus the commu-
nication quality yielded is high. Note that this is compliant
as to defining a minimization problem. On the contrary, a
high probability—and consequently a high cost—causes the
C/I mostly to be below the minimum threshold cSH and thus
incurring in low quality communications.

As function Q has no closed form for the integral, it has to
be evaluated numerically. For this purpose we use the com-
plementary error function E :

Q(z) = 1

2
E

(
z√
2

)
(5)

In [53], a numerical method is presented that allows the
value of E to be computed with a fractional error smaller than
1.2× 10−7. Analogously, function Cadj(μ, σ ) is defined as:

Cadj(μ, σ ) = 100

(
1.0− Q

(
cSH − cACR − μ

σ

))

= 100

(
1.0− 1

2
E

(
cSH − cACR − μ

σ
√

2

))
(6)

The only difference between functions Cco and Cadj is
the additional constant cACR > 0 (adjacent channel rejec-
tion) in the definition of function Cadj. This hardware spe-
cific constant measures the receiver’s ability to receive the
wanted signal in the presence of an unwanted signal at an
adjacent channel. Note that the effect of constant cACR is that
Cadj(μ, σ ) < Cco(μ, σ ). This makes sense, since using adja-
cent frequencies (channels) does not provoke such a strong
interference as using the same frequencies.

3 A memetic algorithm with increasing population size

The applied sequential approach (see Algorithm 1) is a
memetic algorithm which combines a modified evolution-
ary algorithm with a (1 + 1) selection operator and a local
search specifically designed to face the considered version
of the FAP. The algorithm has also been successfully applied
to a variation of a combinatorial 2D Packing Problem [42]
proposed in the GECCO 2008 contest session, achieving the
second best solution in the competition (http://www.sigevo.
org/gecco-2008/competitions.html). The algorithm has the
ability to perform as a trajectory-based algorithm when no
stagnation is detected, however it increases the population
size in order to avoid strong local optima when necessary,
behaving then as a population-based algorithm.

Individuals are encoded as an array of integer values,
p, where p(x) is the slot assigned to the transceiver tx .
I ni t P Size initial individuals are generated in a completely
random way (line 1). For each gene, a random value among

Algorithm 1 Pseudocode for the Memetic Approach
1: initialise(P)
2: P← localSearch(P)
3: while not time-limit do
4: offspring← variation(P)
5: offspring← localSearch(offspring)
6: for i = 0 to populationsi ze do
7: if P(i) is blocked Sof t Bloq generations then
8: P(i)← offspring(i)
9: else
10: P(i)← best(P(i), offSpring(i))
11: end if
12: end for
13: if P is blocked Hard Bloq generations then
14: if P.size < Max PopSize then
15: increase population size
16: end if
17: end if
18: end while

the admissible ones is assigned. On each generation, the
approach applies a variation operator over the population
(line 4). The variation step consists in the application of a
mutation operator to each individual in order to produce new
offsprings. The (1+1) selection operator is deterministic and
selects the best individual between an offspring and its par-
ent. In order to improve the behavior of the approach when
dealing with local optima, two improvements were consid-
ered. First, if after Sof t Bloq generations the fitness of the
current individual has not been improved, the selection oper-
ator used during the generation is a (1, 1), i.e., the offspring
is selected independently of its fitness value (lines 6–12).
Moreover, if after Hard Bloq generations the fitness value
of none of the individuals has been improved, an extra new
individual is introduced in the population (lines 13–17). Dur-
ing the following generations, each individual included in the
population is evolved applying the aforementioned rules. In
order to avoid an uncontrolled growth of the population, the
maximum size of the population is limited to Max PopSize.

3.1 Local search

The application of local search methods allows admissible
solutions to be achieved in relatively short times. This is a
typical requirement within commercial tools, the context in
which the FAP resides. The local search strategy has been
specifically designed to deal with our version of FAP. Given
its importance, a large effort has been put into making the
local search as efficient as possible.

The operation of the designed local search is based on opti-
mizing the assignment of frequencies to TRXs in a given sec-
tor, without modifying the remaining network assignments.
In [47] a local search method which also substitutes the fre-
quencies assigned to a set of transceivers, leaving intact the
remaining network, is proposed. However, in such a case,
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Fig. 1 Generation of a new neighbor by reassigning the frequencies of a sector

the set of considered transceivers are not those inside a sec-
tor but the ones satisfying a set of specific properties. In
[7,44] the local search methods are simpler. In both cases,
the new neighbors are generated by changing the assignment
to a only one TRX. Other proposals use tabu search [25]
or guided local search [63] in order to implement the local
search step.

In our proposal, the neighbors of a candidate solution
are obtained by replacing the frequencies in the TRXs of
each sector. The reassignment of frequencies within a sec-
tor is performed in the following way: first, the available
frequencies for the sector are sorted by their involved cost.
Then, two possibilities are considered, either assign the fre-
quency with lowest associated cost to a TRX that is allowed
to use that frequency, or assign its two adjacent frequencies
to two different TRXs (if they are allowed to use these fre-
quencies). For each of the newly generated partial solutions
the same process is repeated until all TRXs in the sector
have been assigned a frequency. The complete solution with
lowest associated cost is considered as the new neighbor,
while the other ones are discarded. Figure 1 illustrates the
generation of a new neighbor. In this example, it is con-
sidered that the sector contains three TRXs, and that each
TRX can use any frequency slot. For every node, the cost
associated to each slot is shown. The children of a node are
generated following the rules previously detailed. The slots
assigned to the TRXs are marked in bold. The nodes with
three slots assigned are complete solutions, while the other
ones are partial solutions. The complete solution identified
by the number three is the new neighbor because is the one
with lowest cost. The remaining generated solutions are dis-
carded.

The order in which neighbors are analyzed is randomly
determined (line 7 of Algorithm 2), but trying to avoid the
generation of neighbors that do not improve the current solu-
tion. For such a purpose, a set called current Sectors con-
taining the sectors that might improve the current solution
is maintained. Initially, all sectors are introduced in current
Sector (lines 2 and 4). For the generation of a new neighbor,

Algorithm 2 Pseudocode for the Local Search
1: Input: current solution S
2: next Sectors ← {1, …, numberOfSectors}
3: while (next Sectors ! = ∅) do
4: current Sectors ← next Sectors
5: next Sectors ← ∅
6: while (current Sectors != ∅) do
7: sec← extract a random sector from current Sectors
8: neighbour ← reassign frequencies of S in sector sec
9: if (neighbour improves S) then
10: S← neighbour
11: next Sectors + = sectors interfered by sec
12: next Sectors + = sectors that interfere sec
13: end if
14: end while
15: end while
16: return S

a sector sec is randomly extracted from current Sector
(line 7) and its frequencies reassigned as aforementioned
(line 8). The local search moves to the first new generated
neighbor that improves the current solution (lines 9–10), add-
ing all the sectors that interfere or are interfered by sec to the
set of the next sectors (next Sectors) to consider (lines 11–
12). When current Sectors set gets empty (line 6), sectors
in next Sectors are transferred to the current set (line 4) and
next Sectors set is cleared (line 5). The local search stops
when none of the neighbors improves the current solution
(line 3).

In cases where the network satisfies a set of properties,
the neighbor generation process ensures the achievement of
the optimal frequency assignment inside the analyzed sector,
considering the remaining network fixed. Such properties are
(1) all TRXs in a given sector are allowed to use the same fre-
quency ranges, (2) it is possible to make assignments which
do not use the same frequency or adjacent frequencies in any
two TRXs serving the same area, and (3) the best assignment
does not use the same frequency or adjacent frequencies in
any two TRXs withing the same sector. A sketch of the proof
is here presented. Let be Cost ( f ) the cost associated to the
assignment of the frequency f to any of the TRXs in the
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considered sector. Being f1 the frequency with minimum
associated cost, the best assignment must use f1, or must
simultaneously use f1−1 and f1+1. In fact, considering an
assignment in which f1+1 is used, but f1−1 is not used, we
can substitute the assignment of f1+1 by f1, thus obtaining
an assignment with lower cost. In the case of using f1 − 1,
but not f1 + 1, the same property holds. In the cases where
f1 − 1 and f1 + 1 are not used, since f1 is the best pos-
sible assignment, it must be used. Finally, the simultaneous
assignment of both f1 + 1 and f1 − 1, could lead to a better
assignment than the ones using f1 and other frequency f2.
For this reason, in order to ensure that the best assignment
is achieved, individuals which use f1, and individuals which
use simultaneously f1 − 1 and f1 + 1 should be analyzed.
The way in which neighbors are generated ensure that both
possibilities are explored, so the best assignment is achieved
under such conditions.

Considering that K is a very large constant, the three con-
sidered properties hold for the example illustrated in Fig. 1.
Thus, considering the remaining network fixed, the generated
solution is the best one.

3.2 Variation operators

A variation step, consisting on applying a mutation opera-
tor is performed on each generation (Algorithm 1—line 4).
Three different mutation operators were implemented and
compared. They include both directed and random operators.
The tested mutation operators were the following:

• Uniform Mutation (UM): each gene—or transceiver
assignment—is mutated with a probability pm . In order to
perform the new assignment to the gene, a random value
among the admissible ones is selected.

• Mapping Mutation (MM): being F the set of accepted fre-
quencies by any of the transceivers, a random bijection
m : F ↔ F is generated. Each transceiver assignment
tx is replace with a probability pm by the value m(tx ), if
m(tx ) is an admissible value for the transceiver tx .

• Neighbor-based Mutation (NM): first, a random TRX tx is
mutated. Then, its neighbors, i.e., the TRXs which inter-
fere tx , or are interfered by tx , are mutated with a proba-
bility pm . The previous steps are repeated N times, but the
TRX is selected among those ones which are neighbors
of the TRXs that has been mutated in the previous steps.
Thus, the mutation operator is focusing on one zone of
the network.

4 Hyperheuristics

A reduced version of the designed sequential approach here
proposed was used to deal with a combinatorial 2D

Packing Problem [42] and with the here analyzed version of
FAP [45]. In the case of the FAP, one mutation operator, and
one instance of the problem was analyzed. Promising results
were achieved, however, the impact of the mutation opera-
tors and its parameterization were not studied. Subsequent
experiments have revealed the importance of the selected
mutation operator as well as its parameterization. Thus, in
order to obtain a good performance, it is necessary to adapt
the strategy to each solved instance. In order to improve the
quality of the achieved solutions, an analysis of the impact
of the different parameters with each new instance should be
performed. Usually, the users do not have a prior knowledge
about the algorithm behavior when applied to a particular
instance, so if they have to try many alternatives, the process
could take too much user and computational effort. In order
to avoid such a step, hyperheuristics can be applied.

A hyperheuristic can be viewed as a heuristic that
iteratively chooses between a set of given low-level (meta)-
heuristics in order to solve an optimization problem [9].
Hyperheuristics operates at a higher level of abstraction than
heuristics, because they have no knowledge about the prob-
lem domain. The motivation behind the approach is that,
ideally, once a hyperheuristic algorithm has been developed,
several problem domains and instances could be tackled by
only replacing the low-level (meta)-heuristics. Thus, the aim
in using a hyperheuristic is to raise the level of generality at
which most current (meta)-heuristic systems operate. Since
the main motivation of hyperheuristics is to design prob-
lem-independent strategies, a hyperheuristic is not concerned
with solving a given problem directly as is the case of most
heuristics implementations. In fact, the search is on a (meta)-
heuristic search space rather than a search space of potential
problem solutions. The hyperheuristic solves the problem
indirectly by recommending which solution method to apply
at which stage of the solution process. Generally, the goal of
raising the level of generality is achieved at the expense of
reduced—but still acceptable—solution quality when com-
pared to tailor-made (meta)-heuristic approaches. A diagram
of a general hyperheuristic framework [9] is shown in Fig. 2.
It shows a problem domain barrier between the low level
(meta)-heuristics and the hyperheuristic itself. The data flow
obtained by the hyperheuristic could include the quality of
achieved solutions (average, improvement, best, worst), the
resources (time, processors, memory) invested to achieve
such solutions, etc. Based on such a information, the hype-
rheuristic make its decisions. The data flow coming from
the hyperheuristic could include information about which
heuristic must be executed, its parameters, stop criteria, etc.
The term hyperheuristic also refers to framekwors which are
capable of generating new heuristics by combining a set of
simpler components [6].

Previously to the appearance of the concept of hyperheu-
ristic, some research was performed analyzing similar ideas.
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Hyperheuristic

Domain Barrier

Low level metaheuristics

. . .h2h1 hn

Evaluation Function

Non-domain data flow

Non-domain data flow

Fig. 2 Hyperheuristic framework

Composer [27] was one of the first proposals which used
a search space constituted by heuristics. In such a case, the
search was performed by using a hill-climbing strategy. Other
proposals consisted in hybridizing genetic algorithms and
heuristics [60].

Hyperheuristics can be classified in terms of the character-
istics of the low-level metaheuristics into two groups [11], the
ones which operate with constructive techniques and the ones
which operate with improvement techniques. Constructive
techniques are used to build solutions from scratch. At each
step, they determine a subpart of the solution. Improvement
metaheuristics are iterative approaches which take an initial
solution, and modify it with the aim of improving the objec-
tive value. Some hyperheuristics have been designed to oper-
ate specifically with one kind of low-level metaheuristics,
while other ones, can use both, constructive and improve-
ment methods.

Several ways of incorporating the ideas of hyperheuris-
tics into an optimization problem have been proposed. The
hyperheuristics which deal with mono-objective optimiza-
tion problems are much more extensive. In [10] a tabu search
based hyperheuristic is presented. It operates with improve-
ment low-level heuristics. The same hyperheuristic was used
inside a simulated annealing algorithm [19]. The hyperheu-
ristic was used to combine several neighborhood definitions.
Tabu search based hyperheuristics have also been used com-
bined with constructive methods [11]. Other metaheuristics
which have inspired the creation of hyperheuristics are
genetic algorithms [14] and ant colony optimization [8,13,
18]. In the ant-based hyperheuristics, the pheromones repre-
sent how well a (meta)-heuristic operates after the applica-
tion of another (meta)-heuristic. Local search with restart [4]
has also been used to implement hyperheuristics. The choice
functions has been used multiple times [15,16,33]. In such
cases, a scoring function is used to assess the performance
of each low-level heuristic. The resources are granted to the
heuristic which maximize such a function. In [62] a choice
function is also used to score each method. However, the

resources are assigned using a probability function, which
is based on the assigned score. In [34,35] the resources are
assigned in a random way, and the hyperheuristic decides to
accept or reject the changes performed by each heuristic.

5 A parallel dynamic mapped island-based model

Parallel evolutionary algorithms (PEAs) can be classified
[12] in four major computational paradigms: master-slave,
island-based or coarse-grained, diffusion or cellular, and
hybrid paradigm. Such paradigms can be extended to MAs
parallelization, just by substituting the EAs by MAs. Island-
based models, also known as multi-deme models, have shown
good performance and scalability in many areas [2]. In such
a model, the population is divided into a number of indepen-
dent subpopulations or demes. Each subpopulation is associ-
ated to an island and an EA or MA configuration is executed
over each subpopulation. A configuration is constituted by an
algorithm together with its parameterization, variation opera-
tors and probabilities. Usually, each available processor con-
stitutes an island which evolves in isolation for the majority
of the parallel run. Occasionally, some solutions can be trans-
ferred among islands following a migration scheme. Several
island-based variants are seen to exist:

1. All islands execute identical configurations (homoge-
neous).

2. All islands execute different configurations (heteroge-
neous).

3. Each island represents a different region of the genotype
domain.

4. Each island represents a different region of the pheno-
type domain.

Parallel EA-based schemes show the same drawbacks as
sequential EA-based approaches. Usually, the dependence
on problem or instance specific knowledge hinders the appli-
cation of them. For instance, comparisons between parallel
island-based models [40] show that if there exists an algo-
rithm which clearly outperforms the other ones in solving
one type of problem, the homogeneous island-based model
using such an algorithm allows to obtain good quality
solutions. However, it is difficult to know a priori which
configuration is the most appropriate to solve a problem.
If the chosen algorithm is not suitable for the problem to
solve, poor quality solutions will be achieved. Heterogeneous
models allows to execute different configurations on each
processor at the same time. By using heterogeneous mod-
els, the user avoids the selection of a specific configuration
to solve the problem. However, if some of the configura-
tions are not suitable to optimize the problem, a waste of
resources is done. In order to provide a more reusable, robust,
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and efficient approach, applicable to a wider range of prob-
lems and instances, a parallel dynamic mapped island-based
model can be applied. The model combines the operation of
an island-based scheme with a hyperheuristic approach to
manage the choice of which lower-level algorithm configu-
ration is executed on each island at each optimization stage.
Similar models have been applied to mono-objective prob-
lems [42] and multi-objective problems [56]. The novelty
resides in the adaptation of the model to the FAP, and in the
incorporation of novel hyperheuristics inside the model.

The underlying principle in adding a hyperheuristic
approach to a standard island model is that different configu-
rations have different strengths and weaknesses and it makes
sense to combine them in parallel in an intelligent manner.
Thus, the proposed parallel model breaks from the standard
island scheme adding an adaptive property behavior to it.
The adaptive property allows, by applying a hyperheuristic,
to perform a dynamic mapping among the configurations and
the islands, with the aim of granting more resources to the
most promising configurations.

The no-free-lunch Theorem [65] shows that if an algo-
rithm achieves superior results on some problems, it must
pay with inferiority on other problems. The aim of the here
proposed model is to be able to solve a large set of problems
in acceptable times, at the cost of not being able to solve
the problems as quick as a tailor made optimization scheme.
However, in some cases it could happen that, due to the fea-
tures of the problem and/or due to the stochastic behavior of
the algorithms, the hyperheuristic could fail. Special difficul-
ties arise when dealing with problems in which it is better to
apply different algorithms and/or operators at different opti-
mization stages. These difficulties increase when such stages
are not long enough to be detected by the hyperheuristic. In
order to adapt the resources assignment, the hyperheuristic
requires some time to detect the behavior of the algorithms,
so, if the changes appear too quickly, the performance of the
approach gets worse.

The architecture of the new hybrid model is similar to the
island model, i.e., it is constituted by a set of slave islands
that evolve in isolation applying a certain evolutionary or
memetic algorithm to a given population (see Algorithm 3).
The number of islands and the set of configurations that
could be applied over the local populations are defined by the
user. Also, as in the island-based model, a tunable migration
scheme allows the exchange of solutions among neighbor
islands. Moreover, a new special island is introduced into the
scheme. That island, called master island (see Algorithm 4),
is in charge of applying the hyperheuristic principles, i.e.,
performing the mapping between the configurations and the
slave islands.

In the standard island-based model, a global stop crite-
rion is defined. In the proposed model, besides the global
stop criterion, local stop criteria are fixed for the execution

Algorithm 3 Slave Islands Pseudocode
1: configureMigration()
2: while (not globalStopCriterion()) do
3: lastConfig = ∅
4: newConfig← receiveConfiguration()
5: if (newConfig != lastConfig) then
6: initConfig(newConfig)
7: lastConfig← newConfig
8: checkPopulation(α)
9: end if
10: while (not localStopCriterion()) do
11: runGeneration()
12: migrate()
13: end while
14: sendSolutions()
15: end while
16: sendBestSolution()

Algorithm 4 Master Island Pseudocode
1: initAdaptiveModel()
2: assignInitConfigsToIslands()
3: while (not globalStopCriterion()) do
4: [island, config]← checkForIdleIsland()
5: if (island != NULL) then
6: solutions[config]← receiveSolution(island)
7: scores← updateScores(solutions)
8: nextConf← selectConfig(scores)
9: assignConfig(nextConf, island)
10: resumeExecution(island)
11: end if
12: end while
13: receiveSolutions()

of the configurations on the islands. When a local stop crite-
rion is reached—a quantum of time—the island execution is
stopped. Based on the results achieved by the island, a score is
assigned to the corresponding configuration. Based on such
a score or quality indicator, the selection strategy is applied
and the master selects the next configuration that should be
executed on the idle island. If the new selected configura-
tion is the same as the island current configuration, the local
stop criterion is updated and the execution continues. Oth-
erwise, the island configuration is updated and the changes
performed by the algorithm over its subpopulation must be
validated. In such a step, the model ensures that the individ-
uals in the subpopulation has not worsen its objective value
more than a fixed percentage value (α) along the last con-
figuration run. If an individual does not verify the condition,
the original individual is recovered. This step is necessary
because unsuitable configurations could excessively degrade
the population quality. Finally, when the global stop criterion
is reached, every island sends its local solution to the master
and the best one is selected as the final solution. Also, as in
standard island models, the user must configure the migration
scheme: the migration frequency, the number of individuals
to migrate at each step, and the migration topology must be
specified.
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As stated in the algorithm description, the model has been
centralized for the incorporation of the hyperheuristic princi-
ples. However this centralization does not strongly affects the
scalability of the approach. The computational work associ-
ated to the tasks performed by the master island—the hype-
rheuristic selection procedure—is negligible when compared
to the effort required by the slave islands—execution of the
configurations.

The model has been implemented using the metco
(Metaheuristic-based extensible tool for cooperative opti-
misation) tool [43]. In order to improve the efficiency of
the model, asynchronous communications for the migration
scheme have been implemented. All the communications
among the processes have been done using the message pass-
ing interface tool mpi.

5.1 Mapping scheme

One crucial issue for the correct operation of the model con-
sists in performing a suitable mapping among the islands
and configurations. The mapping process is managed by the
hyperheuristic. Two different hyperheuristics has been incor-
porated into the parallel model. Both hyperheuristics are
based on the use of choice functions. In parallel island-based
models, probability schemes seem more promising than elit-
ist schemes [41]. Therefore, a probability-based selection
scheme [62] was incorporated.

The general behavior of both hyperheuristics is similar.
First, a set of functions are used to assign a score to each
configuration. Then, a probabilistic selection, based on the
score of each configuration, is used to decide the next con-
figurations that must be assigned to the idle islands. It is
important to note that the behavior of the configurations can
change along the different stages of the execution. More-
over, the stochastic behavior of the involved low-level (meta)-
heuristics may lead to variations in the results achieved by
each configuration. Therefore, it is appropriate to make some
selections based on a completely random scheme. Both hype-
rheuristics can be tuned by means of the parameter β, which
represents the minimum selection probability that should be
assigned to a configuration. Thus, being nh the number of
involved (meta)-heuristics, a completely random selection is
performed in β ∗ nh percentage of the cases.

The first incorporated hyperheuristic (HH_imp) was pre-
viously used in [42]. The score assigned to each configura-
tion estimates the improvement that each configuration can
achieve, when breaking from the currently achieved solu-
tions. In order to perform such a estimation the quality
improvement achieved by each configuration is saved.
Improvements are calculated when a configuration is stopped,
i.e., when its local stop criterion is reached. The improve-
ment is defined as the difference (in objective value) between
the best achieved solution, and the best initial individual.

Improvements obtained during the migration stage of the
algorithm are discarded, obtaining the improvement imp.
Considering a configuration conf, which has been executed
j times, the score (s(conf)) is calculated as a weighted aver-
age of the last k improvements. The weighted average assigns
greater importance to the last executions:

s(conf) =
∑k

i=1 i ∗ imp[conf][ j − i]
∑k

i=1 i

The selection probability of the configuration conf (prob
(conf)) is given by:

prob(conf) = β + (1− β ∗ nh) ∗
[

s(conf)
∑nh

i=0 s(i)

]

In [56] it was shown that for some problems, given a set
of configurations, a dynamic-mapped scheme could lead to
better results than a static-mapped heterogeneous scheme
and than any of the homogeneous schemes that could be
constituted. It suggests that the combination of different strat-
egies working at the same time produces additional bene-
fits. The second incorporated hyperheuristic (HH_Syn) tries
to detect synergies between pairs of configurations. It takes
some ideas of the ant-based hyperheuristics [8]. In such a
case, the hyperheuristic was applied in a sequential scheme,
trying to detect how well a (meta)-heuristic operates after
the application of another (meta)-heuristic. In our case, since
it is incorporated in a parallel scheme, the hyperheuristic
tries to detect how well a (meta)-heuristic operates in paral-
lel with another (meta)-heuristic. HH_Syn assigns two dif-
ferent scores to each configuration. The first one, is called the
visibility (vis) and represents the independent performance
of each configuration. It is calculated as s in HH_imp. The
second one, is called the cooperation between pairs (cp) and
represents the performance of a (meta)-heuristic in the pres-
ence of other metaheuristics. The improvements achieved
along the execution by a metaheuristic m1, executed in paral-
lel with a metaheuristic m2, is saved in the set imp[m1][m2].
Given two metaheuristics m1 and m2, which have been exe-
cuted in parallel j times, the score cp(m1, m2) is calculated
as a weighted average of the last k improvements achieved
by m1, in the presence of m2.

cp(m1, m2) =
∑k

i=1 i ∗ imp[m1][m2][ j − i]
∑k

i=1 i

Given a metaheuristic m1 and the set of currently
assigned metaheuristics m_set = {h1, h2, . . . , hn}, the score
cs(m1) is calculated as the maximum cp of any of its compo-
nents, i.e., cs(m1)=max{cp(m1, h1), cp(m1, h2), . . . ,

cp(mn, hn)}.
When every island is idle, the hyperheuristic must grant

the resources among the available configurations. The first
assignment is performed as in HH_imp, but substituting s by
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vis, i.e., the selection probability of the configuration conf
is given by:

prob(conf) = β + (1− β ∗ nh) ∗
[

vis(conf)
∑nh

i=0 vis(i)

]

For the remaining assignments, the global cooperation cs

is also considered. cs is used with a probability γ . Thus, con-
sidering that hh is the set of configurations assigned to any
of the islands, the selection probability of the configuration
con f is given by:

prob(conf) = β + (1− β ∗ nh − γ ) ∗
[

vis(conf)
∑nh

i=0 vis(i)

]

+ γ ∗
[

cs(conf)
∑nh

i=0 cs(i)

]

6 Experimental evaluation

6.1 Description

This section shows the results achieved for two different real-
world instances of the FAP when using the sequential and
parallel schemes here proposed. Tests have been run on a
Debian GNU/Linux cluster of 8 nodes, each one consisting
of two Intel(R) Xeon(TM) at 2.66 GHz and 1 Gb RAM. The
interconnection network is a Gigabit Ethernet. The C++ com-
piler and mpi implementation used were gcc 3.3 and mpich
1.2.7. The implementation of the algorithms was performed
using metco [43] (Metaheuristic-based extensible tool for
cooperative optimisation).

Comparisons are performed considering two US cities
instances: Seattle and Denver. The Seattle instance has 970
TRXs and 15 different frequencies to be assigned. The Den-
ver instance is larger. It is constituted by 2612 TRXs and 18
frequencies. In both cases, the constants used in the mathe-
matical formulation [44] were set to K = 100,000, cSH =
6 dB, and cACR = 18 dB. These GSM networks are currently
operating so finding their optimal plannings is of great prac-
tical interest. It is important to remark that the data source to
build the interference matrix based on the C/I probability
distribution uses thousands of Mobile Measurement Reports
(MMRs) [37] rather than propagation prediction models. The
M matrix contains 59,169 elements in the Seattle network,
while it contains 20,638 elements for the Denver instance.
The analysis is focused in detecting the advantages achieved
by the incorporation of the hyperheuristics principles inside
the parallel models. Nowadays it is common to have access
to computers with several cores. Quad-core computers or
even eight-core are accessible for most of the researchers
and enterprises. Since the master operates when, at least,
one of the slave islands is idle, it can share the computational

resources with them. Therefore, parallel executions have been
performed using 4 and 8 slave islands.

A set of experiments were executed for each instance in
order to test the behavior of the different approaches. For
each kind of execution, 30 repetitions were performed and
average values considered. Since the tested algorithms are
stochastic, in order to provide the results with confidence
a suitable statistical analysis must be performed. The sta-
tistical comparisons has followed the guidelines presented
in [17,57]. First a Kolmogorov–Smirnov test is performed
in order to check whether the values of the results follow a
normal (gaussian) distribution or not. If so, the Levene test
checks for the homogeneity of the variances. If samples have
equal variance (positive Levene test), an ANOVA test is done;
otherwise a Welch test is performed. For non-gaussian dis-
tributions, the non-parametric Kruskal–Wallis test is used to
compare the medians of the algorithms. A confidence level
of 95% is considered (i.e., significance level of 5% or p value
under 0.05), which means that the differences are unlikely to
have occurred by chance with a probability of 95%.

6.2 Computational results

First experiment performs a comparison of the costs of the
frequency plans obtained by a set of sequential configurations
and by the proposed parallel approach with both explained
hyperheuristics. The configuration of the memetic algorithm
parameters was as follows: I ni t P Size = 2, Sof t Bloq =
50, Hard Bloq = 300, Max PopSize = 5. Many configu-
rations can be constituted by using the set of defined mutation
operators and by tuning their internal parameters. A set of 30
sequential configurations were executed and analyzed. They
were defined by uniformly dividing the ranges of accepted
values. The set of mutation operator configurations was the
following:

• UM with pm = {0.1, 0.3, 0.5, 0.7, 0.9}
• MM with pm = {0.1, 0.3, 0.5, 0.7, 0.9}
• NM with (pm, N ) = {(0.1, 1), (0.3, 1), (0.5, 1),

(0.7, 1), (0.9, 1), (0.1, 3), (0.3, 3), (0.5, 3), (0.7, 3),

(0.9, 3), (0.1, 5), (0.3, 5), (0.5, 5), (0.7, 5), (0.9, 5),

(0.1, 7), (0.3, 7), (0.5, 7), (0.7, 7), (0.9, 7)}

The presented parallel model has been executed using
the hyperheuristics HH_Imp and HH_Syn, and using the
30 described configurations as low-level meta-heuristics. In
both hyperheuristics the next parameterization was used: α =
0.5%, β = 0.2

30 and k = 5. In HH_Syn γ was fixed to 0.4.
Parallel executions were run using 4 and 8 slave islands.
They are referred as HH_Imp4, HH_Imp8, HH_Syn4 and
HH_Syn8. Every sequential and parallel execution was per-
formed with a stop criterion of 1 h. For the parallel execu-
tions the local stop criteria was fixed to 1 min, when 4 slave
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islands were used, and to 2 min for the executions with 8 slave
islands. Migration was performed following an asynchro-
nous scheme with a migration probability of 1. The topol-
ogy consisted in an all to all connected structure. Migrated
individuals are selected following an elitist scheme, i.e., the
best individual is selected to migrate. Replacements were
performed also following an elitist scheme. They only take
place when the migrated individual is better than any of
the individuals in the new island. Since only one individ-
ual is selected a good diversity is maintained among the
islands.

Considering the obtained results, sequential algorithms
were ordered based on the mean cost achieved at the end of
the executions. An index based on such an order is assigned
to each configuration. Therefore, for each instance, the best
sequential execution will be referred as “seq1”, while the
worst one will be referred as “seq30”. Generally the behav-
ior of a configuration depends on the instance. Table 1 shows
the best configurations for the Seattle instance, and its cor-
responding index for the Denver instance. Most of the best
configurations are suitable for both instances. However, some
of them are not adequate, so they would produce a waste of
resources if applied to the other instance. Thus, the robust-
ness of the scheme can be improved by applying the parallel
hyperheuristic-based approach. Moreover, some of the best
configurations correspond to high values of pm , while other
ones correspond to low values. Thus, it is very difficult to
know, a-priori, which configurations are suitable for a given
instance.

Table 1 Robustness of sequential configurations

Configuration Seattle index Denver index

NM (0.7, 7) 1 2

NM (0.9, 5) 2 1

NM (0.3, 3) 3 12

NM (0.5, 7) 4 5

NM (0.7, 5) 5 3

UM (0.1) 6 19

NM (0.5, 5) 7 17

Figure 3 displays, for both instances, the evolution of the
mean cost achieved by both parallel hyperheuristic-based
models, “seq1”, “seq15”, and “seq30”. In both instances the
cost achieved by HH_Imp4 and HH_Syn4 methods are very
similar to the one achieved by the best sequential approach.
In the Seattle network, “seq1” is slightly better than the paral-
lel approaches, while in the Denver network, the best results
are achieved by the parallel schemes. Therefore, the paral-
lel approaches, even with so few processors, can be used in
order to avoid the testing of each one of the low-level con-
figurations. Costs values achieved by “seq15” and “seq30”
are clearly worse than the ones achieved by the parallel mod-
els. Results achieved by HH_Syn4 slightly improve the ones
obtained by HH_Imp4, but they are not statistically differ-
ent. Executions with 8 slave islands produce much betters
results. Differences between the models with 4 islands, and

Fig. 3 Evolution of the cost function for Seattle and Denver networks
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Fig. 4 Box-plots of the achieved costs

Table 2 Statistical analysis fixing the execution time

Seattle Denver

↑ ↔ ↓ ↑ ↔ ↓
HH_Imp4 7 6 17 0 3 27

HH_Syn4 7 3 20 0 2 28

HH_Imp8 0 0 30 0 0 30

HH_Syn8 0 0 30 0 0 30

the ones with 8 islands are significant. Therefore, they allow
to avoid the testing of each one of the low-level configura-
tions, and to speed up the obtaining of high quality network
configurations. In both networks, the mean cost achieved
by HH_Syn8 at the end of the executions improves the one
achieved by HH_Imp8, but differences are not statistically
significant.

Figure 4 offers a more detailed information about the
cost achieved by each scheme, using as stop criterion 30 min
and 1 h. In both instances, the diagram shows the similarity
between “seq1” and the parallel models using 4 slave islands.
The parallel models with 8 slave islands clearly improve the
results achieved by any other model. Also, it shows the ben-
efits of HH_Syn, when compared to HH_Imp.

Table 2 shows, for both instances, the number of sequen-
tial configurations which are better (↑), not different (↔),

or worse (↓) than the corresponding row configuration. The
comparison is performed in terms of the achieved fitness
when considering a stop criterion of 1 h. It shows the bet-
ter adaptation of the hyperheuristic to the Denver instance,
than to the Seattle instance. In both instances, the paral-
lel approach with 4 slave islands is better than most of the
sequential configurations. When 8 slave islands are incorpo-
rated, the parallel approaches perform better than any sequen-
tial approach. Table 3 shows the same information as Table 2,
but in this case the amount of resources used are fixed. Thus,
the parallel approaches using 4 islands and a stop criterion
of 1 h were compared with sequential executions of 4 h, and
the parallel ones with 8 slave islands, were compared with
sequential approaches of 8 hours. With such a comparison
we can detect the number of sequential configurations which
make a better usage of the resources than the parallel schemes.
In the case of the Seattle instance, about 10 configurations
make a worse usage of the resources, i.e., a superlinear
speedup is expected when compared with them. In the case
of the Denver instance that number is increased to 15. Once
again, it shows the better adaptation of the parallel approaches
to the Denver network.

The previous experiment has compared the schemes,
mainly focused in terms of the achieved quality. However,
since the parallel executions use more computational
resources than the sequential ones, the improvement achieved
by the parallel model must be quantified. In order to measure
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Table 3 Statistical analysis fixing the amount of resources

Seattle Denver

↑ ↔ ↓ ↑ ↔ ↓
HH_Imp4 19 3 8 9 6 15

HH_Syn4 18 2 10 10 5 15

HH_Imp8 19 4 7 9 6 15

HH_Syn8 18 3 9 10 5 15

the improvement of the parallel approach, the second experi-
ment analyzes the run-time behavior of the parallel proposed
models. The ideas presented in [30] were followed. Each
sequential configuration, as well as the parallel models, were
executed using as finalization condition the achievement of
a certain level of quality. The quality level was established
so that HH_Imp4, i.e., the worst parallel approach, would
require 30 min in average, in order to reach it. Since some
of the sequential configurations are not able to reach such
a quality level, a second stopping criterion, consisting in
the execution of a maximum time of 10 h was also consid-
ered. Thus, the success ratio is defined as the probability of
achieving the required quality level, considering a limita-
tion in the execution time of 10 h. Figure 5 shows, the run
length distribution—success ratio versus time—for the paral-
lel models, and for the best behaved sequential configuration
when applied to the Seattle network. It shows the similarity
among the run length distribution of the hiperheuristic-based
methods using 4 slave islands, and the best sequential config-
uration. Thus, such parallel approaches and the best sequen-
tial configuration requires similar times to converge to a plan
with the considered quality. The parallel schemes with 8 slave
islands are able to obtain such a quality level in less time.
Figure 6 shows the same information for the Denver network.
In this case, the hyperheuristics-based methods are even able
to achieve better results than the best sequential configura-
tion. Therefore, for both instances it is possible to make use
of any of the parallel approaches in order to obtain good qual-
ity solutions. In fact, by using only 4 processors, the success
ratio achieved by the parallel models is similar—or even bet-
ter—than the ones achieved by the best sequential approach.
It shows the good behavior of the parallel approaches, spe-
cially considering the large set of low-level metaheuristics
incorporated in the model.

For the remaining configurations a summary of the
analysis is shown. Table 4 shows, for the Seattle network,
the success ratio and the average speedup of the parallel
models versus a set of selected sequential configurations.
The speedup is marked with a line in the cases in which the
sequential configurations were not able to achieve a success
ratio greater than 50%. These speedups are calculated based
only on the executions which achieved the considered quality

Fig. 5 Run length distribution for the Seattle network

Fig. 6 Run length distribution for the Denver network

level. Therefore, shown speedup values are lower approxi-
mations of the real ones. In order to calculate the real val-
ues, much longer executions should be performed for the
worst-behaved configurations. Although linear speedup is
not achieved when comparing with the best configuration,
it must be taken into account that when solving a problem,
the best configuration is not known a priori, so, the time sav-
ing is much greater than the speedup calculated versus the
best configuration. In fact, the speedup highly increases when
comparing to other configurations. Moreover, the addition of
more resources produce faster convergence to high-quality
results. The speedup achieved by the models which use 8
slave islands is about the double of the models which use
4 slave island. Thus, with the addition of the first resources
the testing of each low-level configuration can be avoided;
and with the addition of more resources, the speedup can be
improved. Table 5 shows the same information for the Denver
network. The behavior is very similar to the one detected in
the Seattle instance. Also, it is important to note that for both
instances, the parallel model based in HH_Syn has been able
to obtain greater speedups than the model using HH_Imp.

123



46 Memetic Comp. (2011) 3:33–49

Table 4 Speedup of the parallel models in the Seattle network

Config. HH_Imp4 HH_Syn4 HH_Imp8 HH_Syn8 Success
speedup speedup speedup speedup ratio (%)

seq1 0.9 1.1 2 2.4 100

seq5 1 1.2 2.2 2.6 100

seq10 2.3 2.6 4.8 5.8 100

seq15 3.8 4.3 8 9.6 100

seq20 6.3 7.1 13.2 15.9 100

seq25 – – – – 0

Table 5 Speedup of the parallel models in the Denver network

Config. HH_Imp4 HH_Syn4 HH_Imp8 HH_Syn8 Success
speedup speedup speedup speedup ratio (%)

seq1 1 1.2 2.4 2.4 90

seq5 1.1 1.3 2.6 2.6 90

seq10 2.3 2.8 5.4 5.4 90

seq15 2.4 3 5.8 5.8 90

seq20 11.4 13.9 26.8 26.8 60

seq25 – – – – 0

Although the improvement of the proposed model com-
pared to the sequential model has been demonstrated, in order
to further check its validity, it must also be compared with
other PEAs. In order to perform such a comparison, some
additional parallel executions were carried out. The param-
eters for such executions were the same as the ones used
in the above parallel experiments but in this case, instead
of using the hyperheuristic-based model, a homogeneous
island-based model was defined for each one of the 30 con-
figurations. Each model used 4 slave islands. The cost values
obtained in 30 and 60 min are used in the comparison. Table 6
shows, for the Seattle network, the number of homogeneous
schemes which are better, worst or not significantly differ-
ent from the proposed models. As shown in the table, less
than half of the proposed homogeneous models are better
than the hyperheuristic-based approaches. Table 7 shows the
same information for the Denver network. In this case, the
new proposed model is always among the best schemes. It
shows again the better adaptation of the proposed method to
the Denver instance. Since the adaptation scheme requires
some time to detect how the low-level metaheuristics are
behaving, the model performs better for longer executions.
Results show that the number of homogeneous models which
are worse than our model increases with the execution time
in every case. Moreover, for both studied instances, the hype-
rheuristic-based methods have shown their stability, allowing
the user to obtain very acceptable results without the require-
ment of testing a large set of different PEAs.

Also, it is important to check the suitability of the selec-
tion scheme. The proposed parallel models were compared

Table 6 Quality comparison of the parallel models for the Seattle
network

Model Better Worse Not differ

30 m 60 m 30 m 60 m 30 m 60 m

HH_Imp4 14 14 10 11 6 5

HH_Syn4 14 14 11 12 5 4

Table 7 Quality comparison of the parallel models for the Denver
network

Model Better Worse Not differ

30 m 60 m 30 m 60 m 30 m 60 m

HH_Imp 8 8 15 16 7 6

HH_Syn 8 5 13 17 9 8

with a strategy which randomly changes the configurations
executed on the islands. Such strategy has been denoted as
4-uniform. The involved configurations, migration scheme
and stopping criteria were identical to the ones used in the
first experiment. Tables 8 and 9 show the best, worst, average
and median of the costs achieved by HH_Imp4, HH_Syn4,
and 4-uniform approaches when applied to Seattle and Den-
ver instances, respectively. In every case, the average and
median costs achieved by the new proposed models are better
than the ones achieved by making a random mapping. More-
over, the statistical comparison of 4-uniform with HH_Imp4

and with HH_Syn4 shows the superiority of the hyperheuris-
tic-based approaches. As shown, the incorporated hyperheu-
ristic strategies produces an important improvement when
compared to random selection schemes.

As stated in the paper, the analyzed GSM networks are cur-
rently operating so finding their optimal plannings is of great
practical interest. They have been analyzed in several papers
[44,45]. The best results have been obtained by using “seq1”,
with a stop criterion of 10 h. Note that parallel approaches
have only been executed with more restricted stopping cri-
teria. For the Denver instance, the best obtained plan has
84,548.9 interference units. Since our knowledge it has only
been improved by the plans obtained by using grid systems
[46]. In such a case, executions with 300 processors were
performed. In the case of the Seattle instance, it was pro-
duced a plan of 654.53 units. Since our knowledge it is the
best known frequency plan.

7 Conclusions and future work

This paper has presented a set of approaches used to deal with
the FAP. Relevant aspects of real-world GSM networks has
been considered in the mathematical formulation of the FAP.
In previous works, a memetic algorithm with an increasing
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Table 8 Quality comparison of the hyperheuristic-based models with a random scheme for the Seattle network

4-uniform HH_Syn4 HH_Imp4

Best Worst Mean Median Best Worst Mean Median Best Worst Mean Median

30 min 951 1,316 1,138 1,149 852 1,264 1,051 1,052 857 1,314 1,063 1,069

60 min 949.5 1,278 1,074 1,067 796 1,200 1,007 1,008 857 1,198 1,024 1,016

Table 9 Quality comparison of the hyperheuristic-based models with a random scheme for the Denver network

4-uniform HH_Syn4 HH_Imp4

Best Worst Mean Median Best Worst Mean Median Best Worst Mean Median

30 min 86,849 89,174 87,790 87,756 85,273 89,296 87,162 87,103 85,760 88,507 87,198 87,175

60 min 86,390 88,620 87,224 87,201 84,718 88,186 86,502 86,564 85,465 88,037 86,677 86,553

population size had been designed to deal with such a ver-
sion of the FAP. The algorithm combines a modified evo-
lutionary algorithm with a (1 + 1) selection operator and
a specifically designed local search. A theoretical analysis
of the local search has been performed, showing the cases
in which optimal assignments are performed. In previous
researches, promising results were achieved by using such a
memetic algorithm. However, it had to be adapted for each
solved instance. Particularly, the internal parameters of the
variation operators had to be fixed. Thus, previously to solv-
ing a problem instance, an algorithm tuning step had to be
performed.

A novel parallel approach, based on hybridizing hype-
rheuristics and the island-based model, has been applied to
the FAP. The proposal adds an adaptive property to the well
known island-based model by applying the operation prin-
ciples of the hyperheuristics. The model combines a set of
low-level metaheuristics in an intelligent way, granting more
computational resources to those configurations that show a
more promising behavior. In the considered case, the low-
level metaheuristics are configurations of the memetic algo-
rithm, which use different sets of internal parameters and
variation operators. Specifically, 30 different configurations
have been used. Moreover, new variation operators has been
designed and tested. In order to perform the assignment of the
resources, two different hyperheuristics have been incorpo-
rated inside the model. Both hyperheuristics are based on the
use of choice functions and probabilistic selections strategies.
The first hyperheuristic (HH_Imp) is based on estimating
the improvement that each configuration can achieve, when
breaking from the currently achieved solutions. The second
hyperheuristic (HH_Syn) tries to detect synergies between
pairs of configurations, i.e. it analyzes the behavior of the
low-level metaheuristics when they are executed in parallel
with other metaheuristics.

Results achieved for two real-world networks demonstrate
the validity of the proposed scheme. Both networks are cur-
rently operating in US cities, so finding their optimal plan-
nings is of great practical interest. The new designed schemes
made possible to improve the previously known best fre-
quency plans for the Seattle instance. In the case of the
Denver instance, it has been able to improve the results
attained by sequential executions of more than 5 days [46].
However, it was not able to improve the quality of the plans
obtained by using large grid systems [46]. The experiments
compare the proposed model with the low-level sequential
algorithms, and with a set of parallel approaches: a homo-
geneous island-based model for each considered sequen-
tial approach. Results obtained by the designed approach
with 4 slave islands are similar to the ones obtained by the
best sequential scheme. Therefore, even with so few pro-
cessors, the hyperheuristic-based approaches can be used
in order to avoid the tuning step of the memetic algorithm.
Thus, the new model provides high-quality solutions with-
out forcing the user to have a prior knowledge about the
behavior of the different configurations when applied to a
given instance. Tests with 8 slave islands have allowed to
speedup the obtaining of high quality solutions. Thus, the
parallel model can be used to improve the quality of the
achieved solutions, or to obtain similar solutions in fewer
time. Results obtained by both hyperheuristics are similar in
terms of the quality achieved at the end of the executions.
However, HH_Syn has shown a slightly better behavior. In
order to confirm the suitability of the resource assignment
performed by the hyperheuristics, they were compared with
a model which randomly distributes the resources among
the low-level metaheuristics. The frequency plans obtained
by the new scheme with any of the incorporated hyperheu-
ristics improve the ones reached by performing a random
mapping.
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Future work targets the incorporation of some other mod-
ern metaheuristics inside the proposed approach to deal with
the FAP. Mixing evolutionary and classical optimization
approaches, in the same parallel scheme, can also produce
many benefits. Since it has been shown the importance of
customizing the variation operators, in order to achieve good
quality solutions, it would be interesting to incorporate new
crossover and mutation operators. Alternative hyperheuristic
strategies can be proposed and a deeper analysis with them
can be performed. Also, it would be interesting to execute
the parallel model in a larger cluster, or in a grid. Thus, an
scalability analysis can be performed. In order to confirm
the superiority of HH_Syn in relation to HH_Imp, it would
be be interesting to apply the parallel model to some other
real-world problems, specially to those involving high-cost
evaluation functions.
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