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Abstract Forming Limit Curves (FLCs) were determined
experimentally through limiting dome height (LDH) tests in
AA1050, AISI 316L and AISI 304L. FLCs were also
simulated through FE (finite element) analysis. Simulations
involved both constant and varying (with strain and strain
path) material properties — namely, strain hardening
exponent (n) and normal anisotropy (r).Varying n values
were estimated from limited experimental data (from tensile
tests) and the implicit assumption that n scales with in-grain
misorientation developments and formation of strain in-
duced martensite. r, on the other hand, could be estimated
from crystallographic texture only for AA1050. Simulations
with varying r in AA1050 had shown a clear, though
numerically marginal, improvement. On the other hand,
varying n could remarkably improve the FLC predictability
in 316L and 304L, especially in the biaxial region.

Keywords Formability . Forming limit curve . Finite element
analysis . Texture . Microstructure . Strain hardening
exponent . Strain inducedmartensite . In-grainmisorientation

Introduction

Sheet metal forming finds a wide range of applications in
modern technological society. Such applications demand
in-depth understanding, both scientific and applied, of sheet
metal formability. The latter is often popularly represented
as forming limit curves (FLCs) [1–3]. An FLC is generated
by deforming material at different strain-paths and then
plotting a boundary demarcating necked samples, the
implicit assumption being that materials do not fail below
FLC and are safe to form, if wrinkling is avoided [1–4].

Experimental measurement of FLCs is both expensive
and time consuming. Therefore, it is useful to predict
the FLCs. Advanced finite element (FE) packages [5–
11] and availability of accurate material models [10–21]
has made simulations of even most complex geometries
[22, 23] a practical choice for today’s metal forming
industries. The quest for better forming predictability is
an area of significant technological importance [24–25].
But this is also an area where the science of micro-
structures finds limited usage. For example, it is normally
understood [26–30] that variations in important material
properties (of relevance to FE simulations are strain
hardening exponent (n) and normal anisotropy (r)) during
forming can affect the forming behavior and the forming
limits. However, such variations are rarely taken into
account in FLC simulations. In the present work the
variations in strain hardening exponent and normal
anisotropy as a function of strain and strain path are
incorporated while simulating the FLC.

Three fcc metals were selected for this study: AA1050,
AISI 316L and AISI 304L. It may be noted that the selected
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metals have a range of material properties1 and were
observed (and are expected) [31–38] to have remarkably
different microstructural developments. Some earlier stud-
ies [31–32] have already shown improvement in FLC
prediction by using materials model which takes into
account changes in material properties during deformation.
The objective of the present study is to use microstructural
developments, in terms of changing material properties
(r & n), as inputs towards FLC simulations.

Experimental details

Material and deformation

In this study fully annealed commercial AA1050, AISI 316L
and AISI 304L (chemical compositions are listed in Table 1
and 2) sheets of about 1 mm thickness were used. The
mechanical properties of these materials were measured
through standard tensile and r bar tests — ASTM E 8M &
ASTM E 517 respectively. The use of an extensometer
ascertained reasonable accuracy in strain measurement.
2.5 mm screen printed circular grids were used for
estimation of effective strain in deformed samples. Table 3
lists the starting properties which are needed for subsequent
FE analysis of the three materials and Barlat’s parameters
[39] for FE analysis of AA1050.The sheets were also
subjected to limiting dome height (LDH) [25] tests in a
200 ton double-action hydraulic press. To achieve different
strains-paths, different sheet geometries [3] were used.
After deformation, strain and strain-paths were estimated
using the standard [1–4] procedure and the experimental
FLCs were obtained.

Three different strains and strain-paths were selected
for subsequent microstructural characterization. Strains
were classified as low (LS), intermediate (IS) and high
(HS), while strain-paths were generalized as biaxial
(BS), uniaxial (US) and plane strain (PS) (see Table 4).
Table 4 also lists effective strain values (") calculated for
the three materials using the Hill’s 48 yield function [16]
and the equation for calculating the effective strain is
given in eq. (1). The effective strain estimates offer a
common basis for comparison between the different
strain-paths.

" ¼ 1þ r

1þ 2r
"21 þ "21 þ

2r

1þ r

� �
"1"2

� �1
2

ð1Þ

Where r is the average plastic anisotropy, ɛ1 and ɛ2 are
the major and minor true strain respectively.

Microstructural characterization

X-ray diffraction

Bulk texture measurements were obtained using a Panalyt-
ical MRD System for the selected samples (as given in
Table 4). Orientation Distribution Functions (ODFs) were
measured by the inversion of four incomplete pole figures
and using the program MTM-FHM [40]. FHM represents
fast harmonic measurements and uses standard series
expansion [41]. In the present study, the X-ray ODFs were
used for calculating texture estimated r [40] for AA 10502

and Texture Index (TI) for all the materials. From bulk
texture measurements rvalues (normal anisotropy values)
were estimated using MTM-FHM program and the meth-
odology described elsewhere [42]. Texture index, orR

f gð Þ½ �2dg, where f(g) is the ODF intensity [43], can be
used to represent the relative texturing or anisotropy. From
the measured XRD (X-ray diffraction) patterns, the per-
centage of bcc martensite phase was also estimated for AISI
316L and 304L. Martensite percentage was estimated [44]
from X-ray diffraction data using equation
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Where α’ and γ are related respectively to the martensite
and austenitic phase

Ihkla0 is the corrected integrated intensity of diffraction
line (hkl)
Rhkl is the corresponding theoretical line intensity,

Rhkl ¼ 1

V 2
FF*
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 the structure factor times its complex conjugate
e�2M the Debye - Waller or temperature factor
V the unit cell volume of the diffracting phase

Table 1 Chemical compositions, in wt% alloying elements, of
AA1050

Material Fe Cu Zn Mn Ti Si Mg Al

AA1050 0.4 0.005 0.007 0.05 0.003 0.08 0.004 Bal.

1 Of specific interest, from the point of microstructural developments, are
the stacking fault energy values. These are about 175, 60 and 20 J/m2

respectively for AA1050, 316L and 304L.

2 It needs to be stated, at this stage, that presence of significant
twinning and strain induced martensite in 316L and 304L makes any r
estimates from crystallographic texture meaningless in these two
materials.
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Electron back scattered diffraction (EBSD)

EBSD samples were prepared using the standard electro-
polishing technique [38, 45]. A TSL-EDX OIM (orientation
imaging microscopy) or EBSD system on an FEI Quanta
200HV SEM (scanning electron microscope) was used. For
each sample, an area of more than 2 mm2 was scanned with
step sizes of 0.3 μm or lower. The present study used
EBSD scans for two purposes: for estimating the percent-
age of strain induced martensite3 and in-grain misorienta-
tions. For the latter, grain average misorientation (GAM)
values were used. Grains were identified from the presence
of continuous boundaries of above 1˚ misorientation; GAM
values were then estimated as average point-to-point
misorientation within a grain.

Finite element analysis

LDH (limiting dome height) tests were simulated using
finite element (FE) analysis software PAMSTAMP 2G.
Simulations were conducted for different strain-paths using
appropriate boundary conditions. For the simulations,
different yield criteria were tried out. Barlat’s and Hill’s
Yield criterion emerged as the best respectively for
aluminum (AA1050) (as shown in Fig. 1a) and austenitic
stainless steel (316L & 304L). These were used, in the
present study, for both constant and varying material
properties (e.g. n and r). To represent stress-strain relation
the Holloman hardening law was used and a friction
coefficient of 0.12 (between punch and blank) was
assumed. For simulations with varying material properties,
n and r were changed in different strain-paths at an
increment of 0.1 effective strain. A localized neck can be
perceived by the presence of a critical local thickness
gradient. Such a perception is independent of the strain
path, rate of forming and material properties. In the M-K
type analysis [46], the above concept implies that necking
should be predicted when the ratio of the thickness of the
notch to that of the bulk drops below a critical magnitude
Rcri.

f ¼ current thickness notch

current thickness of bulk
� Rcri ð3Þ

In the present simulations, evolution of thickness ratio
(equivalent of f) between neighboring finite elements was
monitored and necking was predicted when it drops below
Rcri The magnitude of Rcri was earlier established as equal
to 0.92 by careful experimentation [47, 48].

Results

FLCs using constant material parameters

As shown in Fig. 1, FLC predictions assuming constant n
and r brought different degrees of success. In AA1050
(Fig 1a) the FLC predictions using Barlat’s 1991[39] and
Hill’s 48 [16] yield functions were compared with the
experimental plot. The former showed a better comparison
with the experimental plot. For 316L and 304L the FLC
predictions using Hill’s 48 [16] yield function were
compared with the experimental plot and the differences
between predicted and experimental plot were significant.

3 These were confirmed by X-ray diffraction (valid for higher
martensite percentages) and VSM (vibrating sample magnetometer)
[34].

Table 3 Mechanical properties of the three materials

Direction YS
(Mpa)

UTS
(Mpa)

Elongation
(%)

n K r r Δr

AA1050
0° 70 91 38 0.24 145 0.69 0.77 −0.02
90° 68 89 48 0.25 148 0.83
45° 65 83 49 0.23 150 0.79
AISI 316L
0° 637 303 71 0.37 1228 0.84 1.13 −0.12
90° 624 300 66 0.32 1210 1.30
45° 630 296 60 0.31 1190 1.20
AISI 304L
0° 705 254 69 0.39 1309 0.89 1.05 0.17
90° 674 245 69 0.39 1208 0.97
45° 675 243 72 0.38 1165 1.41

Barlat’s (1991) coefficient — M = 8, C1 = 0.921, C2 = 1.095, C3 =
0.898, C6 = 1.031. Where, M= Exponent used in Barlat’s anisotropic
yield function, and C(1-6) = material co-efficient of Barlat’s aniso-
tropic yield function.
YS = yield stress, UTS = ultimate tensile strength, n = strain hardening
exponent, K = Strength coefficient, r = plastic strain ratio (width vs.
thickness strain), r = normal anisotropy, Δr = planer anisotropy.
Direction 0°, 90° and 45° are angle with rolling direction of the sheets

Table 2 Chemical compositions, in wt% alloying elements, of AISI 316L & 304L

Material C Mn P S Si Cr Ni Mo Cu Al Fe

AISI 316L 0.025 1.24 0.0323 0.0125 0.309 17.07 10.44 2.08 0.42 0.0202 Bal.
AISI 304L 0.02 1.63 0.003 0.005 0.40 18.20 9.55 0.03 0.03 0.011 Bal.
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Fig. 1 Comparison between experimental and simulated (with
constant n and r) FLCs for (a) AA 1050 using Barlat’s 1991 and
Hill’s 48 yield criteria, (b) 316L using Hill’s 48 yield criteria and (c)
304L Hill’s 48 yield criteria

Table 4 Selected samples from experimental FLD

Effective Strain

Strain Uniaxial strain (US) Plane strain (PS) Biaxial Strain (BS)
AA1050 AISI 316L AISI 304L AA1050 AISI 316L AISI 304L AA1050 AISI 316L AISI 304L

LS 0.20 0.22 0.14 0.20 0.23 0.16 0.21 0.29 0.19
IS 0.32 0.29 0.26 0.32 0.34 0.22 0.30 0.40 0.29
HS 0.46 0.46 0.34 0.38 0.50 0.31 0.45 0.58 0.42

Strains: low (LS), intermediate (IS) and high (HS). Strain paths: uniaxial (US), plane strain (PS) and biaxial (BS). The values of major, minor and
effective strains are listed
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Fig. 2 Plots of log (true stress) vs. log (true strain) for (a) AA 1050,
(b) 316L and (c) 304L. The data were taken from standard tensile
tests. From slope(s) of the plots, n value(s) were estimated
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FLCs using varying material parameters

Approximating changes in n variations and its role in FLC
predictability

In order to explore whether varying n can contribute to any
improvement in FLC predictability, the first step required
was to approximate changes in n with strain and strain path.
During tensile tests, variations in n could be identified as a
function of true or effective strain (Fig. 2). As shown in
Fig. 2a, n did not change noticeably in AA1050, while
significant variations were noted for 316L and 304L
(Fig. 2b & c). As AA 1050 maintained almost constant n
during tensile tests, it has been assumed that n values will

not change during deformation and will remain constant for
all the strain paths during simulation. The change in n for
316L and 304L can be linked to the development of
microstructural features during deformation. It is assumed
that the development in n will be scaled with two important
microstructural features (i) Grain Average Misorienation
(GAM) (ii) Strain Induced Martensite Formation (SIMF).
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Fig. 3 (a) Plots of grain average misorientation and effective strain
for 316L and 304L. (b) Plots of percentage martensite and effective
strain for 316L and 304L. Plots of normal anisotropy and effective
strain

Table 5 Grain average misorienation (GAM) in 316L and 304L

Uniaxial Plane Strain Biaxial

Strain 316L SS 304L SS 316L SS 304L SS 316L SS 304L SS
LS 1.15 0.98 1.41 0.76 1.89 0.79
IS 1.51 0.93 1.85 0.77 1.81 0.77
HS 2.02 0.87 2.16 0.73 2.05 0.76

Selected samples, for which grain average misorientation (GAM)
values were measured, are listed in Table 4

Table 6 Percentage Martensite in 316L and 304 L

Uniaxial Plane Strain Biaxial

Strain 316L SS 304L SS 316L SS 304L SS 316L SS 304L SS
LS 1.2 4.2 1.3 8 1.8 18
IS 1.2 9.1 1.4 11 2.9 21
HS 1.5 15.4 2.9 19 3.2 24

In 316L martensite percentage was measured from EBSD, while X-ray
diffraction was used to quantify martensite in 304L. Selected samples, for
which martensite percentages were measured, are listed in Table 3
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Fig. 4 Extrapolation of Strain hardening exponent n. (a) n vs. grain
average misorientation (GAM) in 316L and (b) n vs. percentage
martensite in 304L. Experimental n values (where n values were
obtained from Figs. 2b & c) were fitted in a linear function. n values
for plane strain and biaxial strain-paths were then estimated from the
linear function
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As shown in Fig. 3a and Table 5, the GAM develop-
ments with effective strain in 316L are significant and strain
path dependent but the change in 304L is very marginal.
However, Fig. 3b and Table 6 shows that the formation of
strain induced martensite is too insignificant for 316L.
Therefore, in the absence of significant strain induced
martensite formation, n will scale with GAM (as given in
Table 5.) for 316L. In 304L, on the other hand, it was
assumed that n will scale with the percentage strain induced
martensite, as the formation of strain induced martensite is
significant and strain path dependent. It may be noted that
in 304 L sheets, GAM variations did not show any
significant trend.

Trends in n were available (Fig. 2b & c) for 316L and
304L, but only for uniaxial strain path and limited range of
effective strain. However, for accurate FLD estimation it is
necessary to have variation in n for all the strain paths. To
extend the range further4, assumptions were needed. As
discussed in the previous section, the development in GAM
for 316L (Fig. 3a and Table 5) and strain induced
martensite for 304L (Fig. 3b and Table 6) is strain path
dependent. The changes in GAM and percentage strain

induced martensite were further plotted with experimental n
values for uniaxial strain path and extrapolated for the other
two strain paths (Fig. 4a & b). From such plots, straight
linear relations were estimated. The relations were then
extended to estimate n values (at intervals of 0.1 effective
strains) for the other strain-paths (as shown in Fig. 5a & b).
These were then used to conduct FE simulations with
varying n (Fig. 6).

Possible changes in r and its implications for FLC
predictability

Crystallographic texture was affected by strain and strain
path — see Fig. 7 and Table 7. From the crystallographic
texture, and using the standard fcc slip systems, the r values
were estimated [40–42] in AA1050 — see Table 8. r vs.
effective strain plots at three different strain paths yielded
linear fit as shown in Fig. 8. The latter was then incorporated
for varying r estimates (at intervals of 0.1 effective strain) —
to be implemented into FLC simulations. The FLC predic-
tion incorporating r evolution is shown in Fig. 9. It is clear
from Fig. 9 that in AA1050, FLC predictability shows a
clear, though numerically marginal, improvement — on both
tensile and stretching sides.

4 i.e. to cover other strain paths.
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Fig. 5 Plots of strain hardening exponent and effective strain (a)
316L and (b) 304L. For (a) & (b) the data were taken from standard
tensile tests for uniaxial strain path and for plane strain & biaxial
strain path data were taken from extrapolation of the data as in Fig. 3
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Table 7 Texture index [40] for all three materials — after deformation at different strains and strain-paths (as in Table 3)

Uniaxial Plane Strain Biaxial

Strain AA-1050 316L-SS 304L-SS AA-1050 316L-SS 304L-SS AA-1050 316L-SS 304L-SS
LS 3.95 3.214 2.88 4.8 3.664 2.468 4.14 3.865 2.566
IS 3.91 3.256 3.636 3.67 3.505 2.326 3.39 3.418 2.655
HS 3.82 3.739 3.887 3.60 3.656 3.305 2.66 3.668 2.457

Table 8 Texture estimated [40] r values for the selected (as in table 4)
samples of AA1050

Strain Uniaxial Plane strain Biaxial

LS 1.34 1.43 0.913
IS 1.38 0.97 0.833
HS 1.49 0.89 0.733
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Fig. 8 Plots of normal anisotropy (r) and effective strain. For selected
samples r were estimated using texture estimated data [40] as in
Table 8
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Figure 6 clearly shows the effectiveness of using varying
n towards improvements in FLC predictability. The match
was almost perfect in the biaxial side (for both grades),
though on the uniaxial side differences did still exist.
However, improvements in FLC predictability may also be
obtained by incorporating varying r in 316L and 304L.
Austenitic stainless steels can have significant twinning
[34] and strain induced martensite formations [35–38] and
therefore there is no simple procedure to estimate r from
microstructure and crystallographic texture and this is not in
the scope of the present work.

Discussion

The microstructure represents size-shape-orientation of
grains, phases and defects [49]. It has significant impact on
many different properties, especially those sensitive to
microstructure [49]. Sheet metal formability strongly
depends on the microstructure [31, 35–36]. Formability also
has significant technical and commercial implications. As
yet, relating exact microstructural inputs for formability
predictions remains at best a ‘qualitative’ subject. The reason
for this is the limited ability to translate different aspects of
microstructure into quantitative numbers of material proper-
ties affecting formability. It is this factor which provided the
impetus and motivation for the present study.

The present study used the FE analysis approach and
suitable yield criteria (Barlat for AA1050 and Quadratic
Hill for 316L & 304L) to predict FLCs. This was attempted
using both constant and varying r and n. A few interesting
past studies can be cited [31–32], where varying r and n
(from actual mechanical test data) were used successfully
for improved FLC predictions. Past studies [34–36] have
also shown a strong correlation between microstructure
with strain and strain path. However, what makes the

present study interesting is that it could convert tangible
aspects of microstructural developments (e.g. developments
in in-grain misorientation, strain induced martensite forma-
tion and crystallographic texture) into quantitative numbers
of microstructure-sensitive properties — namely r and n.
These were then used successfully for better FLC predict-
ability (Figs. 6 and 9).

This study is an initial attempt to highlight the possibility of
using direct microstructural inputs towards better formability
analysis. Unquestionably, such efforts need to be even more
quantitative and with fewer ad-hoc assumptions, where
complexities of microstructure and of microstructural devel-
opments can be effectively related to suitable anisotropic
yield criteria and to strain path dependent hardening laws.

Summary

Experimental and simulated (using Finite Element analysis)
FLCs (forming limit curve) were generated for AA1050
and AISI 316L & 304L. The simulations were conducted
using both constant and varying continuum material
properties (namely r and n).

& In AA1050, the use of varying r could improve FLC
predictability. (r estimates were obtained from crystal-
lographic texture). The improvement was clear, though
numerically marginal.

& Variations in n were estimated experimentally from
tensile tests. These were then related to in-grain
misorientation developments in 316L and to percentage
strain induced martensite in 304L. This procedure
allowed extending n estimates to different levels of
strains and strain paths. Incorporating varying n did
cause significant improvement in FLC predictability,
especially on the biaxial side of 316L and 304L FLCs.

This study brings out clear possibilities for using direct
microstructural inputs towards better FLC predictability.
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