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Abstract Recently emerging diagnostic tools such as

MammaPrint and oncotype-DX are beginning to have

impact on clinical practice of breast cancer. They are based

on gene expression profiling, i.e., gene expression analysis

of a large number of genes. Their unique characteristic is

the use of a score calculated from expression values of a

number of genes, for which the Food and Drug Adminis-

tration (FDA) created a new diagnostic category entitled

‘‘in vitro diagnostic multivariate index assay (IVDMIA).’’

In contrast to conventional biomarkers, IVDMIA requires

an algorithm to calculate the diagnostic score. The linear

classifier is the preferred algorithm. When the number of

diagnostic genes is n, each tumor is represented by a point

in an n-dimensional space made from gene expression

values. Diagnostic algorithms (linear classifier) make an

(n-1)-dimensional plane in the n-dimensional space to

separate two patient groups. Calculation of the diagnostic

score is achieved by dimension reduction. Currently,

IVDMIA is restricted to gene expression profiling, and will

also be applied to malignancies other than breast cancer.
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Introduction

Recently emerging diagnostic tools such as MammaPrint

[1, 2] and oncotype-DX [3] are beginning to have impact

on clinical practice of breast cancer. Both should be con-

sidered in the context of personalized medicine for deter-

mination of chemotherapy through genetic information.

They are based on gene expression profiling, i.e., gene

expression analysis of a large number of genes. The unique

characteristic of these tools is the use of a score calculated

from expression values of a number of genes. This is a new

feature that no previous diagnostic procedure has, for

which the FDA created a new diagnostic category entitled

‘‘in vitro diagnostic multivariate index assay (IVDMIA).’’

Currently, MammaPrint and Pathwork of Origin Test (a

microarray-based diagnostic system to determine tissue

origin of cancer whose tissue origin is unknown) have been

cleared by the FDA.

So far, when using a biomarker, for example, for

estrogen receptor or blood cholesterol, the concentration or

amount of the molecule is used as a score for diagnosis.

However, in IVDMIA, the score is calculated from a

number of measurement values, which are gene expression

values in the cases of MammaPrint and oncotype-DX.

Thus, in IVDMIA, the algorithm, i.e., the method of cal-

culating the score, is critical. However, such an algorithm

is a ‘‘black box’’ for clinicians. In this short review, I

present a simplified explanation of the algorithm for

IVDMIA.

Overview of the IVDMIA diagnostic system

There are two types of statistical analysis for gene

expression profiling: unsupervised analysis and supervised
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prediction [4, 5]. For diagnostic purposes, supervised pre-

diction has usually been adopted. In supervised analysis,

parameters of a diagnostic algorithm are determined with a

learning set, and the performance of the algorithm is

evaluated with a test set. With a small sample set, cross-

validation procedures are usually applied. Leave-one-out

(LOO) cross-validation is the most frequently used. In

LOO, one sample is withdrawn, and the diagnostic classi-

fier is built with the rest of the samples. The performance

of the classifier is evaluated on the withdrawn sample.

Repeating with all the samples, the overall performance of

the classifier is determined. A schematic representation of

LOO is shown in Fig. 1.

Although there have been many studies on supervised

prediction, there have been very few comparing algo-

rithms. The main obstacle is multiplicity of statistical test.

Statistical significance should be adjusted when the test is

repeated. For example, a prize could be obtained easily by

increasing the number of lots drawn. The chance estimation

of the prize should be adjusted with the number of trials.

Similarly, when a number of classifiers are tested, some

classifiers yield a good performance by chance. In addition,

such studies do not guarantee consistency of results with

other data sets. It should also be noted that many studies

lacked proper evaluation of classifiers [4]. Thus, it is

extremely difficult to determine the real performance of a

classifier.

Although only a few comparative studies have been

reported, a trend in choice of algorithm has been estab-

lished. Relatively simple algorithms, categorized as linear

classifiers, such as weighted voting [6] and nearest centroid

[7], are now preferred. Complex algorithms such as artifi-

cial neural network [8] are the minority. One reason is that

linear classifiers have sufficient performance. The other

reason is that it is difficult to control overfitting with

complex algorithms. Overfitting is a phenomenon inherent

to supervised prediction: parameters of any algorithm are

optimized with the learning data set, and its performance

with other data sets is usually not as good as that with the

learning set. In general, prevention of overfitting is easier

with linear classifiers. The algorithm for MammaPrint

belongs to the nearest-centroid type [1]. Oncotype-DX also

employs a linear classifier, but it has not been described in

detail.

Simplified explanation of diagnostic algorithm

When the number of diagnostic genes is n, each tumor is

represented by a point in an n-dimensional space made

from gene expression values. Diagnostic algorithms (linear

classifier) make an (n-1)-dimensional plane in the

n-dimensional space to separate two patient groups, e.g.,

high-risk and low-risk groups. As mentioned earlier, the

main feature of IVDMIA is the use of a score calculated

from expression values of all the diagnostic genes. I present

a simplified explanation for calculation of the score using

two diagnostic genes (n = 2).

When n = 2, each case is represented by a point in a

two-dimensional plane made with expression of genes 1

and 2. Two coordinates correspond to expression values of

genes 1 and 2. As shown in Fig. 2a, red cases (those

belonging to the good prognosis group) and black cases

(those belonging to the poor prognosis group) make clus-

ters, respectively, and a border line can be drawn. It should

be noted that this border line is determined by the learning

set and the algorithm used.

With the coordinates in Fig. 2a, each case is represented

by expression values of genes 1 and 2, e.g., (x1, x2). To

convert these two values into a single diagnostic score

(DS), the coordinates are rotated by the angle h so that one

axis (the score axis) is perpendicular to the border line

(Fig. 2b). In the new coordinates, (x1, x2) in the old coor-

dinates is converted to (x1cosh - x2sinh, x1sinh ? x2cosh).

Assigning the value of the score axis at the border line is b,

two groups are classified as follows.

a1x1 þ a2x2� b : good prognosis group

a1x1 þ a2x2\ b : poor prognosis group

a1 ¼ sin h; a2 ¼ cos h

Thus, a1x1 ? a2x2 acts as the score of the diagnosis.

The above example is for n = 2. For greater n values,

DS can be simply extended as

DS ¼
Xn

i¼1

aixi:

In this formula, xi is the gene expression value for gene i,

and ai is a coefficient determined by the diagnostic algo-

rithm with the learning data set. By defining the threshold,

DS can be used to classify patients into two groups.

With oncotype-DX, a diagnostic score, named the

recurrent score, is used in Paik et al. [3]. Their recurrent

score is a sum of gene expression values multiplied byFig. 1 Schematic representation of leave-one-out validation
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coefficients, and conforms to the above formula. The

algorithm for MammaPrint can be converted to a form of

the above formula.

Additional comments

It should be noted that the above explanation is for two

genes, and the process to yield a diagnostic score is

somewhat different with a larger n, depending on the

algorithm. However, for a linear classifier, the classifica-

tion is done with an (n-1)-dimensional plane in the

n-dimensional space made with n gene expression values.

The difference is within the process of dimension reduction

to yield diagnostic score.

From its definition, IVDMIA includes gene expression

as well as protein expression. Large-scale identification

of a protein can be achieved with mass spectrometry.

This type of analysis is called proteome analysis. Pro-

teome analysis has been mainly applied to blood samples

for detection of early cancer. In spite of early studies

reporting successes, e.g., a study on ovarian cancer [9],

this approach is now viewed skeptically. There have

been several technical advances, but more time is

required to make proteome analysis plausible [10, 11].

Thus, under the current situation, IVDMIA is limited to

gene expression.

MammaPrint and oncotype-DX are prognostic predic-

tors, and will be used to provide information for decision

on chemotherapy. On the other hand, there is another

approach, i.e., direct prediction of effects of a particular

anticancer drug. This approach has been taken with a single

drug (docetaxel) [12, 13] or combined chemotherapy [14].

However, because the life of a particular regimen is short,

it is not possible to recruit enough patients to establish

diagnostic systems. Thus, direct prediction of anticancer

drug efficacy is not a popular approach anymore.

When it first appeared, DNA microarray was expected to

revolutionize medical science. The expectation was exag-

gerated, and now we know its limitation. However, as

demonstrated by MammaPrint, it can be a powerful diag-

nostic tool. We are also developing IVDMIA for prognosis

prediction of glioma [15, 16], which is expected to help

clinical decision on temozolomide, a new alkylating agent.

IVDMIA will be one of the main tools for personalized

medicine.
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