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Abstract 
Single-sided natural ventilation has been common in multi-family residential buildings. Current 
research usually presumes that the outdoor air is clean, which is not realistic under the outdoor 
pollution situations. In this study, the particle transport and airflow pattern in an isolated living 
room with the single-sided natural ventilation are numerically investigated by means of Eulerian 
drift-flux model combined with the Eulerian fluid method. The results indicate that larger wind 
speed does not necessarily achieve better ventilation effect and higher air change rate (ACH). At 
high wind speeds, the effect of wind direction on the room average concentration becomes more 
conspicuous. Small particles tend to disperse in the room more uniformly while large particles 
exhibit stratified distributions. The results would be useful for optimizing single-sided natural 
ventilation in buildings. 
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1 Introduction 

Nowadays, the rapid increase of populations and deficit  
of resources across the world have resulted in an urgent 
need for energy-conservation buildings (Angel et al. 2011). 
Natural ventilation as an energy-efficient way to refresh a 
room has drawn lots of attention of the building designers 
(da Graça et al. 2002). Generally, there are two kinds of 
natural ventilation, cross flow and single-sided. For cross 
ventilation, air flows through a room via the openings on 
different facades of the building. Nevertheless, in densely 
occupied cities, a small room may only have one external 
facade (Gao et al. 2008). Therefore, single-sided natural 
ventilation is widely adopted in large cities. For single-sided 
ventilation, the flow rate across the opening may depend 
on many issues. Larsen and Heiselberg (2007) presented a 
new design expression for single-sided ventilation considering 
the impact of wind directions on the ACH. Besides, Wilson 
and Kiel (1990) measured the single-sided ACH in a test 
house with the temperature difference between indoor and 

outdoor environments, finding that a larger outdoor wind 
speed did not necessarily mean a higher ACH. Furthermore, 
Gao et al. (2008) simulated the airflow patterns at various 
wind speeds between two vertically adjacent rooms, observed 
that the air exhausted from the lower room can re-entrain 
the upper one under the gentle wind conditions, while this 
effect can be suppressed by the strong wind. 

From the aforementioned studies, single-sided natural 
ventilation is an ideal option for green buildings. However, 
most investigations assumed that outdoor air is clean. Possible 
influence of pollutants from outdoor environment on indoor 
air quality has not been taken into account (Li and Li 2015). 
However, the penetration of outdoor pollutants, especially 
the aerosol particles, can pose threat to human health. Dockery 
et al. (1993) and Chen et al. (2013) pointed out that air 
particle concentration is closely related to human mortality. 
So it is vital to study the particle transport and distribution 
in a room with the single-sided natural ventilation. The 
purpose of this paper is to clarify the transport characteristics 
of outdoor particles to an isolated room with the single- 
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sided natural ventilation at various wind speeds and directions, 
which can be of benefit to the ventilation optimization of 
buildings.  

2 Mathematical model 

2.1 Turbulent airflow model 

The steady state Navier–Stokes equations are solved to 
obtain the airflow patterns at four wind speeds and three 
different wind directions, and the interaction between the 
particles and fluid has been treated as one-way coupling, 
since the particle diameter of interest is so small that it  
can hardly impact the airflow field (Zhao et al. 2004). For 
the turbulent flow in the computational domain, the 
Reynolds average Navier–Stokes equations combined with 
Renormalization Group (RNG) k–ε model are employed 
(Launder and Spalding 1974). The general form of the 
governing equations can be expressed as 

( ) ( )φ φρuφ Γ φ S⋅ = ⋅ +


                         (1) 

where 

u  represents the time-averaged velocity; φ can be 

regarded as time-averaged velocity component (u, ν, w); 
turbulent kinetic energy k; turbulent dissipation rate ε or air 
enthalpy h in different equations; Γφ and Sφ are the effective 
diffusivity and source term for each variable, respectively. 
The corresponding expressions can be found in the reference 
(ANSYS 2012). 

A commercial CFD software FLUENT is used to solve 
Eq. (1) in the form of discretized algebraic equations with a 
second-order discretization scheme. The SIMPLE algorithm 
is adopted to couple the pressure and velocity fields. In order 
to take the buoyancy effect into consideration, the Boussinesq 
approximation is applied. 

2.2 Particle phase model 

In this study, the transport and deposition of particles   
are simulated with an Eulerian drift-flux model developed 
by Chen et al. (2006). Due to the feasibility of the proposed 
Eulerian model, the influences of other deposition 
mechanisms can be incorporated easily into the model. 
Another benefit of this model is the computational cost 
reduction since no individual particle tracking is required 
(Lai and Chen 2007). The governing equation of the particle 
phase takes the following form: 

s, p[( )] [( ) ]i i i iu v D ε C Sc⋅ + = ⋅ + +
 

               (2) 

where Ci is the particle mass concentration (kg/m3) of the 
size group i, s,iv  is the particle gravitational settling velocity, 

which considers the relative velocity of the two phases. εp is 
the particle eddy diffusivity and Di the Brownian diffusion 
coefficient. In the present simulation, particle sizes and 
velocities are so small that the assumption of εp/μt ≈ 1 can 
be used (Lai and Nazaroff 2000). A semi-empirical particle 
deposition model developed by Lai and Nazaroff (2000), 
which includes the structure of turbulent diffusivity in 
near-surface area of indoor environments, has been taken 
as a source term in the particle phase transport equation to 
deal with particle deposition on the walls.  

2.3 Model validation 

2.3.1 Airflow around a bluff body 

Jiang et al. (2003) used wind tunnel tests to investigate the 
airflow pattern around an isothermal scaled room. The 
dimension of the room is L(x) × H(y) × W(z) = 250 mm × 
250 mm × 250 mm, as shown in Fig. 1, with the wall 
thickness of 6 mm. In the experiment, the mean air velocity 
and its fluctuation were measured along 10 vertical lines  
at the middle plane of z direction with the laser Doppler 
anemometer. Four of these lines (shown in Fig. 2) are chosen 
in the present work to compare the numerical predictions 
with the experimental results. The geometry of the com-
putational domain is x × y × z = 13H × 4H × 9H, the inlet  

 
Fig. 1 Computational domain of the validation experiment 

 
Fig. 2 Locations of four vertical lines on which numerical predictions 
and experimental measurements are compared  
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velocity profile in x direction followed uy = (u0/κ) ln (y/y0) 
and the velocity components in other directions were zero. 
The isotropic Renormalization Group (RNG) k–ε model 
combined with wall functions are used to compute the 
turbulence in the domain. Comparisons between the 
experimental measurements and simulation results are 
illustrated in Fig. 3. It can be observed that, although the 
simulation results at the upper part of line H/2 and lower 
part of line 2H exhibit little deviations from the measurements, 
the overall data of present numerical model are satisfactory, 
which justifies the RNG k–ε model to be reliable enough  
to simulate airflow distribution in single-sided ventilation 
room in this study. 

2.3.2 Particle transport in a model chamber  

Chen et al. (2006) measured the distribution of the particle 
with a diameter of 10 μm in a model chamber. Figure 4 shows 

 
Fig. 3 Comparison of numerical and experimental normalized 
velocities on four vertical lines 

the geometry of the chamber, in which the air inlet and 
outlet (0.04 m × 0.04 m) are symmetrical about the middle 
plane y = 0.2 m. In the experiment, the particles are uniformly 
mixed with the supply air by a disperser and then injected 
into the chamber with a velocity of 0.45 m/s. Using the 
Eulerian drift-flux model mentioned above, the particle 
normalized concentrations on three lines (x = 0.2, 0.4 and 
0.6 m) at the center plane are computed and compared with 
the experimental results as shown in Fig. 5. It can be seen 
that the maximum error appearing at the top region of x = 
0.4 m between the experimental and simulation results is 
39.84%, which can attribute to the inaccurate turbulence 
predicted by the RNG k–ε model in this study. The average 
errors for the three cases are 18.08%, 16.13% and 8.65% 
respectively. From the view of the computational accuracy 
and cost, the numerical model predicts the particle con-
centration well, so the same drift-flux model is applied to the 
particle transport simulation for the single-sided ventilation.  

 

Fig. 4 Chamber geometry for the validation experiment 

 

Fig. 5 Comparison of numerical and experimental particle 
normalized concentrations on three lines (x = 0.2, 0.4 and 0.6 m) 
in the middle plane of y direction 
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3 Case set-up  

In order to investigate the particle transport characteristics 
in an isolated room with the single-sided ventilation, a 
typical living room with a man lying on the bed is chosen 
as shown in Fig. 6(a). The room dimensions are H × W × 
L = 2.7 m × 3.2 m × 4 m and the bed geometric size is 
1.2 m(x) × 0.5 m(y) × 2 m(z). The left side of the bed is on 
the middle plane in the x direction of the room. With a 
purpose of reducing computational cost, the head of manikin 
is simplified as a sphere with a diameter of 20 cm, and two 
circles with a diameter of 1 cm represent the manikin nose. 
The window at the front surface of the room is 1.6 m(y) ×  
1 m (z). In this study, three wind directions, normal, left 45° 
and right 45°, are investigated as shown in Fig. 6(b). The 
size of the computational domain is x × y × z = 64.8 m × 
20 m × 24.8 m, which is large enough to guarantee the  

 
Fig. 6 Schematic of living room and wind directions: (a) living 
room, (b) wind direction 

accuracy of the simulation results. The cases in normal wind 
direction and in the direction of left 45° as a representative 
are shown in Fig. 7(a) and 7(b). 

The inlet of computational domain is defined as the 
velocity boundary condition and four different wind profiles 
are selected to represent various environmental wind 
conditions. In the simulation of windless case, a uniform 
wind speed of 0.1 m/s is selected. The typical wind speed in 
the urban environment is usually larger than 0.1 m/s and 
follows a power law distribution as follows (Etheridge and 
Sandberg 1996): 

0.25
w0.35yu u y=                                 (3) 

where uw is the wind speed measured at 10 m above the 
ground and y is the vertical distance. In this work, three 
wind profiles are taken into account (uw =1 m/s, 2 m/s and 
4 m/s) except the windless case. The turbulence boundary 
conditions are specified by the turbulence intensity and 
length scale, which are 8% and 1 m respectively as an 
illustrative case. The outlet is set as the pressure outlet 
condition and the lateral and upper surfaces of the domain 
are symmetrical.  

Previous studies about natural ventilation have revealed 
the significant interactions between the approaching wind 
profile and indoor buoyancy effect (Zhao and Zeng 2009; Lo 
and Novoselac 2013; Ayo et al. 2015). Thus, the temperature 
difference between the outdoor and indoor environments 
is considered with the Boussinesq approximation. The tem-
perature of the atmospheric environment is 293 K, while a 

 
Fig. 7 Computational domain and boundary conditions: (a) in 
normal wind direction; (b) in the wind direction of left 45° 
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higher temperature is specified to the indoor environment. 
For the human body, a constant temperature of 304 K 
recommended by Gao and Niu (2004) is applied and the 
wall surfaces of the room are 298 K. Adiabatic boundary 
conditions are set to the surfaces of bed. The periodic 
respiration activity of human is treated as a steady inhalation 
according to (Hörschler et al. 2010). For each nostril, a 
constant inhalation rate of 7.5 litres per minute is applied, 
which represents the human breath at the light activity. 
Standard wall functions are applied to near-wall regions.  

To obtain the steady particle distributions at various 
wind speeds and directions, an Eulerian drift-flux model 
considering gravitational settling is employed. The inlet 
particle concentration is specified as unity, that is to say, the 
particle concentrations within the domain are normalized 
with the inlet value. For particle deposition onto the indoor 
surfaces, a semi-empirical model developed by (Lai and 
Nazaroff 2000), which accounts for the effects of Brownian 
and turbulent diffusion and gravitational settling, is used  
as the boundary condition. The expression for the particle 
deposition flux, Jd,i (m–2·s–1), is given as (Chen et al. 2006): 

d, d, b,i i iJ v C=                                      (4) 

where Cb,i is defined as the normalized bulk concentration 
of particles, which is taken as the concentration value in the 
first cell adjacent to the wall and can be treated as uniform. 
νd,i is the deposition velocity of particle. Besides, inhalable 
particle diameters of the indoor environment are usually 
less than 10 μm according to the review of (Nazaroff 2004), 
therefore, two typical diameters of 1 μm and 10 μm are selected 
to represent the small and large particles respectively. 

In the process of calculation, the steady state airflow 
pattern is obtained by solving RANS equations with the 
solver FLUENT, then the drift-flux model is incorporated 
by the user defined scalar (UDS) module to compute the 
particle distributions in the steady airflow fields. A flow 
chart briefly describing the computational process is shown 
in Fig. 8. Moreover, ACH is computed with a tracer gas 
decaying method, in which the steady flow field has been 
solved at first, then the tracer gas (CO2) was uniformly 
distributed in the room and the temporal evolution of 
volume-averaged indoor CO2 concentration was calculated 
according to the steady airflow. The ACH can then be 
calculated according to Eq. (5) as follows, where C0 represents 
the initial concentration of CO2, Cτ is the transient con-
centration at the time τ. In this study, the ACH is computed 
according to the volume-averaged CO2 concentration at   
τ = 600 s.  

0 1ACH 3600 ln
τ

C
C τ

= ´ ´( )                         (5) 

 
Fig. 8 Flow chart for the numerical simulation of particle transport 
characteristics 

The mesh of the computational model was generated 
by the software GAMBIT 2.4.6. The computational domain 
is discretized by hexahedral elements with variable sizes. 
For regions inside and close to the room, the mesh is the 
finest with the interval size of 40 mm corresponding to a y+ 
value larger than 30, which justifies the application of the 
standard wall functions and the semi-empirical deposition 
model developed by Lai and Nazaroff (2000). A coarser 
resolution about 50–150 mm is employed in the regions far 
away from the room. The mesh details around the room in 
the normal wind direction are shown in Fig. 9(a) and similar  

 
Fig. 9 Mesh details and grid independence test: (a) mesh around 
the room; (b) grid independence test by comparing the velocity 
magnitude 
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mesh generations are used in other two wind directions. 
The grid independence tests are done for various wind 
directions. In the normal wind direction, three numbers of 
cells, 2.5 × 106 (case-1), 4.3 × 106 (case-2) and 6.5 × 106 
(case-3) are adopted to check the independence. Figure 9(b) 
shows the velocity magnitude at the line x = –H/25 in the 
plane of z = 0. It can be observed that the velocity in case-2 
varies little with that in case-3, and can predict the airflow 
characteristics in the room well, so the case-2 with 4.3 × 106 
cells is applied to the following simulations. In the wind 
directions of left 45° and right 45°, the final grid numbers of 
5.8 × 106 and 5.9 × 106 are taken after the independence test. 

The convergence criterion of 10–6 is applied for all the 
variables in the simulations. Besides, the area-weight average 
velocity magnitudes at several interior faces in the room are 
also monitored. After about 5000 iterations, the residuals and 
average velocities no longer decrease but are maintained  
at an acceptable level. Then the solutions are regarded as 
converged. 

4 Results and discussion 

Airflow patterns in the plane z = –0.5 m (line-1 is on this 
plane) at various wind speeds in the normal wind direction 
are shown in Fig. 10. In general, the cold outdoor air pours 

down to the room from the lower part of the opening and 
diffuses along the floor, displacing the indoor air and finally 
flows out from the upper part. This flow structure, which 
can be seen at relatively small wind speeds (uw = 0.1 m/s, 
1 m/s, 2 m/s), is mainly due to the buoyancy effect resulting 
from the temperature difference between the indoor and 
outdoor environments. With the increase of wind speed, 
however, the effective depth of fresh air decreases gradually, 
wakening the displacement effect of indoor air. When the 
speed arrives at 4 m/s, it is clearly observed that the indoor 
airflow is relatively calm, only a small portion of cold 
outdoor air enters into the room. Figure 11 compares the 
velocity components in the x direction at different heights 
of the middle line (line-1) for the case in the normal wind 
direction, in which the positive value represents flowing 
into the room while negative one indicates flowing out. A 
nearly identical velocity distribution is produced when the 
speeds are 0.1 m/s and 1 m/s. While the velocity magnitude 
at the speed of 2 m/s is smaller, but still maintaining the 
similar profile, that is, air entering into the room from the 
lower part, flowing out from the upper part. Nevertheless, 
totally different velocity distribution appears in the case of 
uw = 4 m/s. The cold outdoor air gets into the room from 
the upper part while escapes from the lower part. This 
difference can be attributed to the interaction between the  

 
Fig. 10 Airflow patterns at four wind speeds in the normal wind direction (velocity unit in m/s): (a) 0.1 m/s; (b) 1 m/s; (c) 2 m/s; (d) 4 m/s
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Fig. 11 Distributions of x velocity component on the middle line 
of the opening at various wind speeds in the normal wind direction 

buoyancy effect and inflow wind profile. At the lower speeds 
(uw = 0.1 m/s, 1 m/s), buoyancy effect dominates the flow 
structure. Cold outdoor air sinks and spreads over the floor, 
then absorbs heat from the indoor environment, escaping 
from the upper part of the opening. On the contrary, when 
the speed increases to 4 m/s, strong air mixing in the vicinity 
of the opening can be observed, which reduces the flow rate 
through the opening and results in a very limited effective 
depth of fresh air. Similar airflow patterns can be observed 
with different wind directions.  

The changing trends demonstrated above accord with 
the experimental results of (Wilson and Kiel 1990), which 
observed that the ventilation rate generated by strong wind 
speed (5.5 m/s measured at 10 m above the ground) can  
be 25% smaller than the windless condition. The reason 
according to (Wilson and Kiel 1990) can be ascribed to the 
increased intensity of outdoor turbulence, which further 
increases the interfacial mixing at the near field of the 
opening and reduces the net ventilation rate. And moreover, 
the measurements of (Hunt and Linden 1999) indicated 
that ACH is relevant to the Froude number (Fr = u/(g’h)1/2): 
the larger the number is, the smaller the ACH value is 
produced. In the present simulation, the case of uw = 4 m/s 
in the normal wind direction can produce a Fr number   
of about 5, which is corresponding to a relatively low ACH. 
Besides, the approaching wind profile may attenuate    
the pressure difference near the opening, and turbulent 
fluctuations in the wind can further enhance the air mixing 
across the opening. As a result, the velocity magnitude in 
the vicinity of the opening is largest at the case of 4 m/s 
(shown in Fig. 11), but the corresponding indoor airflow  
is relatively calm and the ACH is similar to the windless 
condition.  

Figure 12 compares the changes of normalized volume- 
averaged indoor CO2 concentration and ACH at various 

wind speeds and in various wind directions. In the same 
direction, it can be observed that stronger wind speed does 
not necessarily mean lower CO2 concentration and higher 
ACH. For the nearly windless one (uw = 0.1 m/s) in the 
normal wind direction as shown in Fig. 12(a), the airflow is 
mainly affected by buoyancy force, resulting in an ACH of 
8.64. When the speed increases to 1 m/s, CO2 concentration 
decreases rapidly, corresponding to an ACH of 20.16 nearly 
three times bigger than the windless one. At the high speeds 
(uw = 2 m/s and 4 m/s), however, CO2 concentration decreases 
relatively slower than the case of uw = 1 m/s and the ACH is 
similar to the windless case. As for the wind direction, it is 
shown that the ACH values of 1 m/s, 2 m/s and 4 m/s in the 
normal wind direction are conspicuously larger than those 
in the directions of left and right 45°, which can attribute to 
the reduced effective flow area near the opening and the 
enhanced interfacial air mixing in the non-normal directions. 
On the contrary, the ACHs at the low wind speed in the 
non-normal directions are larger than that in the normal 
wind direction, and the ACH in the wind direction of right 
45° even arrives at 12.60, showing that the buoyancy effect 
dominates the airflow patterns in the non-normal wind 
directions. 

Particle distributions with different diameters at the speeds 
of 1 m/s and 4 m/s in the normal wind direction are shown 
in Fig. 13. It can be seen that the particle concentration near 
the floor is higher than that on the ceiling, and the particle 
concentration with the diameter of 1 μm is larger than that 
with the diameter of 10 μm. Moreover, under the effect of 
Brownian and turbulent diffusion, small particles distribute 
more uniformly. Dominated by the gravitational settling effect, 
large particles accumulate in the lower part of the room, 
demonstrating stratified patterns. Figure 14 compares the 
particle deposition flux at different surfaces of the room at 
three typical urban wind speeds (1 m/s, 2 m/s and 4 m/s) and 
in three wind directions. In the same wind direction, the 
deposition flux exhibits similar distributions at different 
speeds, namely, the wind speed hardly affects the deposition 
flux. Additionally, the deposition fluxes at vertical surfaces and 
floor are 1–2 orders larger than that on the ceiling, which is 
in good agreement with the experimental and numerical 
results of (Sippola and Nazaroff 2003) and (Zhao and Chen 
2006). In the normal direction, the deposition flux of 1 μm 
on the ceiling is nearly 5e–4, which is three-order larger 
than 10 μm. Same trends can also be observed in the other 
two wind directions. This is because gravitational settling 
dominates the movements of large particles, making more 
particles deposit on the vertical surfaces and floor. Conversely, 
small particles possessing relatively low Stokes number will 
follow the airflow tightly and disperse more uniformly. 
Furthermore, more particles with 10 μm deposit on the floor 
than 1 μm, but the difference is not conspicuous. Moreover,  
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Fig. 12 Comparison of normalized average tracer gas concentration at four wind speeds and the corresponding ACH values in three
directions: (a) normal direction; (b) left 45°; (c) right 45° 

 
Fig. 13 Normalized concentration distributions of particles with the diameter of 1 μm and 10 μm at the wind speed of 1 m/s and 4 m/s in
the normal wind direction. (a) 1 μm, 1 m/s; (b) 10 μm, 1 m/s; (c) 1 μm, 4 m/s; (d) 10 μm, 4 m/s 
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the deposition flux varies little with the wind direction also, 
showing that the wind direction plays a non-significant role 
in the particle deposition.  

Figure 15 shows the normalized average particle con-
centrations at various wind speeds and in three wind 
directions. It can be seen that large particles have lower 
concentrations than small particles at the same wind speed 
and in the same direction. Besides, the wind direction does 
have influence on the average concentration of particles 
especially at large wind speeds, because the non-normal 
wind direction and large wind speed can result in a strong 
mixing effect near the opening, restricting the particle 
entrance. When the wind speed is relatively small (1 m/s 

and 2 m/s), however, the average concentrations in three 
wind directions do not change a lot, showing that the effect 
of wind direction becomes not important at low wind speeds. 

5 Conclusions 

The Eulerian drift-flux model combined with Eulerian fluid 
model is employed in this study to predict the particle 
transport and airflow pattern in an isolated living room with 
single-sided natural ventilation.   

For the airflow pattern, larger wind speed does not 
necessarily bring on a better ventilation effect and a higher 
ACH. The interfacial mixing effect at the opening is relatively 

 
Fig. 14 Particle deposition flux on the surfaces of the room at the wind speeds of 1 m/s, 2 m/s and 4 m/s in three wind directions: (a) normal
direction; (b) left 45°; (c) right 45° 

  
Fig. 15 Comparison of room average particle concentration at the wind speeds of 1 m/s, 2 m/s and 4 m/s in three wind directions: (a) 1 μm
particle; (b) 10 μm particle 
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strong at high wind speeds, rendering less air entering into 
the room. As for the steady particle distribution, small particles 
tend to fill the room uniformly, yet stratified concentration 
pattern appears for the large particles. The deposition flux 
on the room surfaces varies little with wind speeds and 
directions. However, the deposition flux on the ceiling of 
large particle is three orders lower than that of small one, 
and the effect of wind direction on the room average con-
centration becomes conspicuous at high wind speeds. 

For the single-sided natural ventilation, the indoor air 
quality is deeply affected by the outdoor particles, so more 
emphases should be placed on the natural ventilation 
optimization for the future studies. 
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