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Abstract
With the recent advances in 5G and 6G communications and the increasing need for immersive interactions due to pandemic,
new use cases such as All-Senses meeting are emerging. To realize these use cases, numerous sensors, actuators, and virtual
reality devices are used. Additionally, artificial intelligence (AI) and machine learning (ML) including generative AI can
be used to analyze large amount of data generated by 6G networks and devices to enable new applications and services.
While AI/ML technologies are evolving, they do not have the same level of security as well-known information technology
components. So, AI/ML threats and their impacts can be overlooked. On the other hand, due to inherent characteristics of
AI/ML components and design of AI/ML pipeline, AI/ML services can be a target for sophisticated attacks. In order to
provide a holistic security view, the effect of AI/ML components should be investigated, threats should be identified, and
countermeasures should be planned. Therefore, in this study, which is an extended version of our recent study (Karaçay et
al. 2023), we shed the light on the use of AI/ML services including generative large language model scenarios in All-Senses
meeting use case and their security aspects by carrying out a threat modeling using the STRIDE framework and attack tree
methodology. Additionally, we point out some countermeasures for identified threats.

Keywords 6G · AI/ML · Threat analysis · Security · Holographic communication

1 Introduction

The COVID-19 pandemic has disrupted the way people used
to work in office setups and introduced a new way of work-
ing from home. The same change happened in the online
learning space as well. This change has been made pos-
sible by a number of video conference applications like
Zoom, Google Meet, and Microsoft Teams which worked
as enablers for holding different types of meetings, such as
educational or work meetings, in an efficient and scalable
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manner. Now, imagine being able to touch and feel your
remote surroundings while attending a meeting with your
holographic presence among your remote colleagues. This
experience, also known as telepresence, will be enabled by
6G applications belonging to the telepresence use case fam-
ily [2]. The evolution and new capabilities promised by 6G,
especially in the telepresence field, provide the opportunity
to seamlessly merge extended reality (XR), hologram, and
haptic capabilities into the day-to-day teleconference meet-
ings.

A key enabler of 6G, artificial intelligence (AI)/machine
learning (ML) will enhance the efficiency and intelligence
of networks by providing a number of services to such novel
6G applications. For example, the European horizon project
Hexa-X [2] mentions an AI framework that would provide
AI services to various 6G applications and network functions
following AI-as-a-Service (AIaaS) model.

The All-Senses meeting use case, which belongs to the
telepresence family of use cases identified in 6G, will use a
number of AI/ML services. These services could either be
delivered by AIaaS model or through third-party, or native
AImodels provided by the application developers. In order to
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render realistic audiovisual and achieve co-presence, several
functionalities such as stream compression and optimiza-
tion, holographic rendering, and face and gaze tracking will
use AI/ML [3, 4]. While commissioning additional capabili-
ties to the applications, AI/ML expands the threat surface of
the application [5]. The factors such as AI/ML model train-
ing and deployment (at edge or cloud location), additional
application interfaces to consume AI services, data owner-
ship of training data, and inherent threats to AI/ML, subject
these applications to new attacks. Hence, it is necessary to
understand the threat landscape in relation to theAI/ML func-
tionality of these applications.

In our earlierwork [6],weperformed a generic threatmod-
eling for the All-Senses meeting use case. We later refined
our work and added AI/ML aspects to the threat modeling
which resulted in [1]. In this work, we have extended our
work in [1] focusing on threat modeling of AI/ML subsys-
tem including generative large language model (we will use
LLM from now on) services used in All-Senses meeting use
case. We first define the All-Senses meeting use case and
then illustrate how the All-Senses meeting use case utilizes
numerous AI/ML services. We perform a threat analysis of
this AI/ML functionality using the STRIDE threat modeling
method [7] which is themost widely usedmethod. To investi-
gate more on the threats, we use the attack tree methodology
for the selected threats. Lastly, we point out related counter-
measures to defend the system against the identified threats.
Our work will pave the way to understand the threat land-
scape of the AI/ML subsystem in the All-Senses meeting use
case and shed light onLLM threats and theirmitigations, thus
providing a clearer picture of how to defend such systems in
a holistic manner. The novelty of our work lies in the fact
that we put the application of AI/ML in holographic use case
perspective, how AI/ML can be utilized using native as well
as pre-trained models as shown in our proposed system view,
and how generic and specific AI/ML threats might affect the
various stakeholders such as meeting participants and appli-
cation developers.

2 Related works

The All-Senses meeting use case is different than the
teleconference system as it captures holograms of remote
participants to provide the sense of co-presence to the par-
ticipants and provides the sense of touch and feel through
haptic devices and actuators. Google’s Starline project [8]
provides an initial glimpse of holographic-based meetings.
Although it facilitates a telepresence system between two
remote participants, it lacks the haptic capabilities, thus
constraining the system to be used only as a 3D meeting
system. In All-Senses meetings, end devices like cameras,
lidar sensors, microphones, and haptic devices capture the

video, audio, and tactile motions to produce the hologram
of a remote person and allow the interaction with a per-
son’s hologram. The tactile motions produce the feeling of
touch and perception by triggering sensory nerve signals.
The communication involved in All-Senses meeting belongs
to the category of multiple sensory media (Mulsemedia)
[9] and holographic-type communication (HTC) [10]. HTC
stipulates requirements on network in terms of ultra-high
bandwidth (of order of terabyte per second), ultra-low delay
(less than 1 ms), and strict synchronization between multiple
streams belonging to audio, video, and tactile motion. From
network’s perspective, even though this communication will
be warranted by 6G capabilities, stream optimization is still
a major issue in HTC. Research communities are trying to
develop efficient audio and video stream compression algo-
rithms to remove redundant streams from the transmission.
Froman end-device perspective, evenwith efficient compres-
sion techniques, HTC puts requirements in terms of storage,
computation, analytics, and streaming capabilities on the end
device.

In the case of constrained end devices, the solution is to
offload computation (in terms of rendering, compression, and
encoding) to the edge node [11]. The edge nodes can place
codecs in such a way that raw content is streamed through
network and can be encoded/decoded at desirable quality as
per the network QoS and device capability. Looking at the
6G offerings, these services can be provided by edge network
in the form of Compute as a Service (CaaS).

In the All-Senses meeting use case, we are envisioning the
use of numerousAI/ML-based services. AI is also being used
in generating 3D hologram in real time resulting in faster,
efficient, and lightweight solution that performs well with
low computational capability devices [12]. In current sce-
narios, a number of applications are utilizing the power of
AI/ML to provide newcapabilities and enhance the efficiency
and accuracy of current capabilities, e.g., sentiment analy-
sis [13], gaze correction, super-resolution, noise cancellation,
and face relighting [14]. Various videoconferencing apps are
alreadyusingAI-powered backgroundnoise cancellation and
background obfuscation services [15]. As AI/ML techniques
have shown great improvement in optimizing streaming data
from multiple sources, big tech companies are using AI-
based voice codecs (e.g., Google Lyra and Microsoft Satin).
Due to the widespread presence of AI in telepresence and
HTC, organizations are working to integrate and standard-
ize codecs with AI [16]. Another service that could utilize
AI/ML in the near future is user movement prediction which
allows to optimize streaming of the holographic view based
on a user’s viewpoint. In addition to these services, gener-
ative AI and LLMs can act as smart meeting assistant [17]
for meeting dialog transcription, creating meeting minutes,
extracting action points, assigning tasks, etc. Generative AI
can also be used for generating 3D holograms which can be
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served as personal hologram creator to the meeting partici-
pants.

As we identify the AI/ML services that could be availed in
the All-Senses meeting use case, we observe that there is no
comprehensive literature available about the threat ecosys-
tem of such futuristic applications. Raiful et al. [18] provide
a generic threat analysis work on a video-conference system
without takingAI/MLcomponents into account. Similarly, in
another study [19], the security assessment of meetings with
end-to-end encryption inZoomvideo-conference application
is provided. In [20], Zoombombing which is a phenomenon
where aggressors attend online meetings with the inten-
tion of disrupting the meetings and harassing its members
is discussed where the first data-driven analysis of calls
for Zoombombing attacks on social media is conducted. In
study [21], a systematic threat analysis of extended reality
systems and Metaverse is provided. They mostly empha-
size on technology weaknesses, cybersecurity challenges,
and users’ safety concerns. In our earlier work [6], we per-
formed a generic threat modeling for the All-Senses meeting
use case. As AI/ML capabilities are being explored and uti-
lized in a number of arenas, several organizations areworking
towards understanding and defining the taxonomy related to
AI components (assets, asset ownership,AI lifecycle, threats)
in various applications and use cases [22, 23]. The security
concerns of ML have so far been the subject of numerous
research articles [24–26]. In addition, Lara et al. [27] pro-
pose amethodology to identify threats in aML-based system.
Lastly, ETSI also argues that in order to secure a system, it
is mandatory to secure its AI/ML components from generic
and ML-specific threats [28].

3 AI/ML-enabled All-Senses meeting

All-Senses meeting allows participants to attend the meet-
ings using their holographic presence and experience their
remote surroundings through haptic capabilities. Both of
these functionalities are enabled as well as facilitated by
AI/ML services.

Figure1 depicts the scenario selected for the All-Senses
meeting use case. In this scenario, we have the organizer
in physical location 1 giving a presentation to an audience
in another physical space through the hologram. The holo-
graphic experience enables the organizer of the meeting to
interact with the audience in location 2 as if she/he is in
the same room. The meeting’s physical location is equipped
with several sensors, cameras, and microphones. In addi-
tion, the person has implanted in-body sensors and actuators.
Combining inputs generated by devices and sensors helps to
create the holographic experience. For instance, the data col-
lected from location 2, such as sound andmovements, allows
the organizer to understand the audience’s surroundings and

adjust his presentation accordingly. Additionally, sensors are
used to follow the movements of an organizer, ensuring that
his holographic image is always in the correct position and
aligned with his movements. Actuators, on the other hand,
trigger nerve signals that enable sensing experience, These
signals create a sensation for the organizer as she/he is present
in location 2 via his hologram. Moreover, actuators allow the
organizer to interact with the audience through the sense of
touch despite being a hologram.

All-Senses meeting includes three different phases: pre-
meeting, ongoing meeting, and post-meeting where several
AI/ML services can be utilized at each phase.

• Pre-meeting phase: Services such as proposing meeting
time and suggesting participants or experts for the meet-
ing can be considered.

• Ongoing meeting phase: AI/ML can be used to provide
services such as sentiment analysis, AI virtual assis-
tant (VA), data visualization, anti-fraud systems, voice
and hologram optimization, network optimization, back-
ground noise cancellation, haptic signal processing, and
background blurring/object occlusion.

• Post-meeting phase: Services such as preparing meeting
notes, defining and tracking action points, recommend-
ing experts, and rescheduling follow-up meetings can be
provided.

In this chapter, we provide a system view of All-Senses
meeting from an AI perspective. We focused on the ongoing
meeting phase for the system view. Since most AI services
are used in this phase, we can reflect the whole system view.

3.1 System view from AI perspective

We illustrate our system view in Fig. 2 in which we highlight
the AI-ML components and services used in the All-Senses
meeting. In what follows, we describe each of the key com-
ponents of our system:

• Ecosystem: The ecosystem represents the physical loca-
tion where the meeting is happening. In our scenario, we
envision ameeting between two individuals with an audi-
ence. The medium will be through holograms equipped
with sensing capabilities. Thus, the meeting location
must be equipped with sensors (e.g., on-body sensors,
actuators), cameras, and microphones. The on-body sen-
sors collect vital data and the actuators trigger nerve
signals which will enable sensing. We anticipate that
multimedia streaming operations, such as compression,
encoding, decoding, and rendering, will be handled at
the edge nodes, ecosystem devices, and cloud. The edge
nodes are equipped with intelligent offloading strategies,
that will reduce the CPU, memory, and energy consump-
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Fig. 1 All-Senses meeting selected scenario

tion of high-demanding tasks, which could otherwise put
a strain on the constrained devices inside the ecosystem.

• Cloud:The collected data ismaintained by the cloud to be
processed and fed to theAI/ML pipeline. AI/ML pipeline
refers to a series of processes such as data refinement,
feature selection, model training, model optimization,
and model testing. The native AI models created in this
pipeline are deployed on the cloud to provide various
functionalities to the holographic and multimedia com-
munication. The AI Engine is responsible for searching
and selecting the appropriate pre-trainedmodels from the
AI/MLmarketplace and adapting them as per the require-

ment. The adaptation is done through transfer learning
process.Dependingon theAImodel, fine-tuningmethod-
ologies can be employed. In the case of generative LLMs,
fine-tuningmethodologies like in-context learning can be
used [29].

• AI/ML Marketplace: It is the entity that provides
a plethora of pre-trained models including founda-
tional generative LLMs like generative pre-trained trans-
former (GPT) tailored for a specific application or
service, allowing faster and more efficient deployment.

• Original equipment manufacturer (OEM): Since there
are many devices and sensors in our ecosystem, the OEM

Fig. 2 Proposed system view
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must push updates. The OEM might also collect some
data from the ecosystem to power their device health
diagnostic analytic engine in order to develop more effi-
cient and innovative features or services for the end
devices. OEM can benefit from pre-trained models in the
AI/ML Marketplace to perform these analytics.
The raw data is collected from various devices within
the ecosystem, and then encoding and decoding are con-
ducted at the edge node to compress data, originating
mainly from the camera, microphone, and haptic devices.
After such data is obtained, it is stored in the cloud and
fed to the AI/ML lifecycle to create the appropriate mod-
els. These models will be used to generate and optimize
the holographic experience in terms of quality of expe-
rience (QoE). Pre-trained models may be fetched by the
AI engine from theAI/MLmarketplace, rather than being
created from scratch. Moreover, some parts of the data
can be fed to the OEM back-end servers. The servers will
run prediction algorithms that can anticipate failures and
then push regular updates and patches to their devices.

4 Threat modeling

Threat modeling is a technique to systematically identify
threats in a system. The identified threats are later prioritized
in terms of severity in order to plan mitigation steps. Many
threat modeling frameworks are available such as PASTA,
OWASP, OCTAVE, and STRIDE [30]. The common steps in
most of the threat modeling frameworks are identifying the
security objectives of the system, identifying assets that need
to be protected, identifying the adversaries and their capabil-
ities, identifying threats, and exploring possible mitigations.
We decided to use STRIDE here since it is widely used, but
other choices are equally possible. STRIDE stands for the
six categories of threats: spoofing identity, tampering with
data, repudiation, information disclosure, denial of service
(DoS), and elevation of privilege (EoP). Since the original
STRIDE categories do not explicitly address the AI/ML con-
text, we define STRIDE categories in AI/ML context in order
to latermap anAI/ML threat to a STRIDEcategory.Webegin
threat modeling by discussing the asset taxonomy and secu-
rity requirements for the assets. We define threat actors by
their capabilities.We proceed by identifying the threats using
STRIDE and provide the security requirement violated by
the threat in a threat table. Finally, we provide guidelines for
possible mitigation strategies against the identified threats.

4.1 Asset taxonomy

Our scenario in Fig. 2 outlines the interactions between the
components and the assets that need to be protected. The first
component is the ecosystem which includes the end devices

that enable the holographic experience. These end devices
belong to the Environment/Tools asset category, and meet-
ing participants and holograms belong to the Actors asset
category. The second component is the cloud that interacts
with the ecosystem by collecting raw data to be processed
and fed to the AI/ML pipeline; in addition, the AI engine
which is responsible for fetching and selecting the needed
pre-trainedmodel from the AI/MLmarketplace is counted as
assets in our use case. The third component is theAI/MLmar-
ketplace which is considered in our scenario as a third-party
provider of pre-trainedmodels that facilitate the development
and deployment of AI/ML services where these models are
counted as assets that need to be trustworthy to be used in
our system. In the fourth component, OEM, the OEMmanu-
facturer is considered an asset that is responsible for pushing
updates and patches to the end devices. As the edge node is
providing computationally heavy processes, we have identi-
fied computational platforms, AI/ML platforms, haptic tools,
and codec tools that belong to the Environment/Tools cate-
gory of the asset.Also, processes such as encoding, decoding,
synchronization, and raw data collection are identified at the
edge node which belongs to the Process category of asset.

We identify assets in our system and divide them into
five categories inspired by the asset taxonomy defined in the
European Union Agency for Network and Information Secu-
rity (ENISA) report [22], which are Actors, Data, Processes,
Model, and Environment/Tools. Each category comprises
related assets as depicted in Fig. 3.

4.2 Security objectives

We enumerate security objectives for the All-Senses meet-
ing system in Table 1 and define them from an adversary’s
perspective. They should be interpreted as follows: “What
actions of an adversary a system should deter/disallow in
order to achieve a security objective.” So, any violation of
these security requirements is considered a threat. In addition
to traditional Confidentiality, Integrity, Availability (CIA)
objectives, we also define authentication, authorization, non-
repudiation, robustness, safety, and privacy as additional
objectives of the system. We define robustness in the con-
text of ML models as the resilience of the ML model
against adversarial attacks. In other terms, the accuracy of
ML models should not change drastically in the presence
of an ongoing attack. The robustness objective is important
to consider here as AI/ML models are critical assets to the
All-Senses meeting system and their resilience to adversarial
attacks is necessary for the security and trustworthiness of
the system. Adversaries aim to violate the security objectives
to compromise the system. In the third column of Table 1,
we present the category of threat which will be used by the
adversaries to violate a security objective through a variety
of methods.
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Fig. 3 Identified assets

4.3 Threat actors

Threats mostly come from two categories of sources: insid-
ers with access authorization and outsiders without access
authorization.

Insiders can be sub-categorized into authorized insiders
and opportunistic insiders. A malicious meeting participant
or a malicious meeting organizer can be classified under
authorized insider. An opportunistic insider seizes the chance
to exploit vulnerabilities or situations during virtualmeetings
and take use of them for his own gain.

Outsiders can be sub-categorized to unauthorized partic-
ipants, hacktivists, phishers, and competitors. Unauthorized
participants can be those legitimate users who are not invited
to the meeting or can be non-legitimate users who attempt
to join virtual meetings without proper authorization. They
may monitor, intercept, and modify network traffic and gain
the access rights after malicious attempts to the system. The
hacktivists are driven by political or social causes, target-
ing virtual meetings to disrupt or spread a message during a
meeting. Phishers are attempting to use links or messages to
trick participants into disclosing sensitive information. And
competitors are organizations or individuals seeking a com-
petitive advantage by infiltrating and gathering information
from virtual meetings.

4.4 Identified threats

In this subsection, we identify AI/ML-specific threats for
All-Senses meeting use case using STRIDE. In order to
apply STRIDE toML-specific threats, some customization to

STRIDE is required. Table 2 shows the proposedML-specific
definition for each STRIDE threat category. In Table 3, we
map the threats associated with assets under consideration,
i.e., data, processes, environment/tools, actors, and mod-
els to one or more STRIDE threat categories. In addition
to STRIDE categories, we also identified threats related to
safety and privacy. We add a new column in the table named
as Safety/privacy which represents whether a threat is asso-
ciated with privacy and/or security or neither of them. We
iterate over each asset in the system and attempt to identify
threats that aim to violate the security objectives. We find
some generic threats applied to AI/ML and some specific
holographic-related threats.

One important asset that could be targeted by adver-
saries in All-Senses meetings is haptic tools/platforms which
enhance the overall sensory experience of users during a
meeting. The threat associated with the security of this asset
is haptic signal tampering where adversary can tamper with
or inject malicious haptic signals while feed-backing to harm
remote participants.

Another important asset that adversaries can target in next-
generation meetings is the AI VA voice service which is
powered by natural language processing (NLP) andMLalgo-
rithms to understand and respond to participant’s commands
and create a comprehensive and interactive meeting experi-
ence. The problem that comes with AI VA is that it is prone
to manipulating the voice commands, which arises security
and privacy concerns.

In the next section, we explain in more details about these
two attacks and represent their attack trees.
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Table 1 Security objectives

Security objectives Description STRIDE category

Confidentiality The adversary should not be able to access any data belonging to Information disclosure

the system, e.g., streaming raw data from participants, AI/ML specific

data such as training/testing/verification data, model features, parameters

and weights, and model performance metric data

Integrity The adversary should not be able to tamper, manipulate, or feed Tampering

artificial or malicious data to the system

The adversary should not be able to manipulate the

system’s process, logic, AI/ML models, etc.

Availability The adversary should not be able to disrupt the system or a Denial of service

part of the system or result in a reduced QoS of the system. The system

should be able to provide services to its authorized users as per the

SLA or as per the availability metric requirements

Non-repudiation The adversary should not be able to non-repudiate his Repudiation

presence or any alteration to the system. The system should be able to

trace (audit) and detect any malicious footprints/ activity in the system

Authentication The adversary should not be able to gain unauthorized access Spoofing

to any part of the system, impersonate a legitimate/authorized user or

its hologram, and use the system illegitimately

Authorization The adversary should not be able to illegitimately access any Elevation of privilege

component of the system. The system should ensure proper authentication

and authorization check on each component/service of the

system. At the same time, the adversary should not be able to move

illegitimately from one part/component of a system to another

Robustness The adversary should not be able to drastically reduce the accuracy Tampering

and performance of AI/ML models. In addition, the AI/ML models

should be resilient against adversarial (evasion) attacks

Privacy The actors of the system (including adversary) should not be able Information disclosure

to collect private data from users (meeting participants) of the system

without their consent. They should also not use the collected user data

for any other purpose without informing and taking consent from users

Also, the system should provide assurance that users will not be uniquely

identified from the data collected by the system

Safety The actors of the system (including adversary) should not be able to Not applicable

tamper with the system in a way to harm the meeting participants or to

physically destroy/vandalize the system assets. The system should provide

some assurance related to the physical security of participants and against

unwarranted and inappropriate haptic touches to the participants

5 Attack trees

Attack trees are defined as logical graphs used to visually and
systematically illustrate different attack paths that an adver-
sary may use to compromise the security of the system [31].
Attack trees consist of nodes and edges, where each node
represents points of compromise or attack vectors and the
edge represents the causal relationship between the nodes.

The root of the attack tree represents the adversary’s objec-
tive or end goal which can be achieved by taking any of the
multiple paths starting from any leaf node to the root node.
In this way, attack trees provide a hierarchical representa-
tion of a sequence of actions from an adversary to achieve
an objective. Through a threat modeling process, security
experts can benefit from attack trees as a powerful tool for
proactive cybersecurity to enhance an organization’s security
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Table 2 ML-specific definition
of STRIDE threats

STRIDE threat ML-specific definition

Spoofing Involves threats where the adversary tries to gain
unauthorized access to AI/ML system or deceive

the system by masquerading identities of a legitimate
entity

Tampering Involves threats where the adversary generates or
alters the data used throughout a model’s lifecycle to

compromise model’s integrity

Repudiation Adversary performs malicious activities and denies
that the model’s output has been produced by it in any
way

Information disclosure Involves threats where an adversary learns and leaks
data, models, and other information from AI/ML sys-
tem

Denial of service (DoS) Involves threats where an adversary tries to over-
whelm the AI/ML system with malicious or adver-
sarial inputs

to degrade performance or exploit the resource
requirements of ML models to exhaust system
resources

Elevation of privilege (EoP) Involves threats where an adversary tries to gain
higher access rights to AI/ML system than intended
to perform

unauthorized actions

posture and foresee potential threats. In this vein, wewill dis-
cuss the generated attack trees of two selected threats from
Table 3.

Figure 4 illustrates the attack tree for the haptic signal
tampering threat in the All-Senses meeting use case. In this
case, the threat is related to tampering with haptic signals in
a meeting involving holographic devices with AI/ML capa-
bilities. Haptic signals provide a more immersive experience
in holographic environments. The use of AI/ML for hap-
tic signal processing could potentially broaden the attack
surface, making the system more vulnerable to attacks; for
instance, an outsider adversary can disrupt the confidential-
ity of the system by gaining unauthorized access to AI/ML
model parameters and training data related to haptic signals
byhaving illegitimate access to the infrastructure (e.g., equip-
ment). Conversely, jamming attacks interfere with network
infrastructure and device signals’ availability through phys-
ical or electromagnetic interference. This attack will disrupt
normal functioning, challenging accessing or launching the
holographic experience by degrading service quality for All-
Senses meeting participants. From an integrity perspective,
an outsider or insider adversary may manipulate or distort
the haptic feedback generated by AI/ML models by altering
the tactile haptic signals, causing confusion and misinforma-
tion, or even compromising the safety of users. An outsider or
insider adversary can achieve this by modifying frequencies

or injecting false haptic signals.
Figure5 illustrates the attack tree for disruption of AI VA

service in the All-Senses meeting use case which targets the
AI VA asset. AI/ML can be integrated into VA to respond
to user input and improve the services provided. As a result,
it may increase the threat surface of the system and cause it
to be more vulnerable to attacks. For instance, an outsider
adversary may disrupt the confidentiality of the system by
impersonating an authorized user’s voice bymisleading VA’s
voice recognition model, and manipulate authorized user’s
setting in VA which can lead to disruption in the intended
functionality. From an integrity aspect, an outsider adversary
can add carefully crafted noise to input stream to degrade
the performance of AI model in VA, as well as exploit the
vulnerabilities in NLP system to manipulate the semantic
of the user’s command to VA system. Additionally, from
an availability perspective, DoS attacks which aim to over-
whelm the AI model in VA can be conducted by submitting
computationally costly queries or using ultrasonic waves to
create commands which are not audible to human ears but
can disrupt theVA service. Lastly, intended/unintended voice
command can also be submitted to VA system which may
lead to unauthorized/unintended actions or responses.

In order to tackle the threats posed by each of the attacks,
the next section offers countermeasure mechanisms to miti-
gate them.
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Fig. 4 Attack tree: haptic signal tampering threat

6 Mitigation strategies

In this section, we discuss some countermeasures for the
threats identified in the threat Table 3. It should be noted that
these measures should be supported by related cybersecurity
controls and implemented based on the severity of the risk
that should be evaluated after threat analysis by perform-
ing an impact and likelihood analysis. Most of the attacks
can be mitigated by implementing fundamental security and
monitoring capabilities throughout the AI/ML development
and deployment lifecycle [32]. However, for AI/ML-specific
attacks, additional mitigation strategies are needed. The brief
summary of the mitigation strategies with respect to asset
types is illustrated in Table 4.

To protect Data asset, data pre-processing and cleaning
are important to remove misleading data in the training
dataset. In case data is acquired from third-party data own-
ers, it should be properly sanitized before injecting it into
the AI/ML data pipeline. Monitoring the performance of
the machine learning system regularly involves analyzing
model outputs, evaluating model behavior on new data, and
conducting periodic reviews of the training dataset which is
beneficial to identify poisoned data. Also, data protection for
data at rest, in transfer, and in use is inevitable using data
encryption, integrity, data signing, and data isolation tech-
niques. To protect the privacy of participants, privacy should
be integrated into data protection measures using a privacy-
by-design approach [33]. Finally, access control policies play
a vital role in protecting data by ensuring that only authorized
individuals or entities have appropriate access rights. When
integrating LLMs into the systems, it is crucial to know that
sensitive information may be unintentionally disclosed by
LLMs in their responses, which could result in unauthorized
data access and privacy violations. So, meeting participants’

or in general user inputs should not be used to enhance LLM
training data. LLM applications should carry out sufficient
data sanitization to prevent user data from getting into the
training data. Additionally, if a foundational LLM is used or
a third-party LLM service is onboarded, it is important to
check terms and conditions of the model so that users can
choose not to have their data used in the training model and
are informed about how their data is treated.

To protect Process asset, maintaining the integrity of the
processes involved in the AI/ML pipeline is crucial, e.g.,
transfer learning and pre-trained model employment pro-
cesses should be protected from any malicious activities.
Robust access control policies based on minimum privi-
lege access principle should be applied on the basis of the
explicit role of an actor. Logging and monitoring are cru-
cial to detect any unauthorized behavior in the processes
including model training processes. In addition, to detect
model training anomalies, model validation and monitoring
techniques should be implemented. The All-Senses meeting
use case collects more data from the ecosystem compared
to traditional video-conference applications; hence, privacy
by design is a crucial requirement. As participants’ data
related to sentiments, behavior, eye movement, fingerprint,
facial data, etc. could be collected by application providers
to deliver an immersive experience, informing participants
about the user data collection and requiring explicit consent,
complying with regulations such as GDPR and data handling
agreements between parties should be a high priority.

To protect Environment/Tools asset, using third-party
components should be taken seriously so as to minimize
the risk of supply-chain attacks, be it a third-party ML
platform, haptic tools and platform, and the cloud infrastruc-
ture. Therefore, using secure platforms, tools, and libraries
and implementing application security is also important

Fig. 5 Attack tree: disruption of AI VA service threat
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Table 4 Summary of mitigation
strategies

Asset type Mitigation strategy

Data Training data sanitization and pre-processing,
model validation and monitoring, access control
policies

data protection, privacy by design

Process Process integrity, access control policies, logging
and monitoring, model validation and monitoring

privacy by design

Environment/Tools Secure communication protocols, access control
policies, logging and monitoring, physical protec-
tion of

haptic tools/platform/end devices, secure plat-
forms, tools, and libraries, application security

Actors Physical protection of projector, software-assisted
safety measures, enhanced privacy for the users

Model Adversarial training, input data refinement, model
regularization, model validation and monitoring

confidential computing, AI/MLmarketplace secu-
rity, AI/ML API security (output minimization

and obfuscation)

for securing AI/ML since software and AI/ML operations
are interacting. Unauthorized access to microphone, hap-
tic devices, etc. should be prevented with access control
mechanisms. Physical access to ecosystem premise should
be secured to deter the end-device physical attacks. Log-
ging and monitoring of the environment and the tools are
also inevitable to detect any unexpected movement or sit-
uation. Secure communication protocols such as Transport
Layer Security (TLS) protocol need to be used between end
devices and edge node to encrypt data, authenticate data ori-
gin, and ensure message integrity to prevent adversary to
eavesdrop/sniff the communication.

To protect Actor asset, providing safety and privacy is
vital. To make the participants safe from digital assault,
virtual harassment, and perception manipulation attacks,
developers should include software-assisted safety mea-
sures [34] in the application. Safety measures should also
be supported by enhanced user privacy techniques using a
privacy-by-design approach as mentioned earlier. Further-
more, end devices like projectors should be protected from
unauthorized physical access. Generative LLMsmay create a
false sense of trust in their responses, confidently answering
any question without regard for the accuracy of the response.
This hallucination effect should be considered when the
responses are used, e.g., responses should not be directly
used in decision-making without cross-checking. Addition-
ally, fine-tuning or parameter-tuning methods can be used to
improve the accuracy.

ToprotectModel asset, differentmodel hardeningmethod-
ologies such as adversarial training or input data refinement
for evasion attacks, training data distributionmonitoring [35]

and training data sanitization [36] against data poisoning
attacks, can be used. Note that the mitigation strategies may
change depending on themodel algorithm, andmore detailed
information on different approaches can be found in [37].
Model regularization [38] mitigates the impact of individual
instances, including poisoned ones, by reducing overfitting
and preventing excessive weight allocation. Model validity
framework should be in place to assess model’s inference
accuracy and request the retraining of the models if accuracy
and validity drop from an acceptable level. Confidential com-
puting techniques can be utilized to prohibit malicious access
to proprietary training algorithms and model parameters to
protect the intellectual property rights [39]. AI/ML market-
place should be properly protected from unauthorized parties
andmonitored for anymalicious behavior, e.g., unauthorized
upload/download of pre-trainedmodels. Since AI/MLAPI is
the entry point for internal as well as external party/services,
it is essential to incorporate API security[40] in the AI/ML
API, e.g., robust access control onAPI endpoint.Also, output
minimization and obfuscation techniques can be employed to
respond to API requests in order to prevent inference attacks.

When it comes to protecting LLMs, all above-mentioned
methodologies are applied and needed as well. However,
specific attacks to LLMs, direct and indirect prompt injec-
tion attacks, require special attention since LLMs have the
potential to transform a wide range of use cases. These
attacks enable adversaries to override original instructions
and employ controls aiming to manipulate how LLM works
in the system they are integrated. By crafting the prompt
carefully, an adversary can attempt to influence the behavior
of the model and make it generate responses that are biased,
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harmful, or deceptive. Input validation and sanitization of
prompts are themost important preventionmethods to protect
models against prompt injection attacks. Additionally, con-
tinuous monitoring and auditing of model outputs can help
detect andmitigate any potential issues as the adversarieswill
keep exploring new bypassmethods.More detailed scenarios
for LLMs can be found in [41]

7 Conclusion

With the widespread evolution of AI/ML technologies in 6G
networks, numerous new use cases are made possible. Our
proactive approach towards addressing the potential threats
to 6G not only reaffirms our dedication to staying ahead of
the curve but also aligns seamlessly with the evolving tech-
nologies such as AI/ML in 6G networks. In this work, we
examined the All-Senses meeting, a 6G use case, and evalu-
ated the AI/ML services it offers as well as potential security
risks. It is vital to comprehend the threats of the use case that
makes use of AI/ML capabilities and look into potential risks
arising from the architecture of the AI/ML pipeline as well
as the intrinsic characteristics of the AI/ML components in
the use case.

We determined the potential AI/ML services that are used
at the various stages of the All-Senses meeting use case.
With the aim of identifying and analyzing the threats, we
also derived the security objectives of the system, ecosystem
actors, assets, and their interactions.We note that, in compar-
ison to previous work, new features for this use case, such as
the ability to manipulate human multi-sensory perceptions
of the physical world, tamper with or inject malicious hap-
tic signals and feedback, holographic and haptic capabilities
aided by AI/ML technologies, and integration of genera-
tive AI and LLMs can open up new entry points and new
threats. We extended our analysis for the selected threats by
using attack tree methodology with graphical representation
to understand how attacks might succeed. Our evaluations
show that there are opportunities for additional research and
study that involve exploring these new aspects and enhancing
security measures for critical threats. For future works, a risk
assessment study can be performed to identify the potential
impact and likelihood for the threats which will help in prior-
itizingmitigation efforts and allocating resources effectively.
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