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Abstract
Wireless sensor networks (WSNs) sense and collect information from a desired phenomenon with the help of sensor nodes 
that have limited computational power, battery, and memory. Several data aggregation approaches are proposed to make 
the sensor networks energy-efficient, increasing the network’s lifetime by controlling data redundancy at aggregator nodes. 
Redundant data is suppressed before transmission to the sink. In this work, our aim is to enhance the network lifetime by 
efficiently utilizing the network’s energy through controlled data redundancy and minimizing data transmission to the sink. 
Data aggregation occurs in two steps: firstly, within clusters where the cluster-head serves as the aggregation point, and 
secondly, at a central point in the network where the gateway node acts as the aggregation point. Experiments demonstrate 
that our proposed approach yields better results compared to a benchmark clustering protocol in terms of network stability, 
the number of data packets transferred to the destination, energy dissipation of nodes, and overall network lifetime.

Keywords  Wireless sensor networks · Data aggregation · Network lifetime · Energy efficiency

1  Introduction

WSN is a wireless technology that utilizes sensor nodes to 
sense various phenomena such as air, water, soil, and tem-
perature. These ad hoc networks have a dynamic topology 
that constantly changes due to node additions and remov-
als. WSNs are designed for specific applications and operate 
with limited energy and memory resources. Ensuring energy 
efficiency is crucial for WSNs, as node replacements in case 
of failure pose a significant challenge, especially in hostile 
environments. While WSNs provide significant benefits in 
various applications, they also have certain limitations. In 
D. Juneja et al. and A. Kumar et al. [1, 2], the authors dis-
cuss different issues related to network performance, design, 

and quality of service (QoS). These issues often arise due 
to the limited power available in WSNs. Given the energy 
constraints of WSNs, efficient energy utilization becomes 
crucial to enhance the network’s lifetime. Key operations 
that consume the network’s energy include data sensing, 
processing, and transmission.

Data transmission consumes a significant portion of the 
energy in WSNs, approximately 70%. Reducing the number 
of transmissions and utilizing data aggregation can help con-
serve energy. In WSNs, the sensor nodes are divided into head 
and member nodes, with the head node responsible for data 
aggregation. Instead of direct node-to-node transmission, data 
is sent from the head node to the sink. Figure 1 depicts the 
basic architecture of WSN clustering, consisting of three vital 
components: (1) sensor node (SN), (2) central node, and (3) 
sink or base station (BS). SNs are connected to a cluster-head 
(CH) or local BS, which serves as the central node. Instead 
of direct transmission, SNs sense data and connect to the CH 
for data transmission to the sink. This approach avoids data 
redundancy when nodes send data directly to the BS using 
address-centric routing. Clustering solves this issue by hav-
ing SNs transmit data to the CH after sensing it. To reduce 
redundancy, the CH aggregates the data received from member 
nodes within the cluster. The CH then sends the aggregated 
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data to the BS. Energy usage within each cluster progressively 
shortens the lifespan of WSNs.

Our work aims to enhance the network lifetime by imple-
menting data aggregation techniques that reduce the number 
of transmissions to a single long-range transmission to the 
sink. We introduce two aggregation points, namely the CH 
within the cluster and the gateway node (GW). These aggrega-
tion points effectively reduce data redundancy and the overall 
number of transmissions from nodes to the sink. By utiliz-
ing a single long-range transmission from the GW node to 
the sink, energy is efficiently utilized. The structure of our 
work is as follows. Section 2 provides an overview of various 
existing aggregation schemes, highlighting their advantages, 
shortcomings, and the primary motivations for proposing a 
new aggregation method. In Section 3, we present our pro-
posed algorithm, which incorporates a two-level aggregation 
approach utilizing distinct nodes. This approach aims to mini-
mize energy consumption and increase the sensor network’s 
lifetime. Section 4 comprises the evaluation of our proposed 
approach, followed by the conclusion in the final section.

2 � Related work

Wang et al. [3] propose a scheme that focuses on the com-
puting and transportation capacity of sensors in WSNs. 
They classify WSNs into two types: random WSNs, which 
have a fixed monitoring region and expandable scale, 
and dense WSNs, which have a fixed sensor density but 
expandable size. The first model determines reliability 
by adjusting the transmission rate based on the receiver’s 
signal-to-interference and noise ratio (SINR). The second 
model is a fixed-rate model that allows transmissions only 
when the data value exceeds a predefined threshold. This 
scheme provides practical guidelines for designing aggre-
gation schemes and scaling in large networks.

In H. Rahman et  al. [4], a QoS-aware hybrid data 
aggregation scheme for the Internet of Things (IoT) is 
proposed by combining the features of tree and clustering 
schemes. This scheme aims to reduce data redundancy, 
improve energy efficiency, and enhance network lifetime. 

Fig. 1   Clustering in WSN
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The network model consists of statically deployed sensor 
nodes (SNs). Sink-based CH selection is performed, where 
SNs send their residual energy and location information to 
the sink. The results demonstrate that this scheme outper-
forms Low-energy adaptive clustering hierarchy (LEACH) 
[5] and LEACH-C in terms of network overhead, latency, 
and energy dissipation. However, it is applicable only to 
fixed scenarios.

F. Yuan et al. [6] discuss data density correlation degree 
and clustering. It introduces the concept of a core SN, 
which represents data from adjacent nodes. SNs select a 
core sensor to form clusters, and the maximum correlation 
value is used to merge clusters and select a representative 
node. SNs are categorized as isolated SNs, representative 
SNs, and member SNs, each performing specific tasks of 
sensing and data transmission. Member SNs only trans-
mit data sent by isolated SNs and representative SNs. 
The results show that introducing various sensor types 
improves energy efficiency. However, this scheme is 
more beneficial in dense areas where the sample data rate 
changes slowly.

Zhou et al. [7] propose using different data aggregation 
methods to maximize the lifetime of data gathering trees, 
which provide both data aggregation and routing for energy 
efficiency. The methods include: (1) full data aggregation 
mode, where data is aggregated at each intermediate node; 
(2) no aggregation mode, where data received at intermedi-
ate nodes is only sent with its own data; and (3) hybrid data 
aggregation, where aggregation is performed if the received 
data reaches a certain threshold. This approach provides bet-
ter network lifetime when the transmission range is large 
but is affected by the number of SNs. Additionally, it lacks 
scalability for large networks.

To reduce energy consumption, a scheme is proposed in 
E. Prathima et al. [8] that utilizes a mobile sink for data col-
lection. Mobile sinks generate queries and stay in a region 
for a predetermined period to receive data. Nodes store the 
desired data and transmit it to the sink. The results demon-
strate a decrease in energy consumption with an increase in 
the number of mobile sinks. However, the packet delivery 
ratio decreases as the network size increases.

In L. Villas et al. [9], the authors propose a data aggrega-
tion protocol that uses a dynamic and scalable tree struc-
ture, reducing the number of messages and improving route 
selection for high aggregation rates. The scheme achieves 
better scalability and double the aggregation rate compared 
to similar protocols by detecting network events for data 
aggregation. However, this approach needs to address fault 
tolerance and security issues due to its open nature. Similar 
methods are presented in N.T. Nguyen et al. and S. Sagin-
bekov and A. Jhumka [10, 11] to maximize WSN lifetime 
using local tree reconstruction, but they face higher overhead 
due to the collection of global network information.

In S. Sasirekha and S. Swamynathan [12], the authors 
combine the features of LEACH and PEGASIS in their 
proposed approach. The network is divided into clusters, 
and nodes within each cluster are connected using a chain 
head that contains aggregated data transferred to the sink. 
Simulation results show that this approach consumes 12.5% 
less energy than PEGASIS and Enhanced Coverage Control 
Protocol (ECCP), and 60% less than LEACH. The proposed 
scheme also exhibits lower transmission delays compared to 
LEACH, ECCP, and PEGASIS.

Min et al. [13] propose a secure data aggregation scheme 
for hierarchical WSNs using renewable hash chain genera-
tion, key creation, and data authentication. The scheme pro-
vides key updating, authentication of original data, and pro-
tection of aggregated data. Data-sending nodes authenticate 
the data they deliver using one-way hash chains. The receiv-
ing node decrypts the data and compares the hash functions 
to determine data validity. This scheme enhances security 
against various attacks but has a complex packet design due 
to its security features.

Hua et al. [14] propose an energy-efficient scheme where 
the construction of the aggregation tree is initiated from the 
base station (BS) by sending “Hi” messages to all nodes 
at one hop distance. Nodes respond with a “Join Request” 
message, and the BS selects child nodes based on signal 
strength. Aggregator nodes are selected from leaf nodes 
using a predefined probability. Nodes communicate at one-
hop distance to reduce traffic. The scheme shows reduced 
traffic, saving energy and extending the network’s lifespan, 
while privacy remains similar to similar protocols.

Using compressed sensing (CS) data aggregation, Xiang 
et al. [15] present an energy-efficient and high-fidelity data 
collection scheme. The proposed model forms a connected 
graph, achieving high data recovery fidelity at the sink with 
a high aggregation factor for large networks. Partitioning 
networks into subnets can save 50–70% of energy costs. 
Similarly, in X. Xu et al. [16], authors propose a method 
that combines hierarchical networks and CS, ensuring data 
accuracy at each step with the CS recovery algorithm. The 
scheme exhibits a higher signal-to-noise ratio (SNR) com-
pared to other related algorithms, but each level introduces 
a delay registration overhead.

Authors M. Islam and J. Kim [17] propose a cooperative 
energy-efficient WSN technique where selected nodes in one 
cluster transmit data to nodes in other clusters using coop-
erative multiple input multiple output (MIMO) communica-
tion. The scheme optimizes data transmission by employ-
ing distributed antennas and considering different channel 
parameters. The protocol has two functions: (1) it performs 
well for correlated data by aggregating data in a centralized 
node before transmission to the sink, and (2) it performs well 
for uncorrelated data by transmitting data without aggrega-
tion at a central node. The impact of correlation on energy 
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consumption is also investigated, indicating that higher data 
correlation leads to lower energy consumption. However, 
the cooperative MIMO scheme focuses only on cluster-to-
cluster communication and does not consider node-to-cluster 
transmission.

Dias et al. [18] propose a dual prediction scheme for 
WSNs to reduce transmissions and optimize data transmis-
sion. The scheme utilizes historical data to forecast future 
data values. The selection of a prediction scheme at either 
the gateway or sensor nodes depends on the transmission of 
data from sensors to the gateway. Nodes at the sensor level 
make predictions based on information from the gateway 
and measured data to choose a prediction model, which is 
then transmitted by the gateway during the model selection 
process. Results demonstrate that aggregation with predic-
tion models achieves energy efficiency gains of up to 92% 
compared to aggregation without prediction models.

Ahmed et al. [19] propose a cluster-based aggregation 
scheme for coffee plantation pest identification. The scheme 
employs cluster-based data aggregation and a hybrid model 
that considers time and events. Clusters with sensors on cof-
fee stems divide the sensing region (the coffee field). Ultra-
sonic sensors detect changes in sound waves to identify the 
presence of pests. The proposed scheme outperforms previ-
ous methods in terms of aggregation ratio, end-to-end delay, 
overhead, clustering time, and energy consumption. How-
ever, it does not incorporate a specific routing mechanism 
for efficient data transmission.

In Wang Z. et al. [20], a time synchronization cluster-
based scheme for industrial WSNs is proposed. The syn-
chronization process starts at the CH instead of the nodes 
to save energy. CH-to-CH communication occurs through 
overlapping nodes, while CH-to-node communication is sin-
gle-hop. The scheme offers lower convergence time, which 
is dependent on the number of clusters. Fewer clusters result 
in reduced convergence time and energy consumption. How-
ever, the scheme needs to consider the dynamic topology 
structure for dynamic communication delays.

From the literature discussed above, it can be inferred that 
clustering, in addition to controlling data redundancy, plays 
a crucial role in efficient energy utilization in WSNs. Most 
energy consumption in WSNs is attributed to data trans-
mission. Individual data transmission from sensor nodes 
to the BS leads to increased data transmission and energy 
consumption. On the other hand, clustering minimizes data 
transmission by allowing only the CHs to transmit data, 
thereby efficiently utilizing energy. However, when data 
is aggregated into a single packet for efficient data utili-
zation, the energy consumption among nodes may not be 
balanced, affecting the network’s lifetime. To address these 
issues, in the next section, we propose a two-level aggrega-
tion approach with minimal transmission. This approach not 
only conserves sensor energy but also improves the network 

lifetime by reducing the number of communications towards 
the BS.

3 � Dual data aggregation scheme

Data aggregation plays a crucial role in reducing the amount 
of data that needs to be transmitted to the BS and minimiz-
ing data redundancy caused by neighboring nodes sensing 
the same data. A significant portion of the network’s energy 
is consumed when multiple CHs transmit data to the BS. By 
introducing CHs in the clustering process, direct transmis-
sion from individual nodes to the BS is reduced, resulting 
in a minimized number of transmissions. In our proposed 
design, we further enhance this idea by incorporating a GW 
node positioned at the center of the region. The GW node 
provides an efficient solution to reduce redundant data and 
long-distance transmissions. In each cluster, the nodes sense 
data and transmit it to the respective CH. The collected data 
from different nodes in each cluster is then aggregated at 
the GW node. Consequently, data aggregation occurs at two 
levels, effectively reducing redundancy and the number of 
transmissions. Only the GW node sends the aggregated data 
to the BS, optimizing the transmission process. The sug-
gested algorithm is depicted in Fig. 2, illustrating the divi-
sion of the sensing region into clusters, with member nodes 
and central nodes in each cluster.

In the proposed scheme, each cluster consists of sen-
sor nodes responsible for data sensing and a central node 
that serves as the CH. After the sensor nodes in a cluster 
gather data, they transmit it to the CH. The CH performs 
data aggregation within the cluster before transmitting the 
aggregated data to the GW node. This process occurs for 
each cluster in the network. At the GW node, which acts as 
the second aggregator node, the received data from all the 
CHs is aggregated to prevent data redundancy. The aggre-
gated data is then transmitted from the GW node to the BS, 
which is located near the region of interest. This single long-
distance transmission from the GW node to the BS reduces 
the overall number of transmissions.

For example, let us consider nodes A, B, C, D, E, and F 
as the sensor nodes in “cluster 1” within the sensing region. 
These nodes sense the phenomenon and transfer the sensed 
data to the CH of cluster 1, which acts as the first aggrega-
tor node. The CH in cluster 1 aggregates the received data 
from the member sensor nodes and transmits it to the GW 
node. At the GW node, which serves as the second aggrega-
tor node, all the received data is aggregated before being 
transmitted to the sink. By aggregating the data at the CH 
and GW nodes, the scheme ensures that only one long-range 
transmission is required from the GW node to the BS. This 
approach effectively reduces data redundancy and minimizes 
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the number of transmissions. Algorithm 1 provides a general 
description of the proposed scheme.

3.1 � Network model

For developing the network model of the proposed scheme, 
the following assumptions are made:

•	 Nodes are stationary after deployment and distributed 
randomly in a square region.

•	 Sink is stationary and located in a region near the sensing 
field.

•	 Gateway node is located in the center of the region.

Our proposed protocol consists of two phases, (1) setup 
phase and (2) steady state. Cluster formation and CH selec-
tion procedures are part of the setup phase, whereas the 
steady state phase deals with data transmission from nodes 
to CH, CH to GW node, and from GW to BS.

3.2 � Setup phase

In this phase, CHs are selected and clusters are formed. The 
operation of the proposed scheme is divided into rounds, 
which serve as time units. For the 1st round, the CHs are 
selected on a random basis, and for subsequent rounds, CH 
selection is done by comparing the nodes’ energy with a 

Fig. 2   Data aggregation at two 
levels

Input: Nodes, energy, probability for CH selection

Output: Clusters, CHs, Dead nodes, transmission of data

1) Node initialization, GW and BS placement

a) Nodes are initialized

b) GW node and BS locations are determined

2) CH selection on the basis of probability

3) CH nodes are selected which will perform the task of data aggregation after receiving data sensed by the SNs

a) Clusters are formed after the association of nodes to the CH

4) Nodes to sense phenomenon and transmit data to CH

a) All the nodes start task of sensing the desired phenomenon

b) After performing this task, data is transmitted to CH

5) Data aggregation at CH

6) CHs perform task of data aggregation on the data received from the nodes within a cluster

7) Transmission of data to GW

a) After data aggregation, CHs transmits the aggregated data to the GW node

8) Data aggregation at GW

9) GW nodes after receiving the data from all the CHs perform task of data aggregation to reduce any data 

redundancy and have minimum data transmission

10) Transmission of aggregated data to BS.

a) Final aggregated data is transmitted to BS, after the data aggregation at GW node.

Algorithm 1    Data aggregation strategy
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threshold value. The threshold computation is done using 
Eq. (1):

A node is chosen as a CH if its energy is greater than 
or equal to the threshold value; otherwise, it functions as 
a sensor node and collects data. Once the CH is chosen, it 
broadcasts its status to other nodes in the cluster through 
an advertisement message and waits for join requests. Join 
request messages are sent to the CH by nodes with higher 
RSS from the CH, and the CH subsequently associates with 
the nodes for the current round.

A specific percentage of nodes to be CHs is taken as 
input. Random selection of a node as a CH only occurs in the 

(1)Th ≤
p

1 − p × rmod(
1

p
)

first round. In subsequent rounds, the node’s energy is com-
pared to the threshold value. If the value is greater than or 
equal to the node’s energy level, the node is selected as the 
CH within each cluster, and the other member nodes associ-
ate with it. Otherwise, the nodes function as normal nodes 
and perform sensing. Therefore, for a node to be selected as 
a CH, its energy level should be equal to or greater than the 
threshold value. At the end of this phase, CHs are selected, 
and clusters are formed. Figure 3 provides a summary of 
the setup phase.

3.3 � Steady state phase

Data transmission takes place during this phase, with nodes 
sending the data they have sensed to the cluster head using 
Time Division Multiple Access (TDMA). TDMA scheduling 

Fig. 3   Setup phase
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is necessary to avoid data collision or interference that may 
occur if all nodes in a cluster transmit data simultaneously. 
Hence, CHs allocate TDMA schedules for inter-cluster data 
transfer after their selection in the setup phase. Nodes detect 
events and transmit data to the CH based on the designated 
TDMA schedule. The CH receives data from each node, 
aggregates the data upon reception, and sends it to the gate-
way, which is located at the center of the sensing field.

After completing the data aggregation process, the CHs 
transmit the aggregated data to the GW. At the GW, the 
received data from the CHs undergoes further aggregation 
to minimize the possibility of receiving duplicate data from 
other CHs in the vicinity. This dual aggregation approach 
reduces the likelihood of duplicate data being sent to the 
base station. The steady-state phase is summarized in Fig. 4. 
In the network, which utilizes a shared transmission channel, 
if a node is currently serving as a CH, it creates a TDMA 

schedule for its member nodes. These member nodes then 
use this schedule to transmit data to the CH.

After collecting data from the nodes, the data is aggre-
gated at the first aggregation point, the CHs. From each CH 
within its respective cluster, the data is transmitted to the 
second aggregation point, the gateway node. At the GW, the 
received data from all the CHs is aggregated once again to 
further minimize data duplication. Subsequently, the data is 
transmitted from the GW to the destination point, the BS. 
This approach ensures only one long-range transmission of 
data from the GW to the BS.

The inclusion of the GW node in the proposed scheme 
optimizes data aggregation and reduces the number of 
long-range data transmissions to the BS. Instead of each 
CH transmitting data directly to the BS, there is a single 
long-distance transmission from the GW to the BS. As a 
result, the proposed scheme significantly reduces the energy 
consumed by each CH during data transmission. The main 
focus of the proposed scheme is to minimize long-range data 
transmission within the network, thereby enhancing stabil-
ity, prolonging network lifetime, and improving energy con-
sumption. In the next section, we present the evaluation of 
our proposed scheme.

4 � Performance evaluation

In the simulation of the proposed scheme, a 100 m × 100 m 
square region is considered, with 100 nodes randomly 
deployed within it. The gateway node is positioned at the 
center of the region (50 m × 50 m), while the base station is 
located near the region (120 m × 120 m). For this simulation, 
ideal conditions are assumed, with minimal channel interfer-
ence, relaxed bandwidth limits, and no data loss. However, 
future simulations will include these parameters to provide 
a more realistic assessment.

•	 Figure 5a illustrates the positions of the nodes, gateway 
node, and sink.

•	 Figure 5b showcases the network model with all nodes 
alive.

•	 Figure 5c presents the network model with all nodes inac-
tive.

4.1 � Simulation parameters

The parameters utilized for the simulation are outlined in 
Table 1.

4.2 � Radio energy dissipation model

The radio energy dissipation model consists of several 
main components, including the transmitter, amplifier, and Fig. 4   Steady state phase
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receiver. The transmitter generates and transmits signals, 
while the amplifier increases the power of the signal. On 
the other hand, the receiver receives the signals and con-
verts them into a usable form. To operate, the transmitter 
requires energy for running the amplifier and radio electron-
ics, while the receiver requires energy for powering its own 
radio electronics. In the proposed model, a radio energy dis-
sipation model [21] is utilized, which quantifies the energy 

needed to transmit an “L” bit message packet over a distance 
“d.” Additionally, it considers the energy consumed by the 
receiver electronics during the reception of the “L” bit mes-
sage packet. The energy required to transmit the “L” bits 
message packet over a distance “d” is represented by Eq. (2):

The energy dissipated to run transceiver circuitry is rep-
resented by Eelec, multi-path fading (Emp) and free space (Efs) 
are the parameters which represent the dissipation of energy 
per bit depending upon the distance do where the thresh-
old value for the distance is do and its value is computed in 
Eq. (3):

Two channels are used in the simulation: (1) free space 
channel, representing ideal propagation conditions with a 
clear line-of-sight path between the transmitter and receiver, 
and (2) multipath fading channel, accounting for scenarios 

(2)d =

{

ETx(L, d)L × Eelec + L × Efs × d2 when(d < d0)

L × Eelec + L × Emp × d4 when(d ≥ d0)

(3)d0 =

√

Efs

Emp

Fig. 5   Network architecture with alive and dead nodes

Table 1   Simulation parameters

Parameters Value

Number of Nodes (n) 100 (300 for Fig. 10)
Probability to be a CH (P) 0.1
Nodes energy Eo 0.5 J
Transmitter’s energy ETx 50 × 10−10 J
Receiver’s energy ERx 50 × 10−10 J
Energy (free space) Efs 10 × 10−11 J
Energy (Multipath fading) Emp 0.0013 × 10−12 J
Energy (Data aggregation) EDA 5 × 10−9 J
Maximum rounds Rmax 5000
Frequency 25 kHz
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with multiple propagation paths. The selection of these 
channels depends on the distance between the transmitter 
and receiver.

For distances below the computed threshold value (do), 
the free space model (fs) is employed. When the distance 
exceeds the threshold, the multipath fading model is used. 
The energy required by the receiver to receive an “L” bit 
message packet, denoted as ERx, is defined by Eq. (4).

4.3 � Results and discussion

We compared our proposed protocol with the benchmark 
clustering protocol, LEACH, through simulations conducted 
in MATLAB. The results obtained are as follows: Fig. 6 
illustrates the energy dissipated by the nodes in both proto-
cols. In LEACH, the nodes dissipate their energy at nearly 
500 rounds, whereas in our proposed scheme, nodes dissi-
pate energy at nearly 1500 rounds. It shows that in the pro-
posed scheme energy is dissipated after 1000 rounds com-
pared to LEACH due to minimum long-range transmission. 
The aggregation of data at CH and gateway node minimizes 
the transmission of redundant data. Thus, the energy dissipa-
tion of nodes in the proposed scheme is better than LEACH.

Figure 7 shows the data packets sent to the aggregation 
point, CH, by nodes in both protocols. It depicts that in the 
proposed scheme, more packets are sent to the CH compared 
to LEACH. In the proposed protocol, nodes do not send 
data directly to the BS; instead, they forward data packets 
to the CH for aggregation before transmission to the BS. In 
LEACH, the packets are sent to the CH until 1000 rounds, 
whereas in the proposed scheme, the nodes send packets 
to the CH until 3000 rounds, which demonstrates a better 
result.

The number of packets sent to the BS is shown in Fig. 8, 
where a comparison is made between the two protocols. In 

(4)ERx(L) = L × Eelec

LEACH, data packets are sent from CH to BS until 1500 
rounds, while in the proposed scheme, data packets are sent 
to BS until 3000 rounds. The proposed scheme efficiently 
utilizes the network’s energy by incorporating a gateway 
node for data aggregation, resulting in a single long-range 
transmission to the BS. This indicates that the proposed 
scheme allows for a longer duration of data transmission to 
the BS compared to LEACH.

Figure 9 illustrates the stability period and network 
lifetime. In LEACH, the first node dies at 500 rounds, 
and all nodes are dead by 1500 rounds. In our scheme, 
the network becomes unstable after 790 rounds when the 
first node dies. The network lifetime of our scheme is also 
superior to the LEACH protocol, as the last node’s death 
occurs at 3000 rounds. Through simulation analysis and 
comparison of various parameters, it is evident that the 
proposed protocol outperforms LEACH in terms of data 
packets sent to the BS, energy dissipation of nodes, stabil-
ity period, and overall network lifetime. The results indi-
cate that employing minimum transmission to the sink is 
a more effective approach for homogeneous networks. The 

Fig. 6   Energy dissipation of nodes

Fig. 7   Transmission of Data Packets from nodes to CH

Fig. 8   Transmission of data packets to BS
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utilization of data aggregation at two points significantly 
reduces the number of long-distance transmissions to the 
BS, resulting in more efficient energy usage by consolidat-
ing multiple transmissions into a single long transmission 
after aggregation at the gateway node.

Figure 10 displays the preliminary results regarding 
cluster formation errors in our proposed scheme. The 
graph shows an almost linear function, indicating that as 
the number of nodes in the network increases, the stabil-
ity of our algorithm remains consistent. This observation 
strongly supports the efficiency of our approach. It sug-
gests that employing a smaller number of cluster heads can 
also lead to energy reduction. However, further investiga-
tion is required to accurately measure the computational 
overhead and end-to-end delay that may arise as a result 
of dual aggregation in our proposed algorithm.

5 � Conclusive remarks and perspectives

This work introduces a novel approach to efficiently utilize 
the energy in wireless sensor networks through data aggre-
gation. By aggregating redundant data at aggregator nodes, 
the number of transmissions is reduced, resulting in lower 
energy consumption. The proposed approach includes the 
introduction of a gateway node that performs a second 
aggregation of data received from cluster heads and trans-
mits it to the sink as a single long-range transmission. 
This approach significantly improves network lifetime by 
conserving energy.

Comparative analysis with the LEACH protocol dem-
onstrates that our proposed approach outperforms LEACH 
in terms of stability, energy consumption, and network 
lifetime. However, it is important to note that this work 
specifically focuses on homogeneous networks. In future 
research, we plan to extend the concept of dual data aggre-
gation to heterogeneous networks and consider additional 
performance parameters such as packet loss, delay, and 
overhead.
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