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Received: 23 November 2017 / Accepted: 28 September 2018 / Published online: 11 October 2018
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Abstract
In mobile ad hoc networks (MANETs), node mobility management is performed by the routing protocol. It may use metrics
to reflect link state/quality. But, the delay between measures of the link quality and its integration in the route computation is
very detrimental to the mobility management. Consequently, routing protocols may use lossy links for a few seconds leading
to a significant performance deterioration. In this paper, we propose a new routing metric technique calculation which aims
at anticipating link quality. Basically, the idea is to predict metric values a few seconds in advance, in order to compensate
the delay involved by the link quality measurement and their dissemination by the routing protocol. Our technique is based
on measurements of signal strength and is integrated in two classical routing metrics: ETX (expected transmission count)
and ETT (expected transmission time). Validations are performed through both simulations and a testbed experimentation
with OLSR as routing protocol. NS-3 simulations show that our metric may lead to a perfect mobility management with a
packet delivery ratio of 100%. Experiments on a testbed prove the feasibility of our approach and show that this technique
reduces the packet error rate by a factor of 3 in an indoor environment compared to the classical metrics calculation.

Keywords MANET · ETX · Metric · OLSR · Mobility · Anticipation · Testbed

1 Introduction

The recent evolution of wireless communication technolo-
gies and the emergence of mobile devices (laptops, smart-
phones, etc.) have allowed access to the network from
anywhere, at anytime, without having to connect communi-
cating devices to infrastructure. An undeniable advantage of
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these wireless technologies is the ability to be mobile while
staying connected. Without any dedicated infrastructure,
mobile ad hoc networks (MANETs) [1] allow communi-
cations among fixed and mobile devices. In MANETs, the
nodes are connected among each other using direct wireless
links. The node radio interface sets up a wireless link with
a node according to the highest received signal strength it
measures in its vicinity. The MANET is composed of nodes
directly connected to each other by wireless connections and
to reach a given node, messages are relayed by intermediate
nodes. The underlying topology of such a network is chang-
ing with mobility of nodes. The basic idea in MANETs is
that each node is both a router and a source/sink of data.
Hence, the routing protocol [2] has to adapt itself to this new
topology to find a new route across the network.

As all wireless communications, MANETs suffer not
only from multiple impairments like bit errors and collisions
but also link breakage due to interference or mobility. A link
failure impacts directly the routing protocol as every route
passing through this link is then broken.

In [3], an experimental study performed through a real
802.11-based MANET testbed shows that human mobility
and interference lead to a very different link and route
lifetime distributions. Thus, if no mobility, links break
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quickly due to a noisy environment or remain stable for a
long period. If link failures are only due to mobility, 90%
of all links would still be available after five minutes, but in
a long-term perspective, only 3% of the links would still be
available with mobility interruptions only [4]. Vehicular ad
hoc networks (VANETS) are an extreme case of mobility,
as the vehicle speed is high and may vary a lot from one
vehicle to another. In VANETs, it has been shown that
routing protocols based on topology control are unefficient
[5] because these protocols suffer from large end-to-end
delay and low packet delivery ratio.

A routing protocol makes cooperation between all nodes
in a distributed manner and is able to self-adapt to topology
changes [6]: it consists in detecting link or node failures
and to inform the other nodes of this topology change.

Mobility management is not so efficient in routing
protocols [7], because the delay between the link failure
event and the real consideration by the routing protocol and
topology or routing table updating can be very long [8].

Let us detail how the routing protocol detects a link
failure and propagates this event in the entire network. As
mentioned, a node sets up a wireless link with its neighbor
node having the highest received signal strength. The signal
strength can decrease due to variable propagation condition
or mobility.

In the proactive MANET routing protocols standardized
by IETF [9, 10], the link management is performed at the
network layer and is based only on the proper or bad recep-
tion of “hello” messages coming from the neighbors. Hello
messages are sent periodically among neighbors and allow
to perform the 1-hop and 2-hop neighbor discovery. This
mechanism is employed for populating the local link infor-
mation base and the neighborhood information base [9].

This limitation is very detrimental to the mobility
management because the complexity and volatility of the
radio layer make mechanisms implemented at the IP level
unadapted to reflect link qualities in real time. This is caused
by several fundamental reasons.

The radio environment may fluctuate at a different
time scale (faster) than the frequency of control mes-
sages/probing messages allowing to sense the link. For
instance, in OLSR [9], Hello messages are sent every 2 s by
default. Statistics on the link quality requires several of these
messages to be consistent. Link quality measures are then
performed on a period that is unable to capture fast changes
of quality. Moreover, these local measures need to be dis-
seminated in the whole network to be taken into account (for
link states approaches). These disseminations are also per-
formed at a frequency that may introduce an important delay
(e.g., topology control (TC) messages are sent every 5 s by
default in OLSR) between the time at which the link state
or the metric are estimated and its inclusion in the route cal-
culation. Moreover, routing protocols tend to react to link

breakages and do not try to prevent them. Nevertheless,
specific mechanisms may be integrated in classical routing
protocols to improve their performance in the presence of
mobility. For instance, an efficient link detection algorithm
(link sensing) can prevent failed links and disable them
before being unusable [11, 12]. This technique has proved to
be efficient but it has the disadvantage to disable the lowest
quality links even if they are the only available links. A more
accurate solution consists in associating specific metrics to
each link to reflect their quality or their degradation. When
a node is mobile, the degradation of the link quality leads to
an increase of the associated metric and, thus, to a change
of route with more stable links (with smaller metric values).
When a link is designated as lost (route error in AODV [10]
or the LOST LINK state in OLSR, for instance), the routing
process computes a new route but this broken link has been
used for a few seconds and a certain number of losses have
been necessarily experienced.

To reduce the different delays between the real quality
of a link and its estimation or inclusion in the routing
process, we think that one of the major problems is the
quantity considered by the routing protocols to compute
the shortest path from the source to destination. A metric
associated with each edge/link is a numerical value that
aims to express the throughput, the delay, or the quality of
a link. The routing protocol uses these metrics to determine
the best path for a source-destination pair. The simplest but
imperfect metric is the hop count one where each existing
link has a value of 1. The performance of a path is calculated
from a function that takes into account the metric of the links
forming the path [13]. A more accurate solution consists in
associating specific metrics [14, 15] to each link that reflect
their quality. When a node is mobile, degradation of the
link quality leads to an increase of the associated metrics
and, thus, to a change of route with more stable links (with
smaller metric values).

In this paper, we present a method to anticipate the
values of some routing metrics. The method has been
partially published in [16]. Our main idea consists in using a
prediction algorithm applied to received signal strengths to
estimate future values of the metrics in order to compensate
the delay involved by the link quality measurements
and their dissemination by the routing protocol. Such
anticipation techniques are used in infrastructure-based
networks, but it has not been proposed to anticipate link
metrics in ad hoc networks. To the best of our knowledge,
metric anticipation to manage mobility in ad hoc networks
has never been addressed in the literature. Our contribution
is manifold:

1. We propose to perform routing in a MANET using a
new metric calculation method to manage the mobility
problem. Our metric is derived from the classical
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metrics, in particular ETX [17] (expected transmission
count) and ETT [18] (expected transmission time),
but we combine their computation to our prediction
algorithm.

2. In our simulation results, we compare the performance
of this combined routing and prediction approach with
the existing metric-based routing protocols from the
literature.

3. We demonstrate the feasibility of our approach within
an implementation of our solution deployed in a testbed.
It allows us to validate our propositions in a real context.

The paper is organized as follows. In Section 2,
we present related work on routing metrics used in ad
hoc networks and prediction algorithm in infrastructure
networks. Section 3 introduces our prediction method to
anticipate routing metric values from measured signal
strengths. We detail the method used to predict the signal
strength, and a simple experiment to estimate its accuracy.
Simulation scenarios and results are described in Section 4.
Section 5 presents the implementation of our solution and
results of our experimentations. We conclude in Section 6.

2 Related work

Usually, a network and hence, a MANET, is represented by
a graph topology where vertices are the nodes and edges
connecting two nodes represent the wireless links existing
between these two nodes. The routing task is generally
performed in a distributed manner using a routing protocol
including several components. The first component consists
of the choice and the measurement of edge cost or metric for
each link. The second one is the route computation which
consists in an algorithm to find the “best” route between a
source and a destination. The third component specifies the
way to exchange the topology information between nodes in
order to update the graph topology and to maintain a global
and consistent view of the network.

In this section, we introduce the notion of routing
metrics, and present the ones considered in this paper.
Then, we review several mobility prediction algorithms and
metrics sensitive to mobility. We do not present works
regarding routing protocols in mobile ad hoc networks as
it is a well-known subject, and because our contributions
focus on routing metrics. Nevertheless, the reader can refer
to [2] for a survey of routing protocols.

2.1 Routingmetrics

A metric associated with each edge/link of the MANET
is a numerical value which aims to express the cost or
the performance of a link. The routing protocol uses these

metrics to determine the best path for a source-destination
pair. The performance of a path is calculated from a function
that takes into account the metric of the links forming
the path [13]. The simplest function is the sum of the
metrics, thus called additive metrics such as delay, or hop
count. As we said, the hop count metric costs 1 for each
link. The sum is then the number of hops in the path.
More complex functions can also be the multiplication, or
the minimum/maximum, of the metrics on the path. For
instance, when the link metrics are the delivery ratio, its
product on the path leads to the end-to-end delivery ratio.
Throughput/bandwidth is an example where the minimum
of the metrics is considered to evaluate a path (the metric is
then the throughput of a link, and the minimum on the path
is the end-to-end throughput).

The classical hop count metric is not able to reflect the
link quality for which performances are rather characterized
by the loss rate or the signal strength. Hop count tends to
favor long-distance links that may offer poor received signal
strengths, packet delivery ratio, and are more sensitive to
mobility and link breakages as the involved nodes will
be at the limit of the radio range of each other. Richer
metrics have thus been proposed. They are generally not
specifically defined to manage mobility but there are a few
exceptions. Some metrics try to reflect the mobility of the
nodes, for instance the average number of link breaks [19],
or the link duration (LD) [20] that corresponds to the time
where two nodes are within the transmission range of each
other. These metrics aim at capturing the node mobility,
and favor stable routes. But they are strongly dependent on
the mobility patterns, useless when all nodes are mobile,
and may be counterproductive when all nodes are fixed.
Other metrics, not particularly related to mobility could
nevertheless be efficient to manage mobility. These metrics
are supposed to reflect the link quality and increase when
a node recedes from a neighbor. The routing protocol may
find better routes and switch from receding to more stable
links. Therefore, these metrics have two important benefits:
to manage mobility efficiently and to favor efficient link
according to a performance criterion like the bandwidth,
the loss rate, or the delay. Other metrics have been adapted
to the wireless context, with cross-layered link interference
estimation to select optimal paths [21], adapted to multi-
channel wireless networks [22, 23] or cognitive radio [24].

2.2 ETX, ETT, and LDmetrics

In this paper, we focus on some of the most popular metrics,
ETX (expected transmission count) [17] and ETT (expected
transmission time) [18], which have been shown among
the most efficient [25]. We also consider these two metrics
because the simplicity of their implementation is adapted to
our proposal. Moreover, we present the link duration (LD)
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metric in detail as it will be compared to the other metrics
in our simulations.

ETX Calculation of ETX uses the forward delivery ratio
(df) and the reverse delivery ratio (dr) of the link. df is
the probability that a data packet reached the destination
(the extremity of the wireless link) successfully. dr is the
probability that a data packet is received successfully. ETX
is formally defined as follows:

ET X = 1

df ∗ dr
(1)

ETX evaluates the mean number of transmissions and
retransmissions needed to send a data packet, as Eq. 1 is the
mean of a geometric distribution with parameter df ∗ dr .
Consequently, routing protocols using the ETX metric tend
to promote links with low loss rates. But, ETX does not
distinguish links with different capacities.

ETT To solve this problem, the ETT metric was proposed.
The ETT calculation is based on ETX but takes into account
the data packet length L and the transmission rate B:

ET T = ET X ∗ L

B
(2)

ETT can be seen as the time expected to transmit a packet
of length L. It multiplies the number of attempts to send a
packet (the ETX metric) by the time to transmit the packet
physically on the link ( L

B
).

LD The link duration metric [7, 26] is calculated by
measuring the life duration of a link between two nodes. For
a given source-destination pair, the path with the maximum
path duration is selected as the best route. The path duration
is the minimum LD of all the links forming the path. The
idea is to consider that routes with long path duration are
more stable. In our simulations, we shall show that it is very
dependent on mobility models and wrong in practice.

Metric classification Table 1 shows an overview of these
metrics: input that allows their computation (input), how

a route is chosen according to the link metrics (route
selection), and the objectives.

2.3 Prediction algorithms

In MANET, the objective of prediction techniques is to
better route packets and to avoid packet losses. A survey
on the different prediction techniques can be found in [27].
They are classified as a function of the availablable
information (geographic, at the link or physical layer, etc.).
A prediction algorithm consists of a time series of data
in one hand and, in the other, of an estimation method to
analyze the data. The time series is composed of n samples
taken at regular intervals. The nature of sampled data
varies a lot not only depending on the intended applications
[28], like node positions [29, 30], speed, and movement
direction [31] but also signal strength [32], transmission
power [33], and link expiration time [34]. The main
estimation or prediction techniques are autoregressive (AR)
modeling [30], regularity-pattern recognition algorithms,
motion prediction algorithms based on a model of human
movement behavior, Kalman Filters, Learning Machine,
genetic algorithms, neural networks [35], or fuzzy methods
[32]. The methods based on movement behavior models
and pattern recognition fail in the case that nodes change
in an unpredictable manner (a driver can change from a
vehicular mobility to a pedestrian one) or the node behavior
is not known or mixed. In [34], a mobility prediction
method is presented for estimating the expiration time of the
wireless link between two adjacent ad hoc nodes as a way
to enhance various unicast and multicast routing protocols.
The route expiration time is estimated as the least of the link
expiration time values of all links on the route. Based on this
prediction, routes are reconfigured before they disconnect.
The estimation of the link expiration time is done using the
node positions, their speed, and their moving direction.

The paper [29] uses extreme learning machines (ELMs)
to predict not only the future location of nodes based on
node coordinates but also the speed and movement direction
angle. Another deep learning scheme is used in [36] to
classify users into clusters as a function of their mobility

Table 1 Metrics properties

Metrics Input Route selection Objectives

ETX Packet error rate Route that minimizes Minimize the number of transmissions

the sum of the metrics

ETT Packet error rate Route that minimizes Minimize end-to-end delay

Link capacity the sum of the metrics

Mean packet length

LD Link lifetime Route that maximizes Choose oldest lifetime path

the minimum of the metrics
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pattern and to optimize handovers. In [30], the authors focus on
neighbor discovery and its hello protocol and propose ARH
(autoregressive hello protocol) where each node predicts
its neighbor mobility and position using an autoregressive
model, based on historical location reports; it also predicts
its own position using position samples in the same way.
This protocol adaptively adjusts “hello” message rate to the
optimal value according to time-varying node mobility. The
effectiveness of this protocol is shown by simulations.

In [31], the proposed technique uses movement history
and existing concepts of genetic algorithm to remove
outliers. In a second phase, an adjacency matrix is obtained
that calculates the predicted direction of each node using
vector calculations and force directed graphs.

In [37], an adaptive mobility prediction method is
proposed. It predicts the future distance of two neighboring
nodes using automaton where a node predicts its own future
position given its current position, speed, and direction.

All these techniques have been designed for ad hoc
networks to predict future node location or the distance
between them. But generally, nodes do not know their
positions as they are not systematically equipped with
localization devices or localization may be lost for a while.
Moreover, mobility is often unpredictable (due to abrupt
direction change for instance). But, the main problem is due
to the fact that the node locations and movements do not
directly give or predict link quality. Link quality is not only
linked to the distance between nodes but is also affected
by the environment where the node evolves (city, building,
etc.) and complex radio phenomena (propagation, fading,
shadowing, etc.). Therefore, the topology or the future
topology (as given by prediction algorithms) does not give
sufficient information to perform efficient route calculations
as it should depend on the link qualities. Mobility prediction
algorithms are thus a solution to potentially detect future
link breakages, but must be necessarily combined with a
link-sensing algorithm able to assess link quality through
a given metric. But, we shall show that sensing algorithms
are also able to predict future link quality from a local
history of measures. Link qualities and their respective
metrics can then be anticipated and directly taken into
account by the routing protocol. Therefore, we think that
it is more appropriate to predict future link quality through
local measures, for instance from regular measures of the
signal strength, than predicting geographical node location.
We develop algorithms based on these assumptions in the
next section.

3Metric anticipation algorithm

The basic idea of our algorithm to anticipate the value
of routing metrics is to forecast future signal strengths

from local measures and to deduce future frame error
rate (FER). FER is defined here as the probability that
the transmission of a frame fails. It does not take into
account retransmissions. While focusing on ETX and ETT
metrics, the above method can however be applied to any
routing metrics based on FER. The main algorithm of
our method is followed by a presentation of its different
components/functions: mapping between the signal strength
and the frame error rate, the anticipation technique, and
insights about the choice of the algorithm parameters. Our
algorithm relies on existing routing control packets and
potentially data packets. It does not introduce any protocol
overhead. An array with the last signal measurements is just
required at each node to anticipate the signal values.

3.1 Metric anticipation

ETX and ETT metrics are used in their classical forms
when the link quality is good and are increased or decreased
according to our signal prediction when the link quality
is lower than a predetermined threshold. The algorithm is
presented in algorithm 1. It considers the ETX metric, but
we could consider ETT as well. The new metric is denoted
ETX ANT (respectively ETT ANT). The algorithm is
applied at each control packet reception. Upon a reception,
the receiver measures the LINK QUALITY, either RSSI,
SINR (signal to interference plus noise ratio), or any
quantity reflecting the link quality.

The LINK QUALITY variable is compared to a prede-
fined threshold denoted TH Q. If it is greater, we compute
the ETX metric with the classical algorithm through the
COMPUTE ETX() function. If the link quality is less than
TH Q, we anticipate the value of ETX. First, the signal
strength is predicted with the SIGNAL PREDICTION(.)
function using a past measurement history of signal strength



792 Ann. Telecommun. (2018) 73:787–802

values. The argument of this function, the parameter
TIME (expressed in seconds), corresponds to the predic-
tion time (the number of seconds we anticipate the signal
strength/metric).

Then, we map this future signal strength to an expected
FER with the FER(.) function. It allows the node to estimate
the dr parameter of the ETX metric (see Eq. 1). df is
computed on the other extremity of the link (predicted or not
depending on the link quality), and obtained through routing
control packets. The ETX ANT metric is then computed
from these anticipated values.

3.2 Relationship between FER and signal strength

Anticipation is made within a prediction mechanism based
on the history of link quality measurements. ETX and ETT
metrics are mainly based on the FER of the wireless link.
Therefore, it is this quantity that we try to anticipate. But, we
do not use previous FER measures since it behaves as a step
function. Indeed, wireless cards adapts their modulation and
coding rate to keep a reasonable FER. If we observe FER
when the signal is degrading, it is generally kept at a low
level until the link reaches a quality threshold from which
FER increases suddenly. It is thus difficult to anticipate FER
with such a behavior, whereas the received signal strength is
strictly decreasing/increasing as the nodes are moving and
is directly related to FER. It is thus easier to forecast a trend
for signal strengths than for FER.

A node collects and stores signal strengths of the packets
exchanged with its neighbors. This quantity is generally
available through the RSSI with 802.11 and 3G/LTE cards.
In our implementations, these measures are collected only
for control packets as the routing daemon may not be
informed of the reception of data packets. But obviously,
measures from data packets can be utilized as well when
available.

We assume that each node has a table that maps signal
strength to FER. This table can be obtained from the
network card manufacturer or inferred through a set of
measures performed before the ad hoc network deployment.
This function, used to map a signal strength to a FER, has
been denoted FER(.) in our algorithm.

3.3 Signal strength prediction algorithm

Several methods have been proposed to predict signal
strength [38]. Most of these methods assume a particular
radio environment, for instance through a known path-loss
or fading. We consider instead the linear regression method
proposed in [39]. This choice has been motivated by the
fact that this mechanism has a low complexity and does not
rely on a particular radio context. It is worth noting that
it is the anticipation mechanism that we have implemented

in our simulations and experiments. But our proposition
does not rely specifically on this mechanism, and any other
prediction algorithms can be considered.

3.3.1 Linear regression method

With a linear regression method, a history of signal
measurements, denoted S = {s1, s2, .., sn}, is stored in
a table. It contains the last n measurements updated at
each new reception. The different times at which they are
collected are stored in the vector T = {t1, t2, ..., tn}. A linear
regression model with the form S = a + bT is used to fit
the data. The future signal strength is then estimated as:

ŝn+p = a + bp (3)

where p is the step of the prediction. It is related to the
parameter TIME in our algorithm (given in algorithm 1). a

and b are given by:

b =
∑

i si ti − S̄.T̄
∑

i t2
i − nT̄ 2

(4)

a = S̄ − bT̄ (5)

S̄ (respectively T̄ ) is the mean of vector S (respectively
T ).

The authors of [39] used a dynamic window (dynamic
size of the vectors S and T ) to adapt to eventual abrupt
changes. During these sudden changes, “old” data may not
reflect the current trend. The reduction of the window size
is thus necessary to discard measurements that are no more
pertinent.

The size of the history window is initially set to a
default value and changes according to errors observed in
the prediction process. If the prediction error is greater than
a threshold, the size of the window is immediately reduced.
However, if the error does not exceed the threshold, the size
of the window is increased until it reaches its maximum size.

3.3.2 Experimentations to evaluate the prediction
algorithm

In our first set of experiments, we have just validated
and evaluated the prediction signal mechanism presented
above [39]. We will now test our own implementation. We
configured two laptops in ad hoc mode under Linux (Ubuntu
12.04 LTS). They were equipped with two external USB
wireless cards. We performed this evaluation in the outdoor
garden of our laboratory where the two laptops were in line
of sight of each other. The mobility of the two mobiles
was as follows. First, both computers moved in opposite
directions at a pedestrian constant speed (for 20 s); then,
they stay more or less at the same distance (between seconds
20 and 90) before approaching a few seconds and moving
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Fig. 1 Comparison of the
measured signal strength and the
prediction (made 2 s in advance)
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away for a second time (between seconds 103 and 120). This
particular mobility pattern aims at evaluating the prediction
algorithm when there are clear movements in the signal
strength (nodes approaching or moving away) and when the
signal oscillates (the distance between the two PCs does not
vary much).

In Fig. 1, we plotted the measured signal and the
estimated ones (2 s in advance, i.e., TIME = 2 s). In the
figure, the real signal is shifted of 2 s in order to compare
easily the prediction and the measured signal. The figure
clearly shows that this mechanism successes to predict
signal strengths when nodes are approaching and moving
away. As expected, when the signal strength oscillates, the
prediction is less accurate. Several similar experiments have
been performed and led to the same behavior.

3.4 Design parameters

Before performing the evaluation of our proposal, we need
to tune the parameters TIME and TH Q.

T IME must be set according to the time needed to
disseminate a new metric values in the network and the
time to process it (routes computing, etc.). Therefore, it
strongly depends on the used routing protocol. In the
simulation setting, it is set as the frequency where control
messages, that contains the metrics, are generated by the
nodes. The other parameter, TH Q, must be set in such a
way that the prediction begins at least TIME seconds before
a link breakage. Therefore, a fine tuning of this parameter
assumes the knowledge of the radio environment and the
maximum relative speed of the mobile nodes (denoted S R

hereafter). In our simulations, this information is known.
In case of a real deployment, it can be inferred beforehand
through experimentations. We give here a method to tune
this parameter when the path-loss function is known. The
path-loss function PL(distance) gives the expected receiving
power with regard to the distance. But, any other method,
more adapted to the deployment context can be used instead.

One way to tune our anticipation algorithm is to
guarantee that a link breakage will be detected and taken
into account by the routing process before it actually
breaks. A link with a signal strength that would reach the
physical threshold of reception, denoted TH R, should be
thus anticipated TIME seconds in advance. In other words,
the threshold TH Q must be set in such a way that when the
node speed is S R, it takes TIME seconds to pass from a
signal strength of TH Q to TH R. We get:

T H R ≥ PL
(
PL−1(T H Q) + S R × T IME

)
(6)

where PL−1(T H Q), and PL−1(T H Q)+S R ×T IME

are the distances at which the threshold TH Q and TH R are
reached respectively. We inverse this equation to obtain the
minimum value of TH Q:

T H Q ≥ PL
(
PL−1 (T H R) − S R × T IME

)
(7)

In this section, we have introduced the main algorithms
we propose to anticipate the metric values, the prediction
algorithm we use, and some results obtained from
experiments.
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4 Simulation

In order to validate and evaluate the performances of
our proposition, we have conducted extensive simulations
carried out under different scenarios.

4.1 Simulation scenarios

We performed simulations using NS-3 (Network Simulator
version 3 (http://www.nsnam.org/)). We used the optimized
link state routing protocol (OLSR) [9] to integrate our
solution. OLSR is a proactive link-state protocol for which
it was easy to take into account different routing metrics.
Also, the new version of OLSR (OLSRv2 [40]) has been
designed to take into account metrics more elaborated than
the hop count. In OLSR, there are mainly two types of
control messages: (i) Hello messages that are exchanged
periodically (with a period of HELLO INTERVAL) at one
hop and contain local information on the neighborhood,
(ii) topology control messages (TC) which are disseminated
periodically in the whole network (with a period of
TC INTERVAL), and contain links states information (link,
nodes, and metrics). We changed the format of these
messages to include our metric value. Moreover, we
changed the algorithm used to update the routing table. We
implemented the Dijkstra algorithm instead of the default
algorithm of OLSR, optimized for hop count metric. The
rest of the OLSR routing protocol has not been modified.

We compare our approach (ETX ANT and ETT ANT)
with the classical metrics ETX, ETT, and LD. LD metric
is defined by the difference between the last time that the
link was symmetric as managed by OLSR and the time at
which the TC is sent. The fixed parameter values used for
the simulations are given in Table 2. The Minstrel Wi-Fi
manager is the algorithm that allows a node to compute
an appropriate physical transmission rate (modulation and
coding) with a neighbor according to the current radio
environment, e.g., FER or signal over noise ratio.

In all simulated scenarios, we use the log distance
path loss model [41] as the radio propagation model. We
combine this function with a random variable S modeling
the channel randomness. S follows a log-normal distribution
with zero mean and different standard deviations σ (σ 2

ranges from 0 to 25). The received signal strength is then
PL(d) + S (expressed in dBm). The parameter TH Q is set
accordingly using Eq. 7 for a speed of 60 km/h for the chain
scenario. The parameter TIME is equal to 2 s. It corresponds
exactly to the TC period.

Three quantities are considered to evaluate the perfor-
mance of our anticipated metrics and to compare it with the
other metrics: (i) packet delivery ratio defined as the number
of received packets divided by the number of sent packets,
(ii) throughput defined as the mean number of received bits

per second, (iii) the end-to-end delay. In all curves, each
point is the average of 20 simulations and is shown with
a confidence interval of 95%. It may appear that the con-
fidence interval lengths are smaller than the symbols used
in the plots, making them barely visible. We have simu-
lated three topologies, that corresponds to different possible
applications of ad hoc networks:

– Chain scenario (Fig. 2a). The first topology considered
is a chain of 11 static nodes which are separated from
a distance of 100 meters. A mobile node moves at
constant speed along this chain. This topology is a
trivial case that allowed us to test the efficiency of our
algorithm, and where results are easy to interpret. The
source is the mobile node. It transmits data packets at
regular intervals (CBR traffic). The destination is the
first node in the chain. We vary the speed of the mobile
node from 10km/h to 70km/h. The source moves and
the application starts after a few seconds to let the time
to OLSR to fill the routing tables. The simulation stops
when the mobile node arrives at the end of the chain.
This topology may emulate a network where the mobile
is a train, a metro, or a vehicle and where it has been
more convenient to deploy a mesh network than a wired
one along the road or railway.

– Mesh Network Scenario (Fig. 2b). In this scenario,
we consider a mesh network modeled through a grid
topology of nine fixed nodes. Six nodes are mobile
following the random waypoint model (RWP) [42] with
constant speed (the speed is the same for all nodes and
for each trajectory of the RWP). In the simulations,
we select one source and destination chosen randomly
among the mobile nodes.

– Ad hoc network scenario (Fig. 2c). In the third
scenario, we considered an ad-hoc network where 25
nodes are mobile and are randomly distributed in an
area with a size 300 × 300 m2. Mobility model, speed,
and selection of the (source, destination) pair is the
same as in the mesh scenario.

4.2 Simulation results

Results on the ETX prediction The quality of the prediction
of the ETX metric has an important impact on the
performance of the routing protocol. The anticipation occurs
approximately for 19%, 23%, and 26% of the times in
the chain, mesh, and ad hoc scenarios respectively. This
proportion is quite insensitive to the mobile speed as it is
more related to the ratio between the size of the region
where the metric is anticipated and the whole radio range.

In Fig. 3, we plot the difference between the anticipated
ETX value and the real one obtained T IME seconds later.
The speed of the mobile stations is 10 km/h in average.

http://www.nsnam.org/
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Table 2 Simulation parameters
Parameters Numerical values

Simulation time 62 [s]

Window size (chain scenario) 1200 × 200 [m2]

Window size (mesh and ad hoc scenario) 300 × 300 [m2]

Number of nodes (chain scenario) 12

Number of nodes (mesh scenario) 15

Number of nodes (ad hoc scenario) 25

Propagation model Log distance propagation loss model

Fading (log-normal) σ 2 = 0, 4, 25 mean = 0

Wireless technology IEEE 802.11a

Traffic type Constant bit rate (CBR)

Packet size 1024 bytes

Wi-Fi manager Minstrel Wifi Manager

HELLO INTERVAL (OLSR) 0.25 s

Anticipation time (TIME) 2 s

Fig. 2 The three different
scenarios. Blue circles represent
the radio ranges of the static
nodes

Fig. 3 Distribution of the errors
computed as the difference
between the anticipated ETX
value and the real value:
|ET X − ET X|. The speed for
the three scenarios is 10km/h
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It corresponds to the worst case as for greater speed, the
error decreases. Indeed, the distance traveled by the mobile
station between the reception of two consecutive control
packets increases with the speed, and the trend of the signal
may be easily determined. Also, the anticipated ETX leads
more frequently to the ETX limit values (equal to 1 for
instance when the signal is improving). The ETX reaching
also this limit value T IME seconds later the error is almost
nil.

In the figure, we observe that the error is very small with
approximately 45% of errors less than 1 and 80% less than
5. Nevertheless, the radio environment is well known and
stable as it corresponds to the one of the simulator. The
parameterization of the anticipation is then perfect.

Results on packet delivery ratio PDR is the quantity
that reflects the most the ability of our proposition to
manage mobility as loss of connectivity for a mobile node
necessarily leads to packet losses. Figure 4a–c shows the
PDR when using different metrics (hop count, LD, ETX,
ETT, ETX ANT, and ETT ANT), varying the speed of
the mobile node from 10 to 70 km/h, and without fading
(σ 2 = 0). In these figures, the PDR is computed as the ratio
between the number of packets received by the destination

and the total sent. The source rate is 10 packets per second.
It has been chosen in order to avoid any congestion and to
evaluate the capacity of our proposal to find routes with a
low error rate in presence of mobility.

For the chain and mesh scenarios, the PDR with
ETX ANT is 100% for all speeds. It stays greater than
97% for the ad hoc scenario. ETT ANT presents a smaller
percentage, but it is still greater than 92% in the worst
case (ad hoc scenario with a speed of 70 km/h). The
lower performance of ETT ANT is due to the Wi-Fi rate,
managed by the Wi-Fi manager (parameter B in Eq. 2),
that is not predicted in our algorithm, and may lead to
inaccurate predictions. These results empirically prove that
node mobility is perfectly managed with our anticipated
metrics for these scenarios.

The other metrics, and in particular the LD metric, have
a PDR that drops with the node speed. LD selects paths
with the longest duration which explains why it is the worst
metric. Indeed, rather than privileging new links, the LD
metric chooses the oldest.

To show the impact of fading, we plot in Fig. 4d the
metrics ETX and ETX ANT for the ad hoc scenario and for
different fading value (we vary the standard deviation σ 2).
We observe that performances degrade when the variance

Fig. 4 Packet delivery atio for the three scenarios as function of the speed of the mobile stations. For the ad hoc scenario, PDR with and without
fading is considered
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increases whatever the metric. With small fading (σ 2 = 4),
PDR with ETX ANT remains greater than 95% showing
that the mobility is well managed. For σ 2 = 25, the PDR is
at most 70%. But, approximately 25% of the packet losses
are due to the fading itself and not to mobility (it is the
percentage that we observed when nodes were not mobile).
This corresponds to a worst case scenario where fading is
very important, and where by definition such randomness
is unpredictable. But, PDR for the ETX ANT metric stays
more or less constant with the mobile speeds showing that
even with high fading it still predicts properly the metrics.
By lack of space, these results have not been shown for
the previous scenarios (chain and mesh), but they present
exactly the same behavior.

Results on the throughput The throughput is computed as
the number of bits received by the destination over the
simulation time. The speed of the mobile nodes is fixed,
equal to 25km/h.

Figure 5a–c show the throughput as the source transmis-
sion rate increases. In all scenarios, the measured through-
put for ETX ANT and ETT ANT outperforms the one given

by the other metrics. As ETT ANT takes into account link
capacities, it gives better results, but stays close to the
throughput of ETX ANT. The other metrics do not reach
the maximum given by our anticipated metrics since they
always experienced an important amount of packet losses.
For the three scenarios, we observe a degradation of the
throughput when the source rate reaches a certain thresh-
old. It happens when the ad hoc network becomes saturated
leading to losses of routing control packets and routing
errors. Nevertheless, even in this congested state, our antic-
ipated metrics offer better performance than the classical
ones where routing errors caused by the nodes mobility and
congestion cumulates.

Results on the end-to-end delay The mean end-to-end
delay is shown in Fig. 6a–c for the three scenarios. In chain
and mesh scenarios, the end-to-end delay when using the
anticipated metrics is insensitive to the mobility. For the ad
hoc scenario, it increases, but stays significantly lower than
the delay obtained with the other metrics. For the classical
metrics, the explosion of the delays is caused by the use
of deteriorating links by the routing protocol. When these

Fig. 5 Throughput for the three scenarios
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Fig. 6 End-to-end delay for the three scenarios

Fig. 7 Environment of the testbed
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Fig. 8 Chain and wireless links in the testbed

links are used, several transmissions for the same packet
are performed at the Wi-Fi level since transmissions fail.
It involves a delay due to these different attempts that is
also increased by greater value of the back-off (in average).
Packets in the node buffer may also be delayed even if they
are destined to be transmitted on a link with a good quality
(transmitted on the same Wi-Fi card but for a different
neighbor).

5 Testbed

We implemented our anticipated metrics on a testbed. It
allows us to test our proposed algorithm in a real radio
environment, discover potential implementation issues, and
evaluate the feasibility of the approach.

Implementation We implemented the ETX ANT metric.
Our implementation has been integrated in the Olsrd
daemon. Olsrd is an open source implementation of olsr,
coded in C. It is the most famous instance of OLSR. It
has been shown stable and has allowed an easy integration
of our metrics. The version that we modified is Olsrd-
0.6.6.2 [43]. We did not need to add a new field in TC and
HELLO messages as ETX metric is already integrated in
Olsrd. It was sufficient to add and call functions that obtain

Table 3 Mapping between FER and signal strength

Signal strength Packet loss

From −70 to −75 dBm P = 5.52%

From −76 to −80dBm P = 9.1%

From −81 to −85dBm P = 32%

at −87 dBm P = 46%

at −88 dBm P = 75%

at −89 dBm P = 94%

< −89dBm P = 100%

signal strength at the reception of HELLO messages, and
that anticipate FER accordingly. Our code may be found at
the following url [44].

Configuration and testbed setup For the test, we use five
laptops with Linux Ubuntu LTS 14.04. These computers are
equipped with different wireless cards configured in ad hoc
mode (Intel Centrino Wireless-N 1000, Qualcomm Atheros
AR9285 Wireless Network Adapter, and Intel Centrino
Wireless-N 2230).

We run the experiments inside the laboratory of
Communications Systems (Sys’Com) in Tunis. The ad hoc
network is formed of five laptops distributed on one floor
as shown in Fig. 7. The rooms on that floor are separated
by walls (bricks or aluminum walls). It is also important
to mention that there are multiple wireless networks in the
building that are interfering among each other. We choose
a chain topology (Fig. 8) because it presents a simple case
that allows us to test the ability of our algorithm to anticipate
link breakages and to choose appropriate paths. The mobile
PC moved along the corridor and passed through the entire
chain of fixed nodes. Figure 8 depicts the wireless links
between the fixed nodes. The mobile node (N1) is the

Table 4 Testbed parameters

Parameters Numerical values

Wireless technology IEEE 802.11bgn

Number of nodes 5

Routing protocol OLSRD 0.6.6.2

Frequency band 2.412 GHz

Number of packet for low speed 100 packets

Number of packet for medium speed 60 packets

ANTICIPATION TIME (OLSRD) 5.0 s

TH Q (OLSRD) −64 dBm

HELLO INTERVAL (OLSRD) 0.25, 0.5, 1.0, 2.0 s

TC INTERVAL (OLSRD) 2.0, 5.0 s
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Fig. 9 Packet losses for different
HELLO INTERVAL and two
speeds. TC INTERVAL = 2 s

client and communicates with the server (N2). We consider
different HELLO INTERVAL, TC INTERVAL, and two
different speeds (approximately 3 and 7 km/h).

Mapping between FER and signal strength To calculate the
mapping between FER and signal strength, required for the
anticipation, we proceed as follows. We perform a sequence
of measures that maps FER and signal strength. With two
laptops in the experimental area, we measure the FER as a
function of the distance. As the measure varies from one test
to another, we repeat this method several times and compute
the average. The results are shown in Table 3.

We set the TIME parameter at 5 s. It corresponds to
one of the two TC frequency (TC INTERVAL). We set
the TH Q threshold in order to begin the anticipation 5 s
before that losses appear. With the considered speeds, it
led to TH Q=−64 dBm. The signal/FER mapping and the
different parameters have been configured in Olsrd. The
parameters are summarized in Table 4.

Performance measurement and analysis We imple-
mented and compare the performance of three metrics:
hop count, ETX, and ETX ANT. We vary the fre-
quency of the OLSR control messages to measure their
impact on the mobility management (TC INTERVAL and
HELLO INTERVAL). We measure the loss rate for each
experimentation.

Experimentations were repeated five times for
each set of configurations (metric, TC INTERVAL,
HELLO INTERVAL, speed).

Figures 9 (TC INTERVAL = 2 s) and 10 (TC INTER-
VAL = 5 s) show the average for the five experiments for
different HELLO INTERVAL and for both speeds. Results
are shown with a confidence interval at 95%. We observe
that for the classical metrics (ETX and hop count) losses
increase when the control messages frequency decreases
(as the routes are updated at a lower frequency). When
HELLO INTERVAL is 0.25 (i.e., each node generates four
Hellos per second), they present a high loss rate (20% for
TC INTERVAL = 2 s, and 30% for TC INTERVAL = 5 s).
For a lower frequency of Hellos, they even reach 60% for
HOP COUNT, and 37% for ETX. In the other hand, our
metric allows to keep a loss rate around 10% and is varying
from 8 to 19% according to the different configurations. At
low speed (Fig. 9), it reaches 8% for HELLO INTERVAL =
0.25 s, and does not exceed 13% with HELLO INTERVAL
= 2 s. The two other metrics are more sensitive to HELLO
frequency, between 22 and 29% for ETX, and between 31
and 49% for HOP COUNT. It seems thus, that anticipating
the metrics makes the routing more robust with regard to the
frequency of control messages.

Basically, our experiments show that our anticipation
technique improves significantly the PDR and helps to
manage node mobility. Our metrics outperform the classical

Fig. 10 Packet losses for
different HELLO INTERVAL
and two speeds.
TC INTERVAL = 5 s
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ones, which experience a very important loss rate (between
22 and 33% for ETX, and between 31 and 53% for HOP
COUNT). Even if the results are very different from those
obtained by simulations, we can see that the hierarchy is
respected. Unfortunately, our metric does not give a PDR
of 100% even with low speeds. This is mainly due to
the unfavorable environment of our experiments (indoor)
where (i) there were some locations in the trajectory of the
mobile nodes where the PDR was not 100% (even when it
was static), (ii) we use different computers and cards for
which the parameterization (tuning of TH Q) was difficult,
and (iii) mapping between loss rates and signal strength
is not uniform in the corridor where the experiments were
performed whereas the configuration was the same on all
PCs. By involving more human resources and nodes/PCs,
it would be interesting to perform tests on another area
(outdoor environment) in order to prove that a PDR of 100%
is achievable with our metrics.

6 Conclusion

Several techniques of mobility prediction have been
designed for ad hoc networks to predict future locations
of nodes or the distance between them. But in general,
nodes are unable to locate their positions because they are
not equipped with location-based devices, and mobility is
often unpredictable (because of changes in direction, for
example). Furthermore, link qualities are not only related to
the distance between nodes, but in function of complex radio
phenomena (fading/shadowing) and to the environment in
which nodes operate (city, road/highway, etc.). Therefore,
we think that a prediction method of link quality based
on the signal strength is more appropriate. In this paper,
we have presented our routing metrics ETX ANT and
ETT ANT.

These metrics anticipate the value of classical routing
metrics ETX and ETT based on signal strength prediction.
When nodes are mobile, this anticipation allows the routing
protocol to compensate the delay due to the computation
and dissemination of the metrics.

Through a large set of simulations and scenarios, we
have shown that our method improves significantly the main
performance criteria such as PDR, throughput, and end-to-
end delay. Simulations show that the packet delivery ratio
is close to 100% for all scenarios and speeds. It empirically
proves the ability of our technique to efficiently manage the
nodes mobility, even to be optimal (PDR of 100%), when
the radio environment is stable and known.

The proposed approach has also been integrated in the
OLSR routing protocol, and a set of experiments have
been conducted in an indoor environment with different
configurations. Losses are approximately three and four

times less important with our approach compared to the
classical ETX and hop count respectively. But, we still
experienced some losses that are mainly explained by the
unfavorable experiment area that we have chosen (indoor
with a very complex/heterogeneous radio environment).
Also, it points out that in a real environment, an important
protocol parameterization is crucial to allow an accurate
signal prediction and metric anticipation to obtain the
targeted performances.

There are several ways to improve or complete this work.
Experiments in outdoor environment should be performed
to evaluate the performance of our metrics in a more
predictive radio environment. Also, other routing protocols
could be considered.

The proposed solution has been designed for ad hoc and
mesh networks. But these metrics could be used in other
contexts. In particular, it would be interesting to adapt such
metrics for wireless mobile devices (e.g. smartphone, etc.)
in order to help to perform vertical handovers. The idea is
to associate these metrics to the different radio interfaces
(4G/Wi-Fi/etc.), allowing the device OS to anticipate link
breakages and switch seamlessly from one technology to
another.
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