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Abstract Area monitoring using Internet and barrier cover-
age is a typical application of wireless sensor networks. The
main concerns in this type of applications are coverage effi-
ciency and sensor energy conservation. For that, many activ-
ities scheduling algorithms are proposed in the literature.
Unlike prior efforts based on an unrealistic binary sensor cov-
erage model, this paper proposes three efficient activities
scheduling algorithms based on realistic sensor coverage
models. The first algorithm (C1L-PBC) is centralized and it
is based on a coverage graph. The second algorithm (D1L-
PBC) is distributed and it ensures 1-barrier coverage; whereas,
the third one (D2L-PBC) is also distributed and it guarantees
2-barrier coverage. The obtained experimental results show
that the proposed algorithms can effectively guarantee the
barrier coverage and prolong the sensor network lifetime.
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1 Introduction

A wireless sensor network (WSN) is composed of several
sensor nodes (or sensors) that communicate and send the cap-
tured information to one or more collection points, called
sinks.WSNs, formed of hundreds or thousands of sensors that
are usually deployed in large-scale environments, are used in
various applications, such as environmental monitoring, forest
fire detection, battlefield monitoring, and target tracking [1].

Area monitoring using Internet and barrier coverage tech-
nique (Fig. 1) is one of themain applications ofWSNs. Sensors
are deployed along the border of the area of interest (AoI), and
they collaborate together to construct a barrier detecting each
intruder who tries to enter the monitored area. The end-user
could send commands to the barrier (e.g., requesting barrier
reconstruction), and receive alerts from the barrier (e.g., barrier
failurenotification).Asenergyis themainproblemin thebarrier
coverageandknowing that sensorspoweredbybatteries arenot
always easy to replace once exhausted, each proposed solution
must consider this constraint. Therefore, the major preoccupa-
tion is the optimization of barrier coverage reliability while
optimizing energy consumption.

To handle the energy problem in WSNs, several ac-
tivities scheduling algorithms are proposed in the litera-
ture. In these algorithms, the nodes that ensure coverage
are kept active while the rest of nodes are in sleep state.
To the best of our knowledge, all these algorithms are
based on the binary sensor coverage model, which does
not reflect reality well. Our main objective is to protect
an AoI against intrusions by using WSN barrier cover-
age. To maximize the lifetime of this barrier, we exploit
the activities scheduling concept. More precisely, based
on a realistic coverage model, we devise three energy-
aware activities scheduling algorithms that build WSN
barrier coverage.
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The first proposed algorithm, called C1L-PBC (central-
ized probabilistic one-level barrier coverage), centralizes
all calculations in one sink. After calculation, the latter
sends messages to activate (or deactivate) the nodes. The
C1L-PBC algorithm collects the information about all
nodes, constructs the coverage graph, and searches the
optimal path in the graph. This path is the set of nodes
that will be put in the active state. The second algorithm,
named D1L-PBC (distributed probabilistic one-level bar-
rier coverage), uses two sinks to perform the necessary
calculations, and each sink is placed in one extremity of
the barrier. The first sink triggers the selection process of
nodes that remain in the active state by broadcasting a
discovery message in the network. When the second sink
receives discovery messages, it chooses the nodes to keep
in the active state by sending an activation message to all
of the chosen nodes. The third algorithm, called D2L-
PBC (distributed two-level probabilistic barrier coverage),
provides barrier coverage with two levels. This distributed
algorithm has two main objectives: (1) provide a double
barrier coverage so that if a sensor node of the barrier fails
then there will be at least one neighbor node in the active
state who always ensure coverage and (2) increase the
coverage probability so that every point of the barrier is
covered by at least three sensors.

The rest of this paper is organized as follows. The
concept of barrier coverage and the coverage models are
introduced in Section 2. Section 3 discusses related work.
Section 4 highlights our assumptions. Our proposals are
described in Section 5, and their achieved performance
are presented and discussed in Section 6. Section 7 con-
cludes the paper and gives opportunities of this work.

2 Background

Barrier coverage is a coverage type used when we want to
secure an AoI from an intruder (mobile object) that wants
to penetrate into it [2]. The AoI in which the sensors are
deployed is a belt as shown in Fig. 2.

The coverage models are abstraction models that try to
quantify the performance of a sensor when capturing a
physical phenomenon in a given location. These models
are represented by a coverage function that has as input
the distance between a space point z and the sensor.
Several models were proposed in the literature; among
them are the following:

(a) The Boolean disk coverage model (binary model),
which is the most used in the literature. The coverage
function of this model is given by Eq. (1), where
d(s, z) is the Euclidian distance between a point z
and the sensor s, and Rs is the sensing radius. In this

model, the coverage quality is equal to 1 if the dis-
tance between s and z is inferior or equal to Rs.

P d s; zð Þð Þ ¼ 1 If d s; zð Þ≤Rs

0 Otherwise

�
ð1Þ

(b) The truncated attenuated disk model, which is a probabi-
listic model. The coverage quality decreases while mov-
ing away from the sensor and it becomes negligible when
the distanced(s, z) exceeds a certain threshold. The cover-
age function given by Eq. (2) represents one of the trun-
cated attenuated models proposed in the literature, where
Rs is the sensing range,Ru iscalled theuncertain range,and
α andβ are constants. To compute the quality of coverage
ofN sensors in a point z, we use Eq. (3). The probabilistic
coverage models are more realistic than the binary ones.
Therefore, the use of probabilistic coveragemodels in our
solutions will provide more realistic results.

P d s; zð Þð Þ ¼
1 If d s; zð Þ ≤ Rs− Ru

eα d s;zð Þ− Rs−Ruð Þð Þβ If Rs−Ruð Þ < d s; zð Þ≤Rs

0 If Rs < d s; zð Þ

8<
:

ð2Þ

PN zð Þ ¼ 1− ∏
N

i¼1
1−P d i; zð Þð Þð Þ ð3Þ

The coverage graph CG = (V, E) models theWSN coverage
state as shown in Fig. 3. It is composed of a set of vertex Vand
a set of edges E, constructed as follows: the vertexes V corre-
spond to the sensors of the WSN. An edge exists between two
vertexes if and only if the areas of detection of the correspond-
ing sensors overlap [2, 3]. When we use a probabilistic cov-
erage model, like the attenuated truncated model, we put edge
between two vertexes if and only if the corresponding sensors
(u and v) verify Condition (4), where d(u, v) is the distance
between u and v,D = d(u, v)/2, and Pt is the probability thresh-
old. In our work, when we build the coverage graph, we add
two virtual nodes S and D to indicate the beginning and the
end of the barrier, as depicted in Fig. 3.

Pminu;v Dð Þ ¼ 1− 1−Pu Dð Þð Þ 1−Pv Dð Þð Þ > Pt ð4Þ

3 Related work

To the best of our knowledge, all existing scheduling activities
algorithms are based on a binary coverage model. Kumar et al.
[4] have introduced the barrier coverage problem for the first
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time. They have presented an algorithm to determine whether
a WSN provides barrier coverage. In his work, Kumar [5]
presented a centralized algorithm, named REPAIR, which
consists in adding the minimum of sensors in defined places
inside existing barrier coverage to ensure k-barrier coverage.
Kumar et al. [4] also proposed the simplest activities schedul-
ing algorithm, called RIS (random independent sleeping),
which is based on a certain probability P, where each node
activates itself during a certain time independently of the other
nodes. The barrier coverage in RIS is guaranteed probabilisti-
cally. Kumar et al. [3] proposed two algorithms, named
PRAHARI and STINT, to schedule the activity of sensors.
STINT is dedicated to homogeneous networks, while
PRAHARI is dedicated to heterogeneous networks.

Chen et al. [6] defined the local k-barrier coverage and
proposed the localized k-barrier coverage construction proto-
col, named LBCP (localized barrier coverage protocol). In
LBCP, a node uses its neighbor’s information and schedules
locally its activity state. Shen et al. [7] proposed a determin-
istic centralized algorithm, called CBarrier, for omnidirection-
al mobile sensors. This algorithm calculates the possible loca-
tions to which the mobile sensors will move to form the barrier
coverage. Saipulla et al. [8] proposed a centralized algorithm

to construct the barrier coverage with sensors deployed from a
plane. Bhattacharya et al. [9] proposed several algorithms to
determine the best locations and movement modes of mobile
sensors to ensure optimal circular barrier coverage. Ssu et al.
[10] introduced the k-barrier coverage with directional sen-
sors, deployed randomly, and then proposed a distributed con-
struction algorithm. Ban et al. [11] proposed a distributed
algorithm, called DBCS (distributed barrier coverage sched-
uling), where each node exchanges its information with its
neighbors, and on the basis of this information, it decides if
it remains active or goes to the sleep state.

Yang et al. [12] proposed a sliding barrier coverage algo-
rithm based on the principle that the barrier can change length
and direction randomly in time. The proposed algorithm sub-
divides a zone into subzones and ensures the k-barrier cover-
age in each one. Yamamoto et al. [13] proposed a distributed
algorithm, called SSBC (sleep scheduling barrier coverage),
where the static nodes are grouped in clusters. Each cluster
ensures local barrier coverage and the coordination among
clusters is done by the sink to obtain global barrier coverage.
Tao et al. [14] proposed a centralized algorithm, called SBP
(strong barrier path), for a strong barrier coverage based on
directional sensors. Cao et al. [15] proposed a centralized

Intruder

Protected Zone

Unprotected Zone
Fig. 2 Illustration of barrier
coverage

Fig. 1 Area monitoring using Internet and barrier coverage technique
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algorithm, named k-SBCCS (protocol of strong k-barrier cov-
erage with coordinated sensors) which ensures the k-barrier
coverage. This algorithm subdivides a zone into subzones and
ensures k-barrier coverage in each subzone.

Chen et al. proposed in [16] an approach based on the
theoretical analysis of detection probability. They formulated
minimum weight-barrier problem about how to schedule sen-
sor energy efficiently, which is NP-hard. Du et al. [17] focused
on maximizing the network lifetime under a novel k-discrete
barrier coverage model, whose goal is to cover some specific
discrete points by deploying sensors in k lines to form barriers.

Deng et al. [18] studied the gap mending problem in a
hybrid WSN which consists of both stationary and mobile
sensors with adjustable sensing ranges. They proposed two
gap mending schemes: the min-max scheme and the max-
lifetime scheme. The first one minimizes the maximal energy
consumption to move sensors, whereas the second maximizes
the lifetime of barrier coverage after mending all gaps. Wang
et al. [19] studied how to efficiently use mobile sensors to
achieve k-barrier coverage. In particular, two problems were
studied under two scenarios. First, when only the stationary
sensors have been deployed, what is the minimum number of
mobile sensors required to form k-barrier coverage? Second,
when both the stationary and mobile sensors have been pre-
deployed, what is the maximum number of barriers that could
be formed? They proposed an optimal solution and a greedy
solution for each of the two problems.

Zhang et al. [20] considered a scenario where sensors with
adjustable ranges and a few sink nodes are deployed to form a
virtual sensor barrier for monitoring a belt-shaped region and
gathering incident data. The problem considers three relevant
objectives: minimizing power consumption while meeting the
barrier coverage requirement, minimizing the number of ac-
tive sensors (reliability), and minimizing the transmission dis-
tances between active sensors and the nearest sink node

(efficiency of data gathering). Zhao et al. [21] focused on
constructing energy efficient strong barrier coverage of a ran-
domly deployed hybrid directional sensor networks on a long
irregular strip region. First, they find the minimum gap barrier
by modeling a directed graph for the static sensors in the
network. Second, for each gap, they compute the repair loca-
tion for mobile sensor to move to. Finally, the mobile sensor
that has the shortest moving distance is chosen to repair the
gap. Yu et al. [22] proposed local face-view barrier coverage, a
novel concept that achieves statistical barrier coverage in cam-
era sensor networks leveraging intruders’ trajectory lengths ℓ
along the barrier and head rotation angles δ. Using (ℓ, δ) and
other parameters, they derived a rigorous probability bound
for intruder detection for local face-view barrier coverage via a
feasible deployment pattern.

All of the aforementionedworks are based on a binary sensor
coverage model. Although this latter simplifies the analysis, it
may not be realistic in many cases [23, 24]. To avoid this limita-
tion, in this paper, we consider the probabilistic coverage model
that reproduces the probabilistic sensing behavior of sensors and
thus captures the behavior of sensors more realistically.

4 Assumptions

The proposed algorithms consider a networkwithN static sen-
sors thataredeployedrandomlytosuperviseazone.The latter is
a belt region (band) of length l and width h, as shown in Fig. 4.
The band is limited by two parallel curves. The first curve is
located in the interior sideof the supervisedzoneand the second
curve is located in the external side. We suppose that an intru-
sion is successful if it crosses the barrier frombeginning to end.

The WSN is supposed to be dense so that any point of the
barrier is covered by several sensors. For our work, we choose
the attenuated truncated coverage model [2], and we assume

Intrusion

Fig. 4 Barrier schematization Fig. 5 System states of the sensors

S
D

Fig. 3 Coverage graph
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that communication range is much larger than the sensing
range. The choice of the sensors to be kept in the active state is
based on a decision function having two parameters: Emin,
which is theminimal energy of the sensors composing the path
thatconduct fromnodeS to thenodeCi, andNDNBRwhich is the
numberof these sensors.Sincewewant tomaximizeEminand to
minimizeNDNBR, we choose a functiongiven byEq. (5),where
α' and β' are strictly positive constants.

Fdecision Cið Þ ¼ α0*Eminð Þ β0*
1

NDNBR

� �
ð5Þ

5 The proposed C-PBC, D1L-PBC, and D2L-PBC
algorithms

Wepropose threeschedulingactivitiesalgorithmsthatarebased
on a probabilistic coveragemodel. The general operatingmode
of our algorithms is shown in Fig. 5. In the beginning, all the

sensors are in the process-period (PP) and they are all active. In
this period, the systemmakes calculations to choose the sensors
that will remain active. When the time allocated to PP is fin-
ished, the selected sensors remain active and go to activity-
period (AP) in which they will provide the barrier coverage.
The other sensors will be deactivated and will go to sleep-
period (SP). At the end of AP and SP, all the sensors will be
activated and will go to PP to re-execute the operation.

5.1 The C1L-PBC algorithm

C1L-PBC is a centralized algorithm that provides barrier
coverage with one line of sensors. All the calculations
are done in one sink located in the center of the band. At
the end of these calculations, the sink sends the activa-
tion (or deactivation) messages to the sensors of the
band. C1L-PBC operates in three phases: information
collection, coverage graph construction, and coverage-
path selection. The flowchart depicted in Fig. 6

Fig. 6 Flowchart of the C1L-
PBC process
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represents the execution of C1L-PBC in one sink. After
deployment, the sink collects the information by receiv-
ing the messages sent by all the sensors. After that, the
sink constructs a coverage graph G = (V, E) [3], which
corresponds to the deployed WSN. Two virtual nodes S
and D are added at the two ends of the barrier with the
respective co-ordinates (0, h/2) and (l, h/2), as shown in
Fig. 3. These nodes are defined like source node and
destination node, such as the arcs defined in the graph
will be directed from S towards D.

After that, the system goes to PP state in which the
sensors are active. In this state, the sink starts a timer,
called reception-timer, during which it receives the mes-
sages from the sensors composing the network. Once
reception-timer elapsed, the sink ignores the messages
that will arrive after and updates the coverage graph.
Furthermore, the sink starts the search procedure of the
optimal path using the decision function F given by
Eq. (5). If the path was not found, the sink sends an
alarm to inform the network administrator that the cov-
erage was not established. Otherwise, the sink sends an
activation message to the selected sensors. Once the PP-
timer elapsed, the sensors that receive the activation mes-
sage go to the AP state (start AP-timer) in which they
remain active. The other nodes go to the SP state (start
SP-timer) in which they will be deactivated. Once SP-
timer and AP-timer elapsed, the sink re-executes the
above-described procedure.

5.2 The D1L-PBC algorithm

D1L-PBC is a distributed algorithmwhere the networkmodel is
represented in Fig. 7. The sensors are deployed randomly in a
band and two real sinks S andD are placed at the two ends of the
band. D1L-PBC uses discovery and activationmessages. At the
beginning of the optimal path search process (i.e., the sensors to
put in active state), sink S sends a discoverymessage to its direct
neighbors. Eachnode that receives thismessagemakes its calcu-
lations and sends another message to its neighbors informing
them of the beginning of the optimal path search process and
proposing its participation in this path. Each node in the network
makes the same operation until these discovery messages arrive
to sinkD.When sinkD receives the various discoverymessages
from its direct neighbors, it chooses one of its neighbors and
sends an activation message to it. Each node that receives the
activation message sends it to the chosen predecessor neighbor
until the message arrives at sink S.

The D1L-PBC algorithm is executed differently in three
locations: in the sink S (Section 5.2.1), in an ordinary sensor
(Section 5.2.2), and in the sink D (Section 5.2.3). Note that a
flowchart representing the global execution of D1L-PBC is
given in Fig. 13.

5.2.1 Execution of D1L-PBC in the sink S

When a WSN is deployed, sink S puts itself in the active state
and starts a timer called PP-timer, which correspond to the PP

Fig. 8 Discovery message
reception and father-node
selection by an ordinary node n in
the D1L-PBC algorithm

Fig. 7 The network model in the
D1L-PBC algorithm
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state in which the sensors to put in active state are selected.
Then, sink S sends a discovery message to its neighbors. The
message sent contains the identifier of S, its coordinate
(X,Y) and numbers of nodes by which the massage passed
(NDNBR = 0).After that,S awaits the endofPP.Once thisperiod
is finished, S checks if it received an activation message. If the
message was not received, then sink S informs the network
administrator by starting an alarm. If not, S informs the admin-
istrator that the barrier was built and starts the AP-timer corre-
sponding to the AP state inwhich the chosen sensors remain in
active state and the others go to in sleep state. Once AP-timer
elapsed, sink S passes to PP state by starting the PP-timer.

5.2.2 Execution of D1L-PBC in a sensor

The execution of the D1L-PBC algorithm in an ordinary sensor
of the network is done in the following way. When a WSN is
deployed, each sensorn is put in the active state and starts thePP-
timer.Uponnoden receives the first discoverymessage, it starts a
reception-timer. This latter corresponds to the period during
which node n stores in its table of messages the discovery mes-
sages received from its predecessor’s neighbors.

A message is stored if and only if (a) X-coordinate of the
receiver node is larger than X-coordinate of the sender node.
Thismeans that the receivernode is locatedafter the sendernode.
(b)Pminsender , receiver givenbyEq. (4) is less than theprobability
threshold. Once reception-timer elapsed, node n checks its table
ofmessages. If this table isempty, thennodenonlyawaits theend
of PP. Otherwise, n analyzes the received messages and calcu-
lates the function F using Eq. (5) for each message. Further, the
node having the greatest value of function F will be selected as
father node. Then, node n sends its discovery message to its
successor neighbors, as shown in Fig. 8.

Once PP-timer elapsed, node n checks the reception of an
activation message. If such message was received, then the
node goes to the AP state. If not, then node n passes in the
SP state. Once the AP-timer and SP-timer elapsed, node n
restarts the procedure.

5.2.3 Execution of D1L-PBC in the sink D

The execution of the D1L-PBC algorithm in the sinkD is iden-
tical to its execution in an ordinary sensor of the network, except

that after the stage of messages analyzing and the stage of the
choiceof thefathernode,Ddoesnotsendthediscoverymessages
received because it is located in the end of the band and it is
regarded as the last point of the barrier. After that, D identifies
its father node and sends an activation message to it. Each node
that receives an activationmessage sends it to the node chosen as
father node. The nodes that will ensure the barrier coverage for
this period are those that have received an activation message.
Once the PP-timer elapsed,D goes to the AP state.

5.3 The D2L-PBC algorithm

The D2L-PBC algorithm is an improved version of the D1L-
PBC algorithm described in the previous section. Note that
D1L-PBC ensures the barrier coverage with only one line of
sensors, whichmeans that when one sensor fails, it generates a
failure in the barrier and then allows intruders to enter to the
protected zone without being detected. Consequently, barrier
coverage will not be guaranteed in this case by the D1L-PBC
algorithm. To overcome this limit, the D2L-PBC algorithm,
which is based on the same assumptions of D1L-PBC, comes
to ensure two essential points:

& Reinforce the fault-tolerance level of the barrier coverage
by leaving two levels of sensors in the active state so that if

Fig. 10 Discovery messages diffusion by sink S

Fig. 9 Barrier coverage ensured
by the D2L-PBC algorithm
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a sensor fails, there will remain at least another sensor to
ensure the coverage, as shown in Fig. 9.

& Increase the probability of coverage so that any point of
the barrier will be covered by at least three sensors.

The D2L-PBC process is not different from that of the
D1L-PBC algorithm except that some treatments differ in
the used discovery messages and in the selection of parents
(father and mother) of a sensor. Thus, D2L-PBC is also exe-
cuted in three different locations in the network: in the sink S
(Section 5.3.1), in an ordinary sensor (Section 5.3.2), and in
the sink D (Section 5.3.3). Note that a flowchart representing
the global execution of D2L-PBC is given in Fig. 13.

5.3.1 Execution of D2L-PBC in the sink S

At the beginning, sink S starts the PP-timer and sends a dis-
covery message to its successor’s neighbors (Fig. 10). Once
the PP-timer runs out, S checks if it received an activation
message to check if the barrier coverage is construct or not.
Thereafter, S starts AP-timer and once this last runs out, it goes
to PP state and re-executes the procedure.

5.3.2 Execution of D2L-PBC in a sensor

The execution of the D2L-PBC algorithm in any ordinary
sensor n is little different from its execution in sink S. First,
node n passes in the PP state, put itself in active state, and
starts the PP-timer. Once node n receives the first discovery
message, it starts the reception-timer. Until the latter is
elapsed, node n awaits the discovery messages. The received
messages are inserted in the table of messages. After that,
node n checks if the table of messages is empty. If yes, then
node n awaits the end of PP without doing anything.
Otherwise, node n treats the discovery messages to elect its
parents nodes (father and mother). Then, node n constructs its

discovery message and sends it to its successor’s neighbors, as
shown in Figs. 11 and 12.

Once the PP-timer elapsed, if node n does not receive an acti-
vation message, then it is put in the SP state and it starts the SP-
timer. In the contrary case, noden checks the type of the received
activationmessage. If thismessage is intended for amother node
thennoden remains in theactive state andstarts theAP-timer.On
the other hand, if the activation message is intended for a father
node, then node n remains in the active state, sends an activation
message to its father and mother, and starts the AP-timer. Once
the timer elapsed, node n goes again to the PP state.

5.3.3 Execution of D2L-PBC in the sink D

Since sinkD is at the end of the barrier, it will be the last node
that will receive the activation messages (Fig. 12). At the

Fig. 12 Discoverymessage reception and father selection in sinkD in the
D2L-PBC algorithm

Fig. 11 Discovery message
reception and father selection in
an ordinary node n in the D2L-
PBC algorithm
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beginning,D is put in PP state and starts the PP-timer. During
this period, execution of the D2L-PBC algorithm will be the
same one as that in an ordinary sensor except that after
selecting the father and the mother nodes, D does not send a
discovery message. Once reception-timer elapsed, if D re-
ceived discovery messages, it would have chosen a father
and a mother node and sends an activation message to the
father node, another one to the mother node, and it starts the
AP-timer. Each node that receives this message will also send
activation messages to its parents until it arrives at sink S.
Once AP-timer elapsed, D restarts the operation (Fig. 13).

5.4 Message complexity analysis

For aWSN of n nodes, let us assume that, in average, n’ nodes
participate in thebarrier. InC1L-PBC, the sinkbroadcastsa first
message to ask for the state of the nodes.Eachnode replieswith
its state. After that, the sink performs local computation and
informsthenodes thatshouldstayin theactivestate; thesenodes
send back an acknowledgement message to inform the sink. In
total, we haveO(2n + 2n’)message complexity.

In D1L-PBC, the sink S broadcasts a discovery message to
its neighbors and each node that receives this message sends it

Fig. 13 Flowchart of the
algorithms D1L-PBC and D2L-
PBC
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to its neighbors until the message reaches the sink D. After
that, D sends an activation message to the selected neighbor
node, and this latter sends an activation message to its chosen
neighbor node until this message arrives to the S. In total, we
have O(n + n’) message complexity. For D2L-PBC, we have
also O(n + n’) message complexity.

6 Performance evaluation

In this section, we present the performance evaluation of our
proposed algorithms implemented in TinyOS [25] and evalu-
ated using its embedded simulator TOSSIM [26]. For that, we
use a band (1000 m × 100 m) with sensors deployed random-
ly. The communication radius of these nodes is fixed at 30 m
and their initial residual energy is fixed at 20 mAh. The pa-
rameters of the coverage model α and β are set to 1.

To evaluate our algorithms, we study the variation of the
network lifetime (i.e., the period during which the network
can ensure the barrier coverage) according to the following
parameters: the density of sensors and the fault-tolerance level
of the barrier (i.e., the probability threshold of coverage). To
represent the network lifetime, at the beginning (i.e., after

deployment process), we calculate the lifetime LT-default of
the network without applying any algorithm, where all the
deployed nodes remain in active state. Then, when we apply
one of the previous algorithms and, for each lifetime LT ob-
tained, we calculate the ratio (LT/LT-default). We repeat ten
times each simulation with variation of the seed, and report
arithmetic means on the graphs. We observed that for a degree
of confidence of 95%, the simulations results remain in 2–
10% compared to the average.

The first evaluation concerns impact of nodes density varia-
tionon the network lifetime. The results obtained are represent-
ed inFig.14.Wenotice thatby increasing thenumberof sensors
deployed in the band, the network lifetime increases for the
three proposed algorithms. This is due to the fact that each time
we increase the numberof sensors,we increase also the number
of sensors that will participate in the barrier coverage. We also
notice thatD1L-PBCgives better results. This canbeexplained
as follows: D1L-PBC does not use a routing protocol, which
minimizes the number of messages circulating in the network,
and it uses fewer sensors to ensure the barrier coverage.

Concerning D2L-PBC, at the beginning, it is outperformed
by the two other algorithms (C1L-PBC and D1L-PBC). This
is explained by the fact that the number of sensors in the
network is not important at the beginning and since D2L-
PBC uses more significant number of sensors to ensure the
barrier coverage that implies that it consumes more energy
than the two other algorithms. On the other hand, when the
number of sensors increases, the number of nodes used by
D2L-PBC to ensure the barrier coverage becomes negligible
compared to the total number of sensors. This explains the fact
that performance achieved by D2L-PBC approaches that
achieved by D1L-PBC.

The second evaluation concerns the impact of the coverage
probability threshold on the network lifetime. In our scenario,
we used a probability threshold that is fixed by the operator.
The obtained results are presented in Fig. 15. They show that
if we increase the coverage probability threshold, the network
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lifetime decreases for the three proposed algorithms. This can
be explained by the fact that the increase of the probability
threshold decreases the node coverage field used, which incur
more sensors to ensure efficient barrier coverage. Since the
probability threshold defines the coverage fault-tolerance lev-
el of the established barrier coverage, we deduce that an in-
crease in the fault-tolerance level implies a reduction in the
network lifetime.

The third evaluation is a comparison between our algo-
rithms and three existing algorithms: RIS [4], which is the
simplest algorithm in the barrier coverage literature; STINT
[3], which is a centralized scheduling algorithm; and LBCP
[6], which is a distributed one. Figure 16 shows the obtained
results. It can be noticed first that RIS shows the worst perfor-
mance due to the fact that the nodes are activated without any
coordination among them. STINT outperforms both LBCP
and RIS, whereas our proposals have better performance than
all other algorithms. Second, both D1L-PBC and D2L-PBC
outperform C1L-PBC due to the higher number of exchanged
messages in C1L-PBC (cf. Section 5.4). Finally, it can be
observed that D1L-PBC consistently outperforms D2L-PBC.
This is due to the fact that D2L-PBC ensures two-level bar-
riers which consume more resources than the one-level barrier
generated by D1L-PBC.

7 Conclusion

In this paper, we have presented the barrier coverage in wire-
less sensor networks as an appropriate concept of coverage
when sensors are deployed to detect objects penetrating in a
protected area. Since the energy of these nodes is a critical
resource to take into account during the development of solu-
tions, we have proposed three energy-aware activities sched-
uling algorithms to ensure efficient barrier coverage without
negatively affecting the network lifetime.

The first proposed algorithm (C1L-PBC) is centralized,
where all the calculations are performed in one sink, which
incur important energy consumption. To deal with the impor-
tant number of messages generated by C1L-PBC, the second
proposed algorithm (D1L-PBC) decentralizes the manage-
ment process of the barrier coverage. D1L-PBC operates with
two sinks placed at the ends of the deployed network (i.e., the
band). The third proposed algorithm (D2L-PBC) is an im-
proved version of D1L-PBC. D2L-PBC is also distributed
and aims to increase the fault-tolerance level of the barrier
coverage. The obtained results show that our algorithms are
efficient and increase considerably the network lifetime by
using probabilistic coverage models.

In the future work, we plan to deploy our developed pro-
tocols in the Imote2 sensors for testbed experiments, in order
to consolidate the simulation results presented in this paper.
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