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Abstract In this paper, a new, noncoherent architec-
ture for global navigation satellite system tracking
loops is proposed and analyzed. A noncoherent phase
discriminator, able to extend the integration time be-
yond the bit duration, is derived from the maximum
likelihood principle and integrated into a Costas loop.
The discriminator is noncoherent in the sense that
the bit information is removed by using a nonlinear
operation. By jointly using such a discriminator and
noncoherent integrations at the delay lock loop level,
a fully noncoherent architecture, able to operate at
low carrier-power-to-noise density ratio (C/N0), is ob-
tained. The algorithms proposed have been tested by
means of live GPS data and compared with existing
methodologies, resulting in an effective solution for
extending the total integration time.

Keywords Coherent integration · Global navigation
satellite system · GNSS · Long integration ·
Loop discriminators · Noncoherent integration ·
Tracking loops · Weak signals

1 Introduction

The continuous development of high-sensitivity global
navigation satellite system (HSGNSS) receivers is mak-
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ing possible the acquisition and tracking of signals at-
tenuated by approximately 30 dB [1]. Those impres-
sive results are generally obtained by extending the
integration time and successfully compensating for the
user dynamic and the effect of the navigation message.
In this way, a HSGNSS receiver is able to provide
an increased processing gain that allows the successful
recovery of weak and extremely weak signals.

The extension of the integration time, at both acqui-
sition and tracking levels, allows one to average out the
noise components and to reduce the effect of radio fre-
quency interference. Long integrations can be achieved
by means of either coherent or noncoherent processing.
The former provides increased performance in terms of
noise reduction, at the cost of vulnerability to frequency
errors and bit transitions in the navigation message.
Noncoherent processing consists of applying a nonlin-
ear transformation to the input signal, removing the
effects of data transitions and reducing the impact of
frequency errors. This nonlinear transformation gener-
ally amplifies the noise impact, incurring the so-called
squaring loss [2, 3].

At the tracking level, particular attention has been
devoted to the development of specific techniques for
coherently increasing the integration time [1, 4–9].
More specifically, different techniques have been
adopted to detect a bit transition and compensate
its effect during the coherent integration process. In
general, an initial synchronization is assumed, and the
bit boundaries are supposed to be known. Thus, the
input signal is at first integrated over the bit duration
and the polarity of each block is determined using
different techniques [5, 7]. Although noncoherent inte-
grations are commonly used for acquiring weak signals
[10], noncoherent processing has been only marginally
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considered for extending the integration time at the
tracking level. In the context of signal acquisition
[11, 12], it has been shown that, for low carrier-power-
to-noise density ratios (C/N0), noncoherent integration
outperforms coherent processing with bit recovery.
This merely illustrates the fact that relative bit sign
recovery becomes unreliable at low C/N0. A similar
phenomenon is also expected for tracking loops that
rely on bit estimation: for low C/N0, bit estimation be-
comes unreliable, and noncoherent processing should
be preferred. For these reasons, the main topic of this
paper is the design and analysis of loop discriminators
that noncoherently extend the integration time in
tracking loops. Specific focus has been devoted to the
design of a noncoherent phase lock loop (PLL) with
long integration capability. The carrier phase discrim-
inator has been obtained by evaluating the maximum
likelihood (ML) estimator for the common phase of
a set of data blocks modulated by an unknown bit se-
quence. The expression for the ML phase estimator in
the presence of bit transitions was already considered,
in a different context, by [6] for initializing a Kalman
filter-based tracking loop. However, to the best of the
authors’ knowledge, this estimator was never used
as noncoherent discriminator for a PLL, and thus, it
represents one of the innovative contributions of this
paper. The code discriminator has been obtained by
using a noncoherent version of the correlation as cost
function the code tracking loop is trying to maximize.
Although this last approach can be directly derived
from noncoherent integrations for acquisition and it has
been already considered in the literature [13], it allows
the design of a fully noncoherent HSGNSS receiver.

The obtained noncoherent architecture has been
compared with existing methodologies, where the
integration time is coherently extended by estimating
the received bits. Both coherent and noncoherent
architectures have been implemented in the University
of Calgary’s GNSS Software Navigation Receiver
(GSNRxTM) [14] and tested by using live GPS data.
The integration time as been extended till 80 ms and the
loop filters have been designed by using a controlled-
root formulation [15]. The proper filter design and the
use of noncoherent integrations have led to a stable
GNSS receiver able to operate in weak signal condi-
tions. From the analysis, the noncoherent architecture
results in an effective alternative to coherent integra-
tions enabling less noisy measurements than the ones
obtained by means of standard loops.

The remainder of this paper is organized as follows:
in Section 2, the signal model is defined and the basic
principles of GNSS tracking loops are established. In
Section 3, the ML phase estimator is derived and the

noncoherent PLL and DLL discriminators are defined.
In Section 4, the approach for extended coherent inte-
gration is briefly summarized. Section 5 deals with the
linear loop model and filter design, whereas Section 6
analyzes the tracking jitter for the noncoherent and co-
herent cases. In Section 7, real data are used to demon-
strate the use of the proposed architecture. Section 8
suggests a further extension of the proposed discrimi-
nators, and finally, the conclusions are addressed in
Section 9.

2 Signal and system model

The complex baseband signal at the input of a digital
tracking loop, in a one-path additive Gaussian noise
environment, can be expressed as the sum of a useful
signal and a noise term:

s[n] = y[n] + w[n]
= Ad[n − τ0/Ts]c[n − τ0/Ts] exp{ jθ [n]} + w[n],

(1)

where c[n] is the signal spreading sequence and d[n] is
the navigation message that, for the GPS C/A modula-
tion, makes the polarity of the received signal change
each 20 ms. τ0 is the delay experienced by the received
signal (modulo 1 ms) and θ [n] is, in general, a time-
varying process that models the phase and frequency
errors that have to be recovered by the PLL. A is the
signal amplitude that also accounts for the effect of the
automatic gain control before analog-to-digital conver-
sion. w[n] is a zero mean complex Gaussian process
whose statistical properties depend on the decimation
and filtering strategies adopted at the front-end level.
s[n] is a discrete time process obtained by sampling the
continuous time signal s(t) at the sampling frequency
fs = 1

Ts
. In the remainder of this paper, the notation

s[n] = s(nTs) is adopted for denoting sampled signals.
It is noted that the signal recovered by a GNSS

receiver is usually made up of several components
transmitted by different satellites. However, due to
the quasiorthogonality of the different spreading se-
quences, the different useful signals are analyzed sep-
arately by the receiver, thus justifying Eq. 1.

In GNSS receivers, the code delay, τ0, and resid-
ual phase, θ [n], are usually estimated by two separate
tracking loops: the DLL and the PLL/FLL. The main
focus of this paper is the design of a PLL discriminator
employing noncoherent integrations for extending the
total integration time beyond the bit duration. For
this reason, the DLL is only marginally considered,
and perfect code delay synchronization is assumed.
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Under the assumption of perfect code synchroniza-
tion and after code wipe-off, the input signal (Eq. 1)
becomes

r[n] = Ad[n − τ0/Ts] exp{ jθ [n]} + w′[n], (2)

where the code dependence has been removed by the
useful signal and w′[n] = w[n]c[n − τ0/Ts] is a complex
Gaussian process characterized by the same mean and
variance of w[n]. In Fig. 1, the scheme of the standard
PLL is depicted. In this case, bit transitions are neither
recovered nor eliminated, and the integration time is
limited by the bit duration. The signal r[n] is correlated
with a local carrier replica, and the correlator output
is used to evaluate an estimate of the residual phase,
through a nonlinear discriminator. The discriminator
output is then filtered and used to drive the numerically
controlled oscillator (NCO) for the local carrier gener-
ation. In Fig. 1, N denotes the number of samples used
for evaluating the correlation between the local and the
received signal. The complex correlator output can be
modeled as follows [16]:

P = PI + jPQ = dAc exp{ jφ} + ηP, (3)

where

– d models the effect of the navigation message,
assumed constant during the coherent integration
process.

– Ac is the amplitude of the correlator output, also
accounting for the losses introduced by residual
frequency errors.

– φ is a residual phase error that will be extracted by
the nonlinear discriminator.

– ηP is a complex Gaussian random variable derived
by processing the noise term w′[n].

A common choice in the literature [16] is to assume that
the input signal r[n] has been normalized such that the
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Fig. 1 Scheme of a standard PLL

real and imaginary parts of ηP have unit variance. This
choice does not affect the results reported herein since
the power relationship between signal and noise is pre-
served by scaling. Under this condition and neglecting
the impact of front-end filtering and frequency errors,
it is possible to show [16] that

Ac = √
2C/N0T, (4)

where C/N0 is the carrier-power-to-noise density ratio
[17] and T = NTs is the coherent integration time. It is
noted that a more complex model, accounting for front-
end filtering and the presence of nonwhite interference,
can be adopted [18, 19]. More specifically, the C/N0

in Eq. 4 should be substituted by the effective C/N0,
introduced by [20, 21] when accounting for several
signal imperfections.

When considering PLL with extended integration
time, several correlator outputs, obtained from subse-
quent portions of the input signal, are evaluated and
used for producing an improved phase estimate. For
this reason, the index k = 0, 1, ..., K − 1 is introduced
and the different correlator outputs are denoted as

Pk = PI,k + jPQ,k = dk Ac exp{ jφ} + ηP,k. (5)

In Eq. 5, the quantities {dk}K−1
k=0 are modeled as inde-

pendent random variables assuming values from the
set {−1, 1} with equal probability. The phase error, φ,
and the correlator output amplitude are assumed con-
stant for all k, whereas the random variables

{
ηP,k

}K−1
k=0

are considered independent and identically distributed.
Equation 5 represents the basic signal model adopted
in the paper.

3 Noncoherent discriminators

In standard Costas loops, the discriminator is obtained
by considering the correlator output model (Eq. 3) and
deriving the ML estimator for the phase error φ [17].
More specifically, the arctangent discriminator

S = arctan

(
PQ

PI

)
(6)

is the ML phase estimator [17] when considering only
one complex correlator output. Other discriminators
can be obtained by using different approximations for
the arctangent function. In this section, the phase ML
estimator, when considering model Eq. 5 and the avail-
ability of K correlator outputs, is at first derived and
used for the design of a new phase discriminator. A dis-
criminator for noncoherently extending the integration
time into a DLL is also introduced in Section 3.3.
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3.1 ML phase estimator

When considering the complex correlator output
(Eq. 5), the joint distribution of PI,k and PQ,k, given
dk, is

fPk|dk(ik, qk)

= 1

2π
exp

{
−1

2
(ik− Acdk cos φ)2− 1

2
(qk− Acdk sin φ)2

}

= 1

2π
exp

{
−1

2

[(
i2
k + q2

k

) + A2
c

]}

· exp {Acdk(ik cos φ + qk sin φ)} , (7)

where ik and qk are the values that the real and imag-
inary parts of Pk can assume. Since dk is a binary
random variable with values in {−1, 1}, it is possible
to find the distribution of Pk by averaging Eq. 7 with
respect to dk:

fPk(ik, qk) = P(dk = 1) fPk|dk=1(ik, qk)

+P(dk =−1) fPk|dk=−1(ik, qk)

= 1

2π
exp

{
−1

2

[(
i2
k + q2

k

) + A2
c

]}

· cosh {Ac(ik cos φ + qk sin φ)} . (8)

By taking the logarithm of Eq. 8 and removing the
terms not depending on φ, the log-likelihood function
for φ, when considering only one correlator output, is
obtained:

L (φ) = log
[
cosh {Ac(ik cos φ + qk sin φ)}] . (9)

When K independent instances of Pk are available and
assuming φ constant for all the realizations of the in-
phase and quadrature components, the log-likelihood
function for the phase error becomes

L (φ, K) =
K−1∑

k=0

log
[
cosh {Ac(ik cos φ + qk sin φ)}] .

(10)

Finally, the ML estimator is obtained by solving

∂L (φ, K)

∂φ
= 0,

K−1∑

k=0

[
Ac(qk cos φ − ik sin φ)

]
tanh

[
Ac(ik cos φ

+ qk sin φ)
] = 0. (11)

Equation 11 does not allow a closed-form solution, and
some approximations have to be adopted. In particular,

through approximating the hyperbolic tangent by its ar-
gument, the following approximated problem is found:

K−1∑

k=0

[
Ac(qk cos φ−ik sin φ)

][
Ac(ik cos φ+qk sin φ)

]=0

A2
c

K−1∑

k=0

[
ikqk cos(2φ) − 1

2

(
i2
k − q2

k

)
sin(2φ)

]
= 0

2 cos(2φ)

K−1∑

k=0

ikqk = sin(2φ)

K−1∑

k=0

(
i2
k − q2

k

)
. (12)

Finally, from Eq. 12, φ can be estimated as

φ̂ = 1

2
arctan2

(

2
K−1∑

k=0

ikqk,

K−1∑

k=0

(
i2
k − q2

k

)
)

, (13)

where arctan2(y, x) is the four-quadrant arctangent, cor-
responding to the angle of the complex number x + jy.
Thus, the phase estimator (Eq. 13) can be interpreted
as the phase of the complex number

K−1∑

k=0

(
i2
k − q2

k

) + 2 j
K−1∑

k=0

ikqk, (14)

that is, the sum of the squares of the correlator outputs.
This implies

φ̂ = 1

2
∠

K−1∑

k=0

p2
k = 1

2
∠

K−1∑

k=0

(ik + jqk)
2. (15)

The phase estimator (Eq. 15) will be used as phase dis-
criminator for digital PLL implementing noncoherent
integrations.

3.2 Phase discriminator

The ML phase estimator in the presence of random bit
modulation suggests the use of

S(φ) = 1

2
∠

{
K−1∑

k=0

P2
k

}

= 1

2
arctan2

[

2
K−1∑

k=0

PI,k PQ,k,

K−1∑

k=0

(
P2

I,k − P2
Q,k

)
]

(16)

as phase discriminator. In this way, the loop architec-
ture depicted in Fig. 2 is obtained. The input signal is, at
first, integrated over one bit period; the complex corre-
lator outputs, Pk, are then squared, further integrated,
and fed into a four-quadrant arctangent that provides
the discriminator output.
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It is noted that the obtained architecture essentially
differs from the traditional squaring loop [22]. In the
context of GNSS, squaring loops have been used for
the semicodeless carrier phase tracking of L2 GPS
signals [23], and they remove the effect of polarity
changes in the received signal by means of a squaring
operation. The basic scheme for a squaring loop is
reported in Fig. 3: in this case, the squaring is performed
outside the PLL, causing the amplification of the noise
components. Moreover, the output frequency is twice
the carrier frequency causing a half-wavelength ambi-
guity [23]. These two problems are overcome by the
proposed noncoherent scheme. The original frequency
information is preserved and the noise amplification is
reduced by the integrate-and-dump filter preceding the
squaring block.

It is noted that the noncoherent integration block in
Fig. 2 acts as a moving average filter. In this way, the
input of the four-quadrant arctangent is a correlated
process that depends on the last K complex correlator
outputs. Thus, the discriminator (Eq. 16) introduces
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Fig. 3 Structure of a squaring loop: the input signal is at first
squared and band-pass filtered (BPF). The obtained signal is then
tracked by a PLL

memory into the loop, inserting new zeros and poles
into the loop transfer function. This effect will be better
analyzed in Section 5. The memory introduced by the
discriminator can be removed by adding a decimator
after the noncoherent integration block, further reduc-
ing the update interval of the loop and increasing the
latency of the phase estimation. For this reason, only
the case of the discriminator with memory is consid-
ered hereinafter. Moreover, this structure allows the
design of more general discriminators, as discussed in
Section 8.

3.3 Code discriminator

Code tracking can be interpreted as an iterative process
that tends to maximize the cost function defined by the
correlation between the input signal and a signal replica
locally generated. The maximization is performed by
adjusting the code delay between the input signal, r[n],
and its local replica. Moreover, code tracking can be
thought of as a gradient ascent algorithm since the
maximization is performed by following the direction
indicated by the discriminator output, that is, in
some sense, an approximation or a modification of the
derivative of the cost function, i.e., the correlation. In
this respect, a code tracking loop can be designed by
opportunely modifying the cost function or suitably
changing the discriminator structure. For example, the
traditional normalized noncoherent early minus late
envelope [17]:

S(τ ) =
(

1 − ds

2

) |Ek| − |Lk|
|Ek| + |Lk| (17)

can be modified as follows:

S(τ ) =
(

1 − ds

2

)
√∑K−1

k=0 |Ek|2 −
√∑K−1

k=0 |Lk|2
√∑K−1

k=0 |Ek|2 +
√∑K−1

k=0 |Lk|2
(18)

that is, by introducing noncoherent integrations after
the correlator outputs. In Eqs. 17 and 18, Ek and Lk de-
note the kth complex early and late correlator outputs
[16, 17] obtained by correlating the input signal with
an anticipated and delayed version of the local code,
respectively.

The presented approach is analogous to noncoherent
integrations at the acquisition level and, although it has
already been considered in the literature [13], it allows
the design of a fully noncoherent HSGNSS receiver.
The summations in Eq. 18 act as a moving average filter
on the correlator outputs, introducing memory in loop
in the same way as Eq. 16. This effect will be better
discussed in Section 5.
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4 Coherent processing

In this section, coherent processing for extending the
integration time is briefly discussed. Several techniques
for estimating the received navigation message and
removing the effect of bit transitions have been ex-
tensively employed in the literature [1, 4–6]. Coherent
processing is considered in this paper as a comparison
term for the noncoherent architectures discussed in
Section 3.

In Fig. 4, the basic scheme for a PLL with extended
coherent integration is depicted. In order to estimate
the transmitted bits, K complex prompt correlators
are collected and all possible accumulated correlations,
corresponding to the different bit combinations, are
evaluated. The number of coherent integrations is usu-
ally limited to K ≤ 5 for the increased computational
load associated with the test of the different bit combi-
nations [1, 4]. The bit sequence leading to the correla-
tions with the highest energy is used as an estimate of
the received navigation message. This estimate is then
used to remove the effect of the transmitted bits and
further increase the coherent integration time. More
specifically, let

Pk = [
Pk Pk−1 · · · Pk−K+1

]
(19)

be the vector of the last K complex prompt correlator
outputs and Mi the vector corresponding to the ith
bit combination. The bit sequence is estimated by the
vector Mi, whose index is obtained as

i = arg max
l

{|Sl|2
} = arg max

l

{∣∣PkMT
l

∣∣2
}

, (20)

where (·)T denotes transposition. It is noted that only
H = 2K−1 combinations are considered, since sign com-
binations differing only for the absolute sign would
lead to the same energy. Mi is then used to extend the
integration time producing the accumulated correlator
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Fig. 4 PLL with extended coherent integration. The integration
time is extended by estimating the transmitted bits

outputs that will be fed into traditional discriminators.
For example, the phase discriminator is given by

S(φ) = arctan

(
� {

PkMT
i

}

� {
PkMT

i

}

)

. (21)

It is noted that extended coherent integrations can
also introduce memory at the discriminator level. This
depends on the way the vector Pk is updated. In fact, if
the vector Pk+1 is obtained from Pk by substituting the
oldest prompt correlator output with Pk+1, the corre-
lator output evaluated at instant k + 1, then a moving
average effect is introduced, and the analysis presented
in Section 5 also applies to this kind of loop.

5 Linear model and filter design

In this section, the linear model for discriminators with
memory, such as the ones described in Sections 3 and
4, is derived. Moreover, the linear model is used to
evaluate the transfer function of the loop and define the
design criteria for the loop filter.

The linear model for a tracking loop and its trans-
fer function can be obtained by substituting the loop
discriminator with its linear approximation. In Fig. 5,
the linear model for a generic tracking loop is depicted.
In this case, the loop is represented with respect to the
quantity to be tracked. In the following, the PLL case
is considered, although the reported results are general
and apply to the other loops considered in the paper. In
Fig. 5,

– φ[k] is the average phase at the correlator output
that the loop is trying to track.

– φ̄[k] is the phase estimated by the loop.
– ˙̄φ[k] is the phase rate at input of the NCO.
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Fig. 5 Linear model for a tracking loop with discriminator with
memory. In a traditional tracking loop, the discriminator is sub-
stituted by an amplifier with constant gain
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– φ̂[k] is the phase estimated by the discriminator.
– Nd[k] is a white random process accounting for the

noise at the input of the loop and the distortions in-
troduced by the nonlinearities in the discriminator.

In traditional tracking loops, the discriminator is
approximated by a constant gain. However, in the ar-
chitecture described in the previous sections, the dis-
criminator employs the last K complex correlations,
Pk, to evaluate an estimate of the phase error φ. Thus,
this kind of discriminator introduces memory into the
system, and a more appropriate linear approximation is
a finite-impulse response (FIR) filter:

B(z) =
K−1∑

i=0

aizK−1, (22)

where

ai = ∂

∂φ[i]E[S]
∣∣∣∣
φ[i]=0

. (23)

A FIR model is adopted, since only a finite number of
correlator outputs is used for the evaluation of the dis-
criminator output. It is noted that, for K = 1, the linear
model (Eq. 22) becomes a constant gain corresponding
to the model usually adopted for tracking loops.

It can be shown that, for the normalized discrimina-
tors considered in the paper,

ai = 1

K
for 0 ≤ i < K. (24)

The coefficients of the linear expansion (Eq. 22) assume
the constant value 1/K. This is due to the fact that
the discriminator equally weights the different complex
correlators Pk. In this respect, more complex discrimi-
nators, which account for the fact that older correlators
should impact the estimation of the current phase less,
can be designed by introducing unequal weights, as
discussed in Section 8. From Eq. 24, it follows that
the linear approximation for the considered discrimi-
nators is given by a moving average filter with transfer
function

B(z) = 1

K

K−1∑

i=0

z−i. (25)

In the absence of noise, the discriminator output can be
approximated as

φ̂[k] = (
φ[k] − φ̄[k]) ∗ b [k], (26)

where b [k] is the inverse Z transform of B(z).
The closed loop transfer function is defined as [15]:

H(z) = φ̄(z)

φz
, (27)

where φ(z) and φ̄(z) are the Z transforms of the input
and estimated phases φ[k] and φ̄[k], respectively. The
single-sided loop noise bandwidth Bn for the closed
loop is defined as [15]

Bn = 1

2

∫ 1/2T

−1/2T

∣∣H
(
e j2π f T)∣∣2

df

= 1

2

1

2πT j

∮
H(z)H

(
z−1

)
z−1dz (28)

and is one of the main parameters for the loop design:
narrow bandwidths harden the tracking loop against
thermal noise at the expenses of reduced tracking dy-
namic capabilities.

H(z) and Bn can be evaluated once the loop filter
and the NCO models are defined. More specifically,
integrator-based loop filters are characterized by the
following transfer function:

F(z) = 1

T

L−1∑

i=0

Ki
1

(1 − z−1)i
= 1

T

L−1∑

i=0

Ki

[
z

z − 1

]i

. (29)

In this case, the loop filter is constrained to be a linear
combination of several integrators of different order.
L defines the order of the loop. The use of integrator-
based filters allows the loop to provide unbiased phase
estimates for input phases varying according to polyno-
mial models of degree L.

In a rate-only feedback NCO, the phase estimate is
updated according to the following equation [15]:

φ̄[k + 1] = φ̄[k] + 1

2

( ˙̄φ[k + 1]T + ˙̄φ[k]T
)

. (30)

Using Eqs. 26, 29, and 30, the loop transfer function can
finally be evaluated as

H(z) =
1
2 (z + 1)T B(z)F(z)

z(z − 1) + 1
2 (z + 1)T B(z)F(z)

= DK(z) − zK(z − 1)L

DK(z)
, (31)

where

DK(z) = zK(z − 1)L

+ 1

2K
(z + 1)

K−1∑

j=0

z j
L−1∑

i=0

Kizi (z − 1)L−i−1 .

(32)

It is noted that Eq. 31 has the same structure as the
transfer functions of traditional tracking loops with
rate-only feedback NCO. Moreover, Eq. 31 can be used
to verify that tracking loops with memory discrimina-
tors provide unbiased phase estimates for input phases
varying according to a polynomial model of degree L.
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The presence of the discriminator with memory in-
creases the order of the system by introducing new
poles and zeros. In particular, K − 1 zeros are intro-
duced, corresponding to the solutions of 1 − zK = 0
different from z = 1. The zero, z = 1, is only apparent
and is canceled out by the corresponding pole. In Fig. 6,
the poles of Eq. 31 are plotted for different K, for a
second-order loop filter. The coefficients of the loop
filter, K0 = 0.2166 and K1 = 0.0265, are kept constant
for all cases. Those coefficients were designed to pro-
vide a 5-Hz bandwidth for K = 1. As K increases, new
poles appear and the original poles, due to the loop
filter, are pushed towards the unit circle. This effect
reduces the stability margin of the system and increases
the equivalent bandwidth. For this reason, specific filter
design techniques, accounting for the additional poles,
have to be adopted.

5.1 Controlled-root formulation

In order to properly design the loop filter, the
controlled-root formulation [15] has been adopted. It
is noted that other approaches, based on optimality
criteria, can be adopted [24]. These approaches are not

considered here and left as future work. The controlled-
root formulation was originally proposed by [15] for
memoryless discriminators and has been extended here
in order to account for the extra poles introduced by
a discriminator with memory. More specifically, in the
controlled-root formulation, the poles of the loop filter
are constrained to lie on specific positions depending
on design parameters, such as the decay-rate and the
damping factor. In this way, the poles are positioned
in order to ensure a stable loop and the design para-
meters are adjusted in order to meet the bandwidth
requirements. When the case of memory discriminators
is considered, it is not possible to fix the positions of
all the loop poles since only L free parameters, the
L integrator gains, are available. These L parameters
allow one to fix only L poles. Thus, the algorithm
derived from the controlled-root formulation has been
modified as reported in Fig. 7.

At first, L poles are fixed according to some initial
values of the design parameters. By substituting the
values of these L poles into Eq. 32, a system of L
equations in L unknowns is found. By solving this sys-
tem, the integrator gains are obtained. The integrator
gains define the transfer function of the system, from
which the loop bandwidth can be evaluated. The design

Fig. 6 Zeros and poles of the
loop transfer function for
different values of K. The
loop filter is a second-order
filter and the coefficients are
kept constant for all cases.
The coefficients were
designed to provide a 5-Hz
bandwidth for K = 1
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Fix 
the position of 

L poles

Determine the position of the 
remaining poles exploiting 

the constraints imposed by the 
transfer function structure

Find the 
integrator gains

Determine the 
loop 

bandwidth

Adjust the pole 
positions until the 
right bandwidth 

is obtained

Fig. 7 Iterative algorithm for filter design according to the
controlled-root formulation

parameters are iteratively adjusted until the required
bandwidth is obtained.

It has been noted that the additional poles intro-
duced by the discriminator are always placed closer to
the origin of the Z plane than the poles placed accord-
ing to design parameters. In this way, stable loops with
the desired bandwidth were obtained.

6 Phase tracking jitter

In this section, coherent and noncoherent integration
strategies are compared in terms of phase tracking jitter.
Phase tracking jitter allows one to quantify the impact
of thermal noise on the PLL, and it is defined as [16]:

σ j = σs

Gd

√
2BnT, (33)

where σs is the standard deviation of the discriminator
output, Bn is the loop equivalent bandwidth, and Gd is
the discriminator gain defined as

Gd = dE
[
S (φ)

]

dφ

∣∣∣∣∣
φ=0

. (34)

Theoretical and Monte Carlo simulations are used to
evaluate the phase tracking jitter when coherent and
noncoherent integrations are used at the PLL level.
The simulation parameters are reported in Table 1.
In general, the tracking jitter measures the root-mean-
square phase error of the loop and can be expressed as
[23, 25]

σ j =
√[

C
N0 Bn

SL

]−1

, (35)

Table 1 Simulation parameters

Parameter Value

Sampling frequency fs = 8.184 MHz
Front-end bandwidth BIF = fs/2 = 4.092 MHz
Integration time T = 20 ms
Simulation points Np = 1e5

where SL is the squaring loss. Equation 35 can be
interpreted as follows: if a PLL were a perfectly linear
system, then the tracking jitter would be a measure of
the signal-to-noise ratio at the output of the loop. More
specifically, the tracking jitter would only depend on
the product of the input C/N0 and the inverse of the
loop bandwidth. Since a PLL is, in general, a nonlin-
ear device, performance is degraded by the additional
noise introduced by the nonlinearities. This impact is
measured by the squaring loss SL.

It has been shown [23] that, when the bandwidth of
the integrate-and-dump filter in the PLL is wide enough
not to introduce signal distortion, the squaring loss can
be approximated by

SL ≈ 1

1 + 1
2C/N0T

, (36)

leading to the following expression for the tracking
jitter:

σ j =
√

Bn

C/N0

(
1 + 1

2C/N0T

)
. (37)

It is noted that Eq. 37 is a general formula corre-
sponding to the usual tracking jitter for Costas loop
[17]. Moreover, Eq. 37 does not depend on the num-
ber of noncoherent integrations, K, but only on the
input C/N0, the loop bandwidth, and the coherent
integration time T. It is noted that, as demonstrated
in Section 7, when K > 1, noncoherent integrations are
employed, a PLL with lower equivalent bandwidth Bn

can be used. Moreover, by increasing the integration
time, less noisy measurements are expected.

Formula 37 has been verified by Monte Carlo sim-
ulations and, in Fig. 8, some simulation results are
summarized. More specifically, the case of a constant
product

KBnT = 0.2

has been considered and three different values of K in-
vestigated. The tracking jitter obtained by simulations
matches the theoretical value, supporting the validity
of Eq. 37. The vertical trend in the simulated curves
indicate that the loop has lost lock.
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Fig. 8 Comparison between theoretical and simulated phase
tracking jitter for constant KBnT and for different numbers of
noncoherent integrations. The vertical trends indicate that the
simulated loop has lost lock

In Fig. 9, coherent and noncoherent integrations are
compared in terms of tracking jitter. It is noted that the
tracking jitter for a Costa loop can be lower-bounded
by

σ j ≤
√

Bn

C/N0

(
1 + 1

2KC/N0T

)
, (38)

which corresponds to the case of an ideal loop able to
coherently integrate, without estimating the transmit-
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Fig. 9 Comparison between coherent and noncoherent integra-
tions in terms of phase tracking jitter. The vertical trends indicate
that the simulated loop has lost lock

ted bits, up to KT, the total integration time. This lower
bound is plotted in Fig. 9 as reference. As expected,
coherent integration slightly outperforms noncoherent
integration in terms of tracking jitter. This is, however,
achieved at the expenses of an increased computational
complexity. In Fig. 9, only the impact of thermal noise
has been considered, since both theoretical model and
simulations do not consider the effect of dynamics and
phase noise introduced by the oscillator, and the other
electronic devices present the receiver chain. This as-
pect will be better investigated in Section 7, where some
results obtained with real data are presented.

7 Experimental results

In order to test the proposed discriminators with non-
coherent integrations and verify the correct design of
the loop filters, a customized version of the Univer-
sity of Calgary’s GNSS Software Navigation Receiver
(GSNRxTM) [14] has been developed and tested by
means of real data. GSNRxTM is a flexible and recon-
figurable tool, developed in C++. In this respect, the
discriminators with extended coherent and noncoher-
ent integrations have been implemented and integrated
in the existing version of the GSNRxTM. The loop filters
have also been modified according to the methodology
described in Section 5.1. Live GPS data have been
collected according to the experimental setup described
in Fig. 10. The received signal has been progressively
attenuated in order to obtain a decreasing C/N0. Only
the case of a static receiver is considered in the paper,
and thus, the only dynamics present in the received
signal are those caused by the satellite motion and the
clock drift. It is noted that the case of a static receiver
is usually adopted for testing long integration-based

National 

Instruments 

PXI-5661

Customized 

GSNRxTM 

Software 

Receiver

Roof 

antenna

Variable 

Attenuator

Ref. GPS Unit 

Timing Source
PC

Reference GPS signal

Data storage

Fig. 10 Experimental setup: the GPS signal has been collected
by using two different front-ends. One of the recovered signals
has been progressively attenuated in order to obtain different
C/N0 conditions
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Table 2 Characteristics of the collected GPS signals

Parameters Value

Sampling frequency fs = 10 MHz
Intermediate frequency fIF = 3.42 MHz
Sampling Real

algorithms [4, 5] and that external sensors are generally
used to compensate the effect of the user motion under
high dynamic conditions.

The GPS signal has been collected using a NI PXI-
5661 signal analyzer [26], using the specifications re-
ported in Table 2. After a minute without attenuation,
the signal was progressively attenuated with a step of
1 dB every 30 s. It is noted that the decrease in C/N0

is not directly proportional to the provided attenuation
since both signal and noise components were attenu-
ated at the same time. More specifically, the decrease
in C/N0 is caused by both the signal attenuation and
the additional noise introduced by the attenuator.

In the following, the signal from PRN 02 is ana-
lyzed. PRN 02 was selected since it was characterized
by the lowest C/N0. Similar results were obtained by
processing the signals transmitted from the other satel-
lites, although higher values of C/N0 were obtained.
In Figs. 11 and 12, the case of a PLL with a 5-Hz
bandwidth is considered. More specifically, the C/N0

and carried Doppler estimates are shown as a function
of time. In Fig. 11, the case of noncoherent integration
is analyzed, whereas Fig. 12 deals with the case of
coherent integrations. For K = 1, the system is able to
track the signal for a C/N0 as low as 14 dB-Hz. When
increasing the number of noncoherent integrations, the

Fig. 11 C/N0 and carrier Doppler estimated for the PRN 02 as a
function of the number of noncoherent integrations. Bn = 5 Hz

Fig. 12 C/N0 and carrier Doppler estimated for the PRN 02 as a
function of the number of coherent integrations. Bn = 5 Hz

signal lock is lost at around 14.5 dB-Hz for K = 2 and
around 12 dB-Hz for K = 4. On the contrary, when
using coherent integration, the lock is lost for increasing
C/N0 when the number of integrations is increased.
This could indicate that, for low C/N0, the process of
bit estimation becomes unreliable and the PLL tends to
be driven only by noise, causing loss of lock. The results
for Bn = 5 Hz are summarized in Table 3.

In order to further test the advantages brought by
long integration, the collected data has been processed
by using a PLL bandwidth as narrow as 2 Hz. With such
a narrow bandwidth, it was not possible, for K = 1, to
obtain a loop able to successfully track the signal. When
using noncoherent integrations, the receiver was able
to obtain a stable lock, and the signal was successfully
tracked for C/N0 close to 10 dB-Hz, as demonstrated
in Fig. 13. The case of coherent integrations is shown
in Fig. 14: although the receiver was able to obtain a
stable lock, the signal is lost after only about 8.5 min.
It is noted that long integrations reduce the variance
of the estimated carrier Doppler. This fact was already
observed by [7] for long coherent integrations and also
holds true for the case of noncoherent integrations, as
demonstrated by Fig. 15. In Fig. 15, the carrier Doppler

Table 3 Loss of lock conditions measured for the PRN 02, PLL
bandwidth Bn = 5 Hz

K Integration type Time Estimated C/N0

1 9.4 min 14 dB-Hz
2 Noncoherent 9.2 min 14.5 dB-Hz
2 Coherent 9.2 min 14.5 dB-Hz
4 Noncoherent 9.8 min 12 dB-Hz
4 Coherent 9 min 15 dB-Hz
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Fig. 13 C/N0 and carrier Doppler estimated for the PRN 02 as a
function of the number of noncoherent integrations. Bn = 2 Hz

for PRN 02 is shown over a short period of time, better
highlighting the impact of increasing noncoherent inte-
grations.

The impact of the number of integrations on the
observation noise has been further studied by using
results from PRN 20. PRN 20 was chosen since it was
characterized by an estimated C/N0 decreasing almost
linearly with time. This fact allowed the easy estimation
of the variance of the carrier Doppler observation as
a function of the C/N0. In Fig. 16, the evolution of
the C/N0 for PRN 20 is reported as function of time.
In Fig. 17, the standard deviation of the carrier phase
observation is reported as a function of the measured
C/N0. A PLL bandwidth of 2 Hz was considered and,

Fig. 14 C/N0 and carrier Doppler estimated for the PRN 02 as a
function of the number of coherent integrations. Bn = 2 Hz
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Fig. 15 Estimated carrier Doppler for the PRN02. The use of
noncoherent integrations reduces the variance of the estimated
quantities

in this case, the initial C/N0 was high enough to allow
the PLL to also have a stable lock for K = 1.

As expected, the standard deviation of the measured
carrier Doppler decreases as the C/N0 increases. More-
over, lower standard deviations are obtained for higher
values of K, the number of integrations. It is noted that
coherent integrations slightly outperform their nonco-
herent counterpart. However, the difference is mar-
ginal, and it is obtained at the expense of an increased
computational load.
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Fig. 17 Standard deviation on the carrier Doppler observations
as a function of the C/N0 and the number of integrations

8 Future work: generalized memory discriminators

In Section 3, a noncoherent phase discriminator was
obtained as Eq. 16

S(φ) = 1

2
∠

K−1∑

k=0

P2
k,

where the inner summation was interpreted as a moving
average filter. A generalization of such a discriminator
can be easily obtained by substituting the moving aver-
age filter by a more general filter:

S(φ) = 1

2
∠

+∞∑

k=0

hk P2
k, (39)

where the coefficients {hk}+∞
k=0 define the impulse re-

sponse of the filter

h[n] =
+∞∑

k=0

hkδ[n − k]. (40)

δ[n] denotes the Kronecker delta. The introduction
of a general filter h[n] instead of the moving average
window is justified by the fact that the oldest samples,
Pk, should impact the current phase estimation less
than the most recent ones. A simple choice for h[n] is
represented by the exponential filter defined by

h[n] = (1 − α)

+∞∑

k=0

αkδ[n − k] with 0 < α < 1. (41)

By adopting Eq. 41, the square correlator outputs are
progressively deweighted according to the forgetting

factor α. This kind of discriminator can be easily im-
plemented using a recursive formula, and it is currently
under investigation.

9 Conclusions

In this paper, a noncoherent architecture for GNSS
tracking loops has been proposed and analyzed. More
specifically, a phase detector, employing several corre-
lator outputs and immune to bit transitions, has been
designed according to the ML principle. A fully non-
coherent receiver architecture has been obtained by
adopting a DLL discriminator with noncoherent inte-
grations. New digital loop filters have been designed by
extending the controlled-root formulation to the case
of discriminators with memory. This has led to a fully
operational GNSS receiver capable of long integration
times. The proposed algorithms have been compared
with existing methodologies for coherently extending
the integration time, resulting in an effective alternative
to bit-estimation-based techniques.

Acknowledgements The authors would like to kindly acknowl-
edge and thank Defence Research and Development Canada
(DRDC) for funding this work.

References

1. Petovello M, O’Driscoll C, Lachapelle G (2008) Weak signal
carrier tracking using extended coherent integration with an
ultra-tight GNSS/IMU receiver. In: Proc. of the European
navigation conference. Toulouse

2. Lowe ST (1999) Voltage signal-to-noise ratio (SNR) nonlin-
earity resulting from incoherent summations. The telecom-
munications and mission operations progress report, TMO
PR 42–137, Tech. Rep.

3. Strässle C, Megnet D, Mathis H, Bürgi C (2007) The
squaring-loss paradox. In: Proc. of ION/GNSS. Fort Worth,
pp 2715–2722

4. Soloviev A, van Graas F, Gunawardena S (2004) Implemen-
tation of deeply integrated GPS/Low-cost IMU for reacquisi-
tion and tracking of low CNR GPS signals. In: Proc. of ION
national technical meeting NTM. San Diego, pp 923–935

5. Soloviev A, Gunawardena S, van Graas F (2004) Deeply in-
tegrated GPS/Low-cost IMU for low CNR signal processing:
flight test results and real time implementation. In: Proc. of
ION/GNSS. Long Beach, pp 1598–1608

6. Psiaki ML, Jung H (2002) Extended kalman filter meth-
ods for tracking weak GPS signals. In: Proc. of ION/GPS.
Portland, pp 2539–2553

7. Kazemi PL, O’Driscoll C (2008) Comparison of assisted and
stand-alone methods for increasing coherent integration time
for weak GPS signal tracking. In: Proc. of ION/GNSS’08.
Savannah

8. Pomalaza-Ráez CA (1991) Analysis of an all-digital data-
transition tracking loop. IEEE Trans Aerosp Electron Syst
28(4):1119–1127

9. Simon MK, Tkacenko A (2006) Noncoherent data transi-
tion tracking loops for symbol synchronization in digital



614 Ann. Telecommun. (2009) 64:601–614

communication receivers. IEEE Trans Commun 54(5):889–
899

10. O’Driscoll C (2007) Performance analysis of the parallel ac-
quisition of weak GPS signals. Ph.D. dissertation, National
University of Ireland, Cork

11. Hegarty CJ (2006) Optimal and near-optimal detector for
acquisition of the GPS L5 signal. In: Proc. of ION NTM,
National technical meeting. Monterey, pp 717–725

12. Borio D, O’Driscoll C, Lachapelle G (2009) Coherent, non-
coherent and differentially coherent combining techniques
for the acquisition of new composite GNSS signals. IEEE
Trans Aerosp Electron Syst. http://plan.geomatics.ucalgary.
ca/papers/taes_composigacqui_dborio%20et%20al_04may08.
pdf. Accepted 2008

13. Hurskainen H, Lohan ES, Hu X, Raasakka J, Nurmi J (2008)
Multiple gate delay tracking structures for GNSS signals and
their evaluation with simulink, systemC, and VHDL. Int J
Navig Obs 17

14. Petovello MG, O’Driscoll C (2007) GSNRxTM User Man-
ual, position, location and navigation (PLAN) group,
Department of Geomatics Engineering, Cchulich School of
Engineering, The University of Calgary, 2500 University
drive NW Calgary, T2N 1N4

15. Stephens SA, Thomas J (1995) Controlled-root formulation
for digital phase-locked loops. IEEE Trans Aerosp Electron
Syst 31(1):78–95

16. Van Dierendonck AJ, Fenton P, Ford T (1992) Theory and
performance of narrow correlator spacing in a gps receiver.
NAVIGATION: J Inst Navig 39(3):265–283

17. Kaplan ED, Hegarty CJ (eds) (2005) Understanding GPS:
principles and applications, 2nd edn. Artech House, Nor-
wood

18. Betz JW, Kolodziejski KR (2008) Generalized theory of code
tracking with early-late discriminator, part 1: lower bound
and coherent processing. IEEE Trans Aerosp Electron Syst
(in press)

19. Betz JW, Kolodziejski KR (2008) Generalized theory of code
tracking with early-late discriminator, part 2: noncoherent
processing and numerical results. IEEE Trans Aerosp Elec-
tron Syst (in press)

20. Betz JW (2001) Effect of partial-band interference on re-
ceiver estimation of C/N0: theory. In: Proc. of ION national
technical meeting. Long Beach, pp 817–828

21. Betz JW, Shnidman NR (2007) Receiver processing losses
with bandlimiting and one-bit sampling. In: Proc. of ION
GNSS. Fort Worth

22. Lindsey WC, Simon MK (1991) Telecommunication systems
engineering. Dover, New York

23. Woo KT (1999) Optimum semi-codeless carrier phase track-
ing of l2. In: Proc. of ION GPS’99. Nashville, pp 289–305

24. Kazemi PL (2008) Optimum digital filters for GNSS tracking
loops. In: Proc. of ION/GNSS’08. Savannah

25. Simon M, Lindsey W (1977) Optimum performance of sup-
pressed carrier receivers with costas loop tracking. IEEE
Trans Commun 25(2):215–227

26. National Instruments (2006) 2.7 GHz RF Vector Signal An-
alyzer with Digital Downconversion http://www.ni.com/pdf/
products/us/cat_vectorsignalanalyzer.pdf

http://plan.geomatics.ucalgary.ca/papers/taes_composigacqui_dborio%20et%20al_04may08.pdf
http://plan.geomatics.ucalgary.ca/papers/taes_composigacqui_dborio%20et%20al_04may08.pdf
http://plan.geomatics.ucalgary.ca/papers/taes_composigacqui_dborio%20et%20al_04may08.pdf
http://www.ni.com/pdf/products/us/cat_vectorsignalanalyzer.pdf
http://www.ni.com/pdf/products/us/cat_vectorsignalanalyzer.pdf

	A non-coherent architecture for GNSS digital tracking loops
	Abstract
	Introduction
	Signal and system model
	Noncoherent discriminators
	ML phase estimator
	Phase discriminator
	Code discriminator

	Coherent processing
	Linear model and filter design
	Controlled-root formulation

	Phase tracking jitter
	Experimental results
	Future work: generalized memory discriminators
	Conclusions
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


