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Abstract Comparisons of natural mortality rates can be used
to identify essential habitat and nursery areas for fishery
species. We estimated and compared natural mortality rates
of juvenile white shrimp Litopenaeus setiferus using length-
frequency and mark-recapture data and attempted to identify
factors that may affect these mortality rates. Daily instanta-
neous natural mortality rates (95 % confidence interval (CI))
obtained from length-frequency data by following individual
cohorts were 0.043 (0.031–0.054) and 0.014 (0.0–0.039).
Combining all length-frequency data, converting to age-
frequency data, and using two types of catch-curve analyses
yielded estimates of 0.069 (0.042–0.095) and 0.060 (0.046–
0.073). Mark-recapture estimates obtained in a separate study
from two ponds were 0.129 (0.054–0.203) and 0.014
(−0.048–0.076). These estimates are comparable to previous-
ly reported values for this species, but we are the first to report
a measure of precision with our estimates. In the mark-
recapture study, mortality rates appeared to be related to
predator abundance in ponds and flooding patterns of the
surrounding marsh. The only mortality rate significantly dif-
ferent from any of the other estimates was the lower of the two
length-frequency estimates, but this result should be
interpreted with caution because of the uncertainty in that
estimate, relative imprecision of our estimates, and confound-
ing factors between themethods we used to estimate mortality.

Despite this caveat, the results from our study can be used to
improve population models for L. setiferus and our under-
standing of the role of marsh habitats as nursery areas.
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Introduction

Estimates of vital rates such as mortality and growth are useful
in identifying essential fish habitat and assessing nursery
habitats for marine organisms, such as penaeid shrimps (Beck
et al. 2001; NMFS 2010). Coastal wetlands of the northern
Gulf of Mexico (nGoM) have been linked to the high produc-
tivity of penaeid shrimps in this region (Turner 1977), and
tidal marshes in particular are thought to be important nursery
habitat for penaeid shrimps and other nekton (Kneib 1997;
Zimmerman et al. 2000). These wetlands are disappearing at a
relatively rapid rate due to a variety of causes (Turner 1990),
and identifying habitat that is valuable for penaeid shrimps
and other fishery species (i.e., areas where growth is rapid and
mortality is low) should be a priority for both conservation
efforts and fisheries management.

In exploited populations, knowledge about mortality is
especially important because managing such populations is
often based on regulating mortality caused directly by
humans. In fisheries applications, mortality is often divided
into two main components: (1) fishing mortality, which is due
to direct removal of individuals from the population by
humans, and (2) natural mortality, which is death due to all
other causes (Ricker 1975). Although natural mortality is
likely affected by many variables (e.g., life history stage, size,
sex, habitat), most fishery population models assume a con-
stant natural mortality rate (Vetter 1988). Results from fishery
models can be sensitive to the values used for natural mortal-
ity; therefore, the quality of information available to manage
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exploited populations could be improved by providing more
precise, accurate estimates of and identifying causes of vari-
ability in natural mortality rates (Vetter 1988).

There is a valuable fishery in the nGoM that targets the
white shrimp Litopenaeus setiferus, but few estimates of
mortality rates for this species are available in the published
literature. Moreover, little is known about variation in natural
mortality rates for L. setiferus or the factors that cause this
variation. Mortality of L. setiferus during early life history
stages has a greater impact on population size than adult
mortality or fecundity (Baker et al. 2014), and the abundance
of early-stage juveniles is a predictor of late-stage juvenile
abundance, which is itself a predictor of adult catch per unit
effort (Diop et al. 2007). Estimating the variation in mortality
rates of L. setiferus at early life history stages and identifying
the factors that cause this variation should be a priority for the
management of this species.

Most previous estimates of natural mortality for juvenile
penaeid shrimps have been based on length-frequency data
(Minello et al. 1989; Haywood and Staples 1993; Wang and
Haywood 1999; Pérez-Castañeda and Defeo 2005; Baker and
Minello 2010). Generally, two approaches are usedwith length-
frequency data to estimate mortality, but both usually include
some type of catch-curve analysis. The first method involves
sampling a population of shrimp over time and using length-
frequency distributions to identify individual groups (or co-
horts) of shrimp. Mortality is estimated as the slope of a linear
regression of the natural log of abundance of a cohort against
time, or if there are only two sampling times, the formula for
instantaneous total mortality in Ricker (1975) is used. Various
mechanisms can alter length-frequency distributions and result
in very similar looking distributions (e.g., Huston and
DeAngelis 1987). This can make it difficult to infer demo-
graphic processes from these types of data, especially without
any other independent information.

The second approach is to convert the length-frequency
data to age-frequency data and then conduct a horizontal
catch-curve analysis (Vetter 1988). Using this approach, a
sample is taken at a single point or during several points in
time, and all the length-frequency data are combined and
converted to age-frequency data. Mortality is then calculat-
ed as either the slope of a linear regression of the natural
log of abundance against age (Ricker 1975) or by using
the method described in Chapman and Robson (1960).
Mortality rates calculated using this method require even
stricter assumptions than the longitudinal catch-curve
(Vetter 1988). Additional uncertainty may occur with this
method because age is assumed to be known without
error, but variation in growth rates can result in relatively
large size differences among similarly aged animals.

Mark-recapture studies also have been used, although less
frequently, to estimate natural mortality of juvenile penaeid
shrimps (Edwards 1977; Gracia and Soto 1986; Knudsen et al.

1989, 1996). Modern mark-recapture techniques may provide
higher quality information than traditional catch-effort data for
fisheries research because capture probability is explicitly
taken into account (Pine et al. 2003). Mark-recapture studies
with juvenile shrimps are challenging because return rates
(i.e., recapture probability) of marked individuals are general-
ly low (e.g., 1 % by Webb and Kneib 2004) and tag-related
mortality may be substantial for small individuals.

The main goal of our study was to estimate variability in
natural mortality rates of juvenile L. setiferus and attempt to
identify factors that may affect that variability. We also com-
pared natural mortality rates derived from length-frequency
and mark-recapture data. The data collected with these two
approaches also were used to estimate growth rates of
L. setiferus in the study area. Finally, along with our results,
we used other studies that estimated natural morality of juve-
nile L. setiferus to compare mortality estimates derived from
mark-recapture and length-frequency data.

Materials and Methods

Study Area

Our study was conducted in the region of coastal Texas and
Louisiana known as the Chenier Plain, which stretches
322 km (200 miles) from Vermilion Bay, LA, to East Bay,
TX (Gosselink et al. 1979). The Chenier Plain consists mainly
of elevated ridges, mudflats, marshes, and inland lakes formed
as sediments from the Mississippi River were deposited and
reworked bymarine processes (Gosselink et al. 1979; Penland
and Suter 1989).

The study area was located within a saline marsh directly
west of Sabine Pass in southeast Texas (Fig. 1). The marsh
contained numerous shallow ponds (<1-m depth) connected
by a subtidal channel (∼1–4-m depth). The mean tidal range at
the nearest NOAA tide gauge (Sabine Pass North, station ID
8770570, ∼2.5 km from study area) was 33 cm. Vegetation
present at the marsh edge (i.e., marsh shoreline) consisted
primarily of the smooth cordgrass Spartina alterniflora, but
other species present included Schoenoplectus robustus and
Distichlis spicata. No submerged aquatic vegetation was ob-
served in the study area.

Mortality Estimates

Length-Frequency Data

We estimated natural mortality rates by tracking the decline in
abundance of individual cohorts of shrimp over time using
length-frequency data from samples collected on July 18,
August 1, and August 15, 2012. Sample sites were selected
before each date from a 1×1-km area of saline marsh using
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random numbers and an aerial photograph of the study area.
The area was divided into 16 squares of equal size (0.25×

0.25-km), and five of these squares were randomly selected for
each sampling event. Four samples were collected in each of

Neches River
Sabine River

Sabine Lake

Texas

Gulf of Mexico

Louisiana

Fig. 1 Map of salt marsh study area in southeast Texas where natural
mortality rates of juvenile white shrimp Litopenaeus setiferus were esti-
mated. Sample sites where length-frequency data were collected are
indicated with solid black symbols representing three different sample
dates during 2012 (solid circles=July 18, solid squares=August 1, solid

triangles=August 15). Themark-recapture studywas carried out in ponds
1 and 2 (within open circles), which were partially blocked. During the
mark-recapture study, water quality variables were measured in two
adjacent, unaltered ponds (within open triangles) of similar depth and size

1582 Estuaries and Coasts (2015) 38:1580–1592



the five randomly selected squares (20 total samples per
sampling event). In each chosen square, we randomly selected
sites to collect one sample from each of the following habitat
types: marsh ≤1 m from the marsh edge, shallow water ≤1 m
from the marsh edge, shallow water 1–5 m from the marsh
edge, and shallow water >5 m from the marsh edge. Sample
sites for shallow water >5 m were determined by randomly
selecting distances between the middle of the water body and
>5 m from the nearest shore. These habitat types were chosen
to include most locations where shrimp would be present, but
also to concentrate sampling effort at sites where shrimp
density is high. The density of juvenile L. setiferus varies as
a function of distance from the marsh edge; density is highest
at the marsh edge and declines sharply with distance on either
side of the marsh edge (Minello et al. 2008).

Shrimp were collected using a 1-m2 drop sampler, which is a
fiberglass cylinder dropped from a boom mounted on the bow
of a boat (Zimmerman et al. 1984). Samples were collected, and
water salinity, temperature, depth, dissolved oxygen (DO), and
turbidity were measured using the protocol described in Rozas
et al. (2012). In the laboratory, all organisms were separated
from detritus and plant parts, and juvenile penaeid shrimpswere
identified to species using the characters from Pérez Farfante
(1970), Ditty (2011), and references therein. Carapace length
(CL) was measured for all juvenile L. setiferus to the nearest
0.1 mm with an ocular micrometer or calipers. Any L. setiferus
too damaged to get a reliable lengthmeasurement (n=50 or 3%
of total) were excluded from further analyses.

Length-frequency distributions were constructed separate-
ly for each sampling date and weighted to represent the size
distribution of the entire shrimp population within the study
area. We first calculated the area of each of the four habitat
types within the entire study area. We multiplied this total area
of each habitat type by the mean density of each size class of
shrimp collected from that habitat type. Length-frequency
distributions from all four habitat types were then combined
and converted to a relative length-frequency distribution. For
the marsh habitat type, we only included marsh within 5 m of
the edge because most shrimp occur there (Minello et al.
2008), and we did not collect samples in marsh vegetation
>5 m from the edge. Density estimates derived from our
marsh sample sites (≤1 m from the edge) were applied to this
entire marsh habitat type, although shrimp density may de-
cline from the shoreline to 5 m in the vegetation (Minello et al.
2008). Relative length-frequency distributions for each sam-
pling date were multiplied by the number of shrimp collected
on that date to produce weighted length-frequency distribu-
tions, which we used in all subsequent analyses.

Individual cohorts were separated from the length-
frequency distributions with R (R Core Team 2013) using
the mixdist package (MacDonald and Du 2012). The MIX
program separates the components (i.e., cohorts) of a finite
mixture distribution (i.e., the overall length-frequency

distribution), and the components can be modeled using a
variety of distributions. We chose to fit normal, lognormal,
and gamma distributions to our data based on previous studies
(Baxter and Renfro 1967; Williams 1969) and used the
Akaike’s information criterion (AIC) value, ΔAIC, and the
Akaike weight (wi) to select the most appropriate model given
our data (Online Resource Table 1; Anderson 2008). To assess
the fit of a given model to the data, a chi-square goodness-of-
fit test (Moore andMcCabe 2006) was conducted and hanging
root grams were inspected. After selecting a model for each
sampling date, we used MIX to estimate the relative propor-
tion of each cohort within the overall length-frequency distri-
bution and the mean±standard deviation CL of each cohort.
The number of individuals in a cohort on a given sample date
was then estimated by multiplying the relative proportion of a
given cohort by the number of individuals in the overall
length-frequency distribution for that sample date.

The difference in abundance of a cohort between two
sampling dates was used to calculate the total instantaneous
mortality rate (Z) during that time period as:

Z ¼
−ln

Ntþ1

Nt

� �

t þ 1ð Þ � t

where Nt is the number of shrimp in a cohort at time t and
Nt+i is the number of shrimp in that cohort at time t+1 (Ricker
1975). If the relationship between the instantaneous fishing
(F) and instantaneous natural (M) mortality rate is additive
then Z=F+M. The area we sampled was a small fraction of
the total study area and no other fishing mortality was occur-
ring, so we assumed that Z=M. A value for M was calculated
over both 2-week sampling periods for any cohorts identified
and present on more than one date. Approximate variances for
M were estimated using the delta method (Powell 2007) and

95 % confidence intervals (CI) were calculated as: M �
1:96� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var Mð Þp� �
. This method requires the inclusion of

the covariance between parameters to get the most accurate
approximation of variance. We did not have an estimate of the
covariance for the number of shrimp in a cohort on consecu-
tive sampling dates; therefore, this term was dropped from the
equation.

As an additional check on the separation of the components
of each length-frequency distribution, the mean absolute
growth rate (Gabsolute) of a cohort was calculated as:

Gabsolute ¼ μtþ1−μt

t þ 1ð Þ � t

where µt and µt+1 are the mean length of a cohort at time t
and t+1, respectively (Isley and Grabowski 2007). Approxi-
mate variances and 95 % CI for Gabsolute were estimated as
described above forM. Before calculating growth rates, size in
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CL was converted to total length (TL=4.944×CL; Baker and
Minello 2010) to make comparisons with previously pub-
lished growth rates more convenient. These growth rates were
used to determine whether the separation of cohorts by MIX
was reasonable because growth rates well outside the range of
previous estimates for juvenile L. setiferus would indicate
possible problems with the separation of cohorts by MIX. We
realize that growth estimates calculated as above could be
biased if mean growth rates differ for shrimp that survive and
those that do not survive between sampling events.

We also estimated natural morality rates using a horizontal
catch-curve analysis, a method commonly used for juvenile
penaeid shrimps (Wang and Haywood 1999; Minello et al.
2008; Baker and Minello 2010). We combined L. setiferus
data from all the sampling dates and converted the length-
frequency data to age-frequency data using a growth rate of
1.0 mm TL day−1 after converting CL to TL as described
above. Age was expressed as the estimated number of days
since 5 mm TL, which was the smallest shrimp we collected.
We estimated Z, orM as explained above, using the Chapman-
Robson estimator (Chapman and Robson 1960) with the
standard error corrected for overdispersion (Smith et al.
2012). Only ages older than the age group with peak abun-
dance (14 days) were included in our analysis. We also esti-
mated M from the slope of an unweighted ordinary least
squares (OLS) linear regression of the natural log of abun-
dance against age (Ricker 1975). With the unweighted OLS
regression method, we started the catch curve at the age of
peak abundance and used all ages up to but not including the
first age with ≤1 individual. Using simulations with a relative-
ly low actual Z (0.2), Smith et al. (2012) found that using the
above criteria resulted in no bias for Z estimated with un-
weighted OLS linear regression. We used this regression
approach to directly compare our estimates with previous
catch-curve estimates of mortality for juvenile L. setiferus.

Mark-Recapture Data

We also estimated natural mortality of juvenile L. setiferus by
conducting a 10-day mark-recapture study from July 19–28,
2012. The mark-recapture study was conducted within the
same 1×1-km area where we collected samples for length-
frequency analyses. We do not believe the mark-recapture
study interfered with the collection and interpretation of the
length-frequency data because the ponds used for our mark-
recapture study were too small to be sampled with a drop
sampler. Furthermore, only 1800 shrimp, a small fraction of
the entire population, were collected and removed from the
study area outside the ponds used for the mark-recapture study.

To estimate natural mortality, we placedmarked shrimp (27–
50 mm TL) into two ponds (hereafter referred to as pond 1 and
pond 2, Fig. 1) that each encompassed approximately 150 m2.
Marked shrimp were released into each pond on the first day

(300 individuals pond−1) and then every other day (150 indi-
viduals pond−1) until the end of the study. This resulted in five
separate marking events and a total of 1800 shrimp marked
during the study. Shrimp were marked using visible implant
elastomer (VIE®), and a different color mark was used for each
marking event to indicate when recaptured individuals were
released. Shrimp marked in the sixth and third abdominal
segments were placed into pond 1 and pond 2, respectively.
On the first day of the study, we also marked a subset of shrimp
(n=101) of the same TL to obtain growth rate estimates. These
shrimp were marked with the same color as all other shrimp
tagged on the first day, but the tag was placed in the first
abdominal segment. On each day following marking events,
we collected ten samples with a cast net (4.9-m diameter, 4.8-
mmmesh) to recapture marked shrimp. Our decision to use ten
casts per pond was based on a desire to balance our need to
recapture an adequate percentage of marked shrimp each day
with a concern that more sampling may have caused too much
disturbance in the ponds. All penaeid shrimps captured with the
cast net were placed on ice, transferred to 10 % formalin, and
taken to the laboratory for processing. Potential predators of
L. setiferus collected in these samples were identified, mea-
sured, and returned alive to the ponds.

The single intertidal creek leading into each pond was par-
tially blocked tomaximize the probability of recoveringmarked
shrimp and to retain a minimum pond depth during low-water
events. Untreated plywood was placed across each creek, sunk
to the height of the adjacent creek banks, and supported by four
posts. We attached two pieces of 6.4-mm wire mesh to the top
of the plywood and extended these panels 2 m into the adjacent
marsh on each creek bank to impede marked shrimp from
leaving the ponds. This partial barrier allowed water to flow
into the ponds daily during high tides and to flow out on ebb
tides until the water level reached the top of the barrier.

Partially blocking the ponds may have altered the environ-
mental conditions within these ponds. Therefore, we moni-
tored and compared the water quality of these ponds and
nearby unaltered ponds. Water level monitors were placed
inside both ponds and in two nearby ponds that were similar
in size and depth (Fig. 1). Flooding duration (% time water
depth ≥5 cm) of the marsh around pond 1 and pond 2 was
calculated by measuring water depth at the marsh edge and
every meter up to 5 m into the marsh vegetation along six
transects around each pond. These water depths were then
related to depths recorded hourly over the duration of the
study by the water level monitor in each pond. During each
day of the study, we alsomeasured water salinity, temperature,
DO, and depth twice in all four ponds. In addition to measur-
ing these environmental variables, we caged tagged shrimp
(ten shrimp cage−1) within pond 1 and pond 2 to determine
whether conditions inside the partially blocked ponds may
have caused shrimp mortality. This caging experiment was
also used to assess short-term mortality due to capture,
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handling, and tagging. Shrimp were placed within each cage
at the initiation of the study and checked daily until the end of
the study. The cages had mesh bottoms, which may have
restricted access to benthic infauna (i.e., potential shrimp
prey). Therefore, we added food (0.59±0.01 g of Wardley®
shrimp pellets) to each cage daily. These pellets contained a
minimum of 30 % crude protein, 3 % crude fat, and 10 %
crude fiber.

We analyzed the mark-recapture data with the IRATE
program (NOAA Fisheries Toolbox 2013), which uses the
instantaneous rates version of the Brownie mark-recapture
models (Brownie et al. 1985; Hoenig et al. 1998). We com-
pared and selected the best of four possible models (Online
Resource Table 2) for each pond using the AIC value,ΔAIC,
and the Akaike weight (wi) as described above. After selecting
the best model for pond 1 and pond 2, we evaluated the fit of
that model to the data with a chi-square goodness-of-fit test
(Moore and McCabe 2006) and by examining the model
residuals for any patterns that could indicate violations of
the model assumptions (Latour et al. 2001). The mortality
rates estimated with these models applied to the period be-
tween marking events, which was 2 days, so we converted
these to daily rates by dividing the estimates by two. We
estimated approximate variances using the delta method and

calculated 95 % CI as M � 1:96 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var Mð Þp� �

.

Comparison of Mortality Estimates

We first compared our estimates calculated from length-
frequency data to each of our estimates from mark-recapture
data. In these comparisons, the null hypothesis of no difference
between the two estimates would be rejected if the associated
95 % CI of the difference did not include zero (the “standard”
method in Schenker and Gentleman 2001). We also included
our mortality rates in a comparison of published natural mor-
tality rates estimated using length-frequency versus mark-
recapture data. In studies that included more than one mortality
estimate, we computed a mean value from the multiple esti-
mates derived from length-frequency or mark-recapture data.
We then used estimates of natural mortality from different
studies as independent replicates to compare mean mortality
rates derived from length-frequency and mark-recapture data
using an unequal variance t test (Ruxton 2006).

Results

Environmental Variables

During sampling trips to collect length-frequency data, the
mean salinity and DO increased from the first to the third trip
(Table 1). Mean temperature and turbidity were similar across

all three trips, while mean depth was lower on the last two
trips than the first trip (Table 1).

During the mark-recapture study, salinity and temperature
were similar among ponds and varied little over the entire
study (Fig. 2). DO varied among ponds (lower in partially
blocked than unblocked ponds), within days (lower in morn-
ing than later), and over the study. Variation inDOwas highest
during the first and last few days of the study. Water depth in
the four ponds was relatively similar except at low tide, when
the plywood barrier retained higher water levels in ponds 1
and 2 (Fig. 2). The marsh edge of both partially blocked ponds
was flooded (≥5 cm) continuously, but the mean flooding
duration of the marsh ≥2 m from the edge of pond 1 dropped
off sharply to <40 % (Fig. 3). In contrast, the mean flooding
duration of marsh within 5 m of pond 2 was always >50 %.

Length-Frequency Data

The number of cohorts and the distributions that fit the data
varied among sampling dates (Fig. 4). Three distinct cohorts
in the overall length-frequency distribution were identified on
the first sampling date (July 18, 2012), all three distributions
fit the data, and all three models had approximately the same
support (Online Resource Table 1). On the second sampling
date (August 1, 2012), two distinct cohorts were identified,
and the model with lognormal distributions had the most
support followed by the model with gamma distributions
(Online Resource Table 1). Two cohorts were identified in
the length-frequency distribution from the third sampling date
(August 15, 2012), but none of the three distributions fit the
data well. More shrimp occurred in the second cohort on this
date than on the second sampling date when this cohort was
first seen. This was mainly due tomany relatively large shrimp
collected in two samples from the same 0.25×0.25-km square
located on the edge of our study area. This apparent increase
in cohort size may have represented immigration into the
study area and a violation of one of the assumptions, or
alternatively, an aggregation of large shrimp emigrating from
the area. We could not identify which of these explanations
was responsible for the observed data; therefore, we excluded
these two samples and repeated the analysis. After excluding
the samples, none of the distributions fit the data well, but the
model with normal distributions had the most support (Online
Resource Table 1). To derive mortality estimates, we used
parameters from the model with lognormal distributions for
the first two dates and the model with normal distributions for
the third date (Table 2, Fig. 4). All results that include param-
eters from the model on the third sampling date (i.e., growth
and mortality rates from the second to third sample dates)
should be interpreted cautiously because this model did not fit
the data well.

Growth rate estimates derived from length-frequency data
differed among cohorts. The mean growth rate (95 % CI)
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calculated from cohort A to the second cohort (A+B) on the
second sampling date was 1.58 (1.46–1.69) mm TL day−1 and
from cohort B to the second cohort (A+B) was 0.66 (0.53–
0.80) mm TL day−1. Both of these mean growth rates are
reasonable for juvenile L. setiferus, and we combined cohorts
A and B (A+B in Fig. 4) to calculate the mortality rate from
the first to second sampling date. The mean growth rate for
cohort C between the second and third sampling dates was
1.68 (1.44–1.91) mm TL day−1, which is also reasonable for
juvenile L. setiferus.

We used two different approaches to calculate mortality
rates from the length-frequency data. In the first approach, we
were able to calculate one mortality rate between each of the
sampling dates by tracking individual cohorts. The daily in-
stantaneous natural mortality rate (95 % CI) was 0.043
(0.031–0.054) for cohort A+B between the first and second
sampling dates and was 0.014 (0.0–0.039) for cohort C be-
tween the second and third dates. Using the second approach,
we first converted the length-frequency data to age-frequency

data and then calculated two mortality rates for both of the
catch-curve methods. Using the Chapman-Robson estimator,
we obtained a daily instantaneous natural mortality rate (95 %
CI) of 0.069 (0.042–0.095) when the two samples from the
third sampling date were excluded and 0.062 (0.034–0.090)
when they were not excluded. The daily instantaneous natural
mortality estimates (95 % CI) we obtained from unweighted
OLS regression were 0.060 (0.046–0.073) when the two
samples from the third sampling date were excluded and
0.046 (0.032–0.060) when they were not excluded. These
results should be considered with caution because the rela-
tionship between the natural log of abundance and age does
not appear to be linear (Fig. 5).

Mark-Recapture Data

Survival rates of caged shrimp varied between ponds (Online
Resource Fig. 1).We used the proportional mortality of tagged
shrimp in the cages over the first 24 h as the value for φ in the

Table 1 Mean±SE water salinity, temperature (°C), dissolved oxygen (mg/L), turbidity (NTU), and depth (cm) in our study area during trips to collect
juvenile white shrimp Litopenaeus setiferus for estimating natural mortality from shrimp length-frequency data

Date Salinity Temperature (°C) DO (mg/L) Turbidity (NTU) Depth (cm)

July 18, 2012 11.57±0.12 31.01±0.31 4.46±0.21 85.85±11.64 43±0.9

August 1, 2012 13.95±0.18 30.32±0.3 5.53±0.3 106.62±12.11 30±1

August 15, 2012 19.22±0.1 31.19±0.42 6.46±0.32 92.13±8.23 32±1.5

Each mean±SE was calculated from 20 replicate measurements
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Fig. 2 Water a salinity, b
temperature (°C), c dissolved
oxygen (mg/L), and d depth (cm)
measured twice daily in mark-
recapture study ponds used to es-
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mark-recapture models, which was 0.9 for pond 1 and 1.0 for
pond 2. Shrimp caged in pond 2 had a relatively high survival
rate (90 %) over the entire study, but only 40 % of the shrimp
caged in pond 1 were recovered at the end of the study. The
40 % recovery rate of shrimp from the cage in pond 1 was
likely due to both mortality of caged shrimp and also the
escape of three shrimp. Two large holes through which shrimp
could have escaped and a small blue crab (<20 mm CW) not
present on July 24 were discovered in this cage on July 25.
Moreover, no shrimp body parts, which would indicate mor-
tality due to stress or handling, were present in the cage on
July 25. We believe the survival rate for caged shrimp held in
pond 1 was actually 70 %, which was the survival rate until
July 25 (Online Resource Fig. 1).

We recaptured approximately 14 and 19 % of the marked
shrimp released into pond 1 and pond 2, respectively. The
mark-recapture model with the most support given our data
for both ponds included a constant natural and time-varying
fishing mortality rate (Online Resource Table 2). We chose
this model to estimate instantaneous natural and fishing mor-
tality rates for tagged shrimpwithin each pond. The goodness-
of-fit tests indicated good agreement between the selected
models and the data for pond 1 (χ2=4.06, df=9, p=0.91)
and pond 2 (χ2=9.36, df=9, p=0.40). We found no evidence
for non-mixing in either pond, but all negative residuals in
rows three and four for the pond 1 data indicate that shrimp
tagged and released on July 23 and 25 may have experienced
excessive tag-related mortality (Online Resource Table 3;
Latour et al. 2001).

Although our analysis detected no statistically significant
difference in daily instantaneous natural mortality rates

between ponds, the estimate (M, 95 % CI) for pond 1
(0.129, 0.054–0.203) was higher than pond 2 (0.014,
−0.048–0.076). We also captured more potential predators in
pond 1 than pond 2 (Online Resource Table 4).

We estimated growth rates from the subset of recaptured
shrimp marked for growth estimates. Thirteen of these shrimp

0

20

40

60

80

100

0 1 2 3 4 5
Distance into marsh (m)

%
 t

im
e 

fl
o
o
d
ed

Pond 1
Pond 2

Fig. 3 Flooding duration of marshes adjacent to ponds 1 and 2 during a
mark-recapture study to estimate natural mortality rates of juvenile white
shrimp Litopenaeus setiferus. Mean flooding duration was estimated as
percentage of time during the study that water depth at a location was
≥5 cm. Each mean (±SE) was calculated from six replicate measurements
except for 5 m into the marsh around pond 2, which was based on four
replicate measurements

0
.0

0
.1

0
.2

0
.3

0
.4

0
.5

P
ro

b
ab

il
it

y
 D

en
si

ty

0 4 8 12

n = 400

A

B

a) 7/18/12

0
.0

0
.1

0
.2

0
.3

0
.4

0
.5

P
ro

b
ab

il
it

y
 D

en
si

ty

0 4 8 12

n = 420b) 8/1/12

A + BC

0
.0

0
.1

0
.2

0
.3

0
.4

0
.5

CL (mm)

P
ro

b
ab

il
it

y
 D

en
si

ty

0 4 8 12

n = 362c) 8/15/12

C

Fig. 4 Length-frequency distributions of juvenile white shrimp
Litopenaeus setiferus collected on the a first (July 18, 2012), b second
(August 1, 2012), and c third (August 15, 2012) sampling dates and used
to estimate natural mortality rates. Curves represent separate cohorts of
shrimp and were fit to the length-frequency data using the programMIX.
Triangles on the x-axes are the mean lengths of each cohort, and n is the
total number of shrimp in the length-frequency distribution

Estuaries and Coasts (2015) 38:1580–1592 1587



were recaptured during the study, but four of these individuals
were excluded from the analysis because they were recaptured
the day after being released. The nine shrimp included in the
growth analysis were recaptured 6–10 days after being re-
leased. Their mean (95 % CI) growth rate was 0.60 (0.45–
0.74) mm TL day−1, and individual growth rates ranged from
0.20 to 0.86 mm TL day−1.

Comparison of Mortality Estimates

Both catch-curve estimates±standard error (SE) (0.060±
0.007 and 0.069±0.013) and one of the mark-recapture esti-
mates±SE (0.129±0.038) were significantly higher than the
lower of the two length-frequency estimates±SE (0.014±

0.013). Our analysis detected only three significant differ-
ences among the mortality estimates, but these results should
be interpreted with caution. The lower of the two length-
frequency estimates was calculated using parameters from
the normal distribution model for the third sampling date,
which did not fit the data well. There may be more differences
among our mortality rates because the confidence intervals
around all estimates were relatively wide, and the statistical
power to detect a significant difference between estimates was
low. Furthermore, if these differences among estimates do
exist, they could be biologically significant.

The daily instantaneous natural mortality rates we estimated
for juvenile L. setiferus are within the range of previous esti-
mates (Table 3). Daily instantaneous natural mortality estimates
for juvenile L. setiferus from the literature are comparable and
mostly range from 0.01 to 0.09 despite differences in locations,
methods, and shrimp size (Table 3). Furthermore, these esti-
mates do not appear to differ between the two types of data
(mark-recapture, length-frequency) commonly used to estimate
these values. No significant difference could be detected (un-
equal variance t test, t=−0.4246, df=6, p=0.6859) between the
means (M±SE) calculated from mark-recapture data (0.05±
0.01, n=3) and length-frequency data (0.06±0.02, n=5).

Discussion

The natural mortality rates we estimated for juvenile
L. setiferus derived from two independent types of data were
similar and comparable to previous published estimates, and
we are the first to report a measure of precision with our
estimates. Although we did not find any strong evidence for
differences in mortality rates derived from the two types of
data, given the uncertainty in our estimates and the limited
number of previous studies, we cannot conclusively state that
the twomethods are equally efficacious. In the mark-recapture
study, mortality rates appeared to be related to predator abun-
dance in ponds and flooding patterns of the surrounding
marsh, which supports previous evidence recognizing preda-
tion as an important cause of mortality for juvenile penaeid
shrimps (Minello et al. 1989; Dall et al. 1990; Salini et al.

Table 2 Parameters estimated from the MIX program using length-frequency data for juvenile white shrimp Litopenaeus setiferus

Date Cohort π (SE) μ (SE) σ (SE)

July 18, 2012 A 0.5971 (0.0563) 2.5389 (0.1396) 0.7659 (0.1286)

B 0.3379 (0.0625) 5.1168 (0.1718) 0.9629 (0.1857)

August 1, 2012 A+B 0.4912 (0.0393) 6.9992 (0.0873) 1.0290 (0.0847)

August 1, 2012 C 0.5088 (0.0393) 3.2092 (0.2322) 1.5440 (0.2627)

August 15, 2012 C 0.4597 (0.0755) 7.2605 (0.4424) 1.8434 (0.2533)

The parameters are (1) relative proportion (π) of each cohort in overall frequency distribution, (2) mean CL (μ), and (3) standard deviation (σ) of each
cohort
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Fig. 5 Natural log of abundance plotted against age for juvenile white
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the text
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1990) and identifying the vegetated marsh surface as a pred-
ator refuge (Minello and Zimmerman 1983; Minello et al.
1989; Minello 1993).

Mortality rates for fishery species are difficult to estimate,
and where estimates are available, they may not be very
precise or accurate. Accuracy can be assessed by comparing
estimates of mortality derived from different methods or by
determining whether estimates vary with environmental vari-
ables known to influence mortality (Miranda and Bettoli
2007). Few studies have directly compared total mortality
rates (Z) derived from length-frequency, mark-recapture, or
catch-curve analyses (e.g., Fabrizio et al. 1997), while even
fewer have focused only on natural mortality (M), and only
one study has focused specifically on natural mortality of
juvenile penaeid shrimps (Gracia and Soto 1986). Gracia
and Soto (1986) estimated a slightly lower natural mortality
rate for large (75–120 mm TL) juvenile L. setiferus when
using length-frequency data (0.029) versus mark-recapture data
(0.031). All methods used to estimate mortality have potential
limitations and biases (Miranda and Bettoli 2007), but the
methods we used to calculate mortality rates for juvenile
L. setiferus seem to provide similar and reasonable estimates.

The mortality estimates from our mark-recapture study
were also consistent with our current understanding of how
access to marsh vegetation and predator abundance influence
mortality rates (Minello and Zimmerman 1983; Minello et al.
1989; Minello 1993). The most likely explanation for the
higher mortality rate for shrimp in our pond 1 was that
predator density was higher and the area of flooded marsh
was less in pond 1 than pond 2. Differences in water quality
between ponds and excessive tag-related mortality in pond 1
are also possible explanations, but these seem less likely.
Access to the marsh surface has long been hypothesized to
influence production of juvenile penaeid shrimps in the nGoM
by providing protection from predators and abundant prey
resources (Minello et al. 1989; Zimmerman et al. 2000).

Marsh flooding has been correlated with the importance of
trophic support from marsh production for juvenile penaeid
shrimps across the nGoM (Baker et al. 2013) and with inshore
commercial landings of penaeid shrimps in Louisiana (Chil-
ders et al. 1990). Moreover, individual-based models that
simulate juvenile brown shrimp Farfantepenaeus aztecus pro-
duction within estuarine nursery areas incorporate the assump-
tion that shrimp are less vulnerable to predation when residing
in marsh vegetation than in open water (Haas et al. 2004; Roth
et al. 2008). Identifying variables that affect the production of
juvenile shrimp populations (i.e., rates of mortality, growth,
and migration) is important, because this information would
inform estimates of the adult population available in the
coastal fishery (Haas et al. 2001; Diop et al. 2007).

Uncertainty exists in all parameters (e.g., number of shrimp
in a cohort, mean size of shrimp in a cohort) that are estimated
when fitting distributions to size-frequency data. This uncer-
tainty should be presented and, where feasible, incorporated
into demographic rates derived from these parameters (Grant
et al. 1987); however, this has not been done in previous
studies on growth and mortality of juvenile penaeid shrimps
(Minello et al. 1989; Haywood and Staples 1993; O’Brien
1994; Pérez-Castañeda and Defeo 2003, 2005). We used the
delta method (Powell 2007) to estimate approximate variances
for our mortality rates, and these variance estimates were used
to calculate confidence intervals. Even so, the accuracy of our
confidence intervals could have been improved had we been
able to include a measure of the covariance between the
numbers of shrimp in a cohort on consecutive sampling
dates. We agree with Grant et al. (1987) that studies using
length-frequency data to estimate demographic parameters
should report not only point estimates but also the precision
associated with those parameters. Presenting only a point
estimate of mortality with no measure of precision is mislead-
ing and suggests confidence in the mortality estimate, which is
likely not supported by the data.

Table 3 Summary of daily instantaneous natural mortality estimates for juvenile white shrimp Litopenaeus setiferus

Reference Data M 95 % CI Location Size (mm TL)

Laney and Copeland (1981) Length-frequency 0.01–0.09 – North Carolina, USA 36–126

Gracia and Soto (1986) Mark-recapture 0.03 – Terminos Lagoon, Mexico 75–104

Gracia and Soto (1986) Length-frequency 0.03 – Terminos Lagoon, Mexico 80–120

Knudsen et al. (1996) Mark-recapture 0.02–0.07 – Louisiana, USA 45–68

Minello et al. (2008) Length-frequency 0.03 – Texas, USA 10–70

Baker and Minello (2010) Length-frequency 0.18, 0.08 – Texas, USA 11–70

Present study Mark-recapture 0.01, 0.13 −0.05–0.08, 0.05–0.20 Texas, USA 29–50

Present study Length-frequency 0.04, 0.01 0.03–0.05, 0.00–0.04 Texas, USA 5–60

Present study Length-frequency 0.07, 0.06 0.04–0.10, 0.05–0.07 Texas, USA 5–60

Source of data (reference), type of data collected to compute mortality rate, mortality estimates (M), 95 % confidence intervals forM estimates, location
of study, and size range of shrimp used in study are provided. AllM estimates were rounded to the nearest hundredth. Estimates were converted to daily
rates when reported in other units
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As with all statistical analyses, the validity of the results we
obtained depends on meeting the underlying assumptions of
our methods. The length-frequency method assumes no net
migration into or out of the study area once a cohort of shrimp
arrives or at least migration is random with respect to size
(Online Resource Table 5). We excluded two samples collect-
ed the same day on the border of our study area because they
contained an unusually high number of large shrimp that may
have recently immigrated to, or were about to migrate from,
the study area. This method also assumes that growth rates
among shrimp that differ in size are the same or do not vary
substantially. If growth rates vary substantially within cohorts
of shrimp, then fast-growing shrimp from a newly arrived
cohort may quickly reach a size similar to that of slow-
growing shrimp from a previous cohort. Also, if mean growth
rates differ among cohorts, then faster growing cohorts may
merge with slower growing cohorts. Finally, separating com-
ponents of an overall length-frequency distribution may be
problematic with sample sizes typically used in marine ecol-
ogy studies (Grant et al. 1987). We could not assess the
accuracy of our length-frequency distributions by comparing
them to the true, but unknown length-frequency distributions
of all shrimp in our study area, although 20 drop samples
appeared to be enough to get an adequate estimate of mean
length on each sample date (Online Resource Fig. 2). We
determined this by randomly selecting 20 drop samples with
replacement, calculating a cumulative mean size, and repeat-
ing this ten times. Cumulative mean size reached an asymp-
tote well before a sample size of 20 on each sampling date
(Online Resource Fig. 2).

The mark-recapture method assumes that the marked pop-
ulation is representative of the unmarked population (Online
Resource Table 5). The mortality rates we estimated for
marked shrimp can be extrapolated to the unmarked popula-
tion only if the survival of marked shrimp was not affected by
tagging. It seems unlikely that shrimp tagged with small VIE®
marks in our study were more vulnerable to predators than
unmarked shrimp, and laboratory studies show no effects of
non-predation mortality or altered behavior from tagging
(Kneib and Huggler 2001; Baker and Minello 2010). There-
fore, we are confident our mortality estimates can be applied
to untagged shrimp. Our analysis indicated some evidence for
excessive tag-induced mortality (Online Resource Table 3,
Latour et al. 2001); however, plausible reasons for this cannot
be easily identified. All personnel that tagged shrimp in our
study had previous experience usingVIE® tags on L. setiferus,
and no tagged shrimp that appeared distressed or dead were
released into the ponds. Unfavorable environmental condi-
tions could also be an explanation, but conditions in pond 2
were similar to pond 1 throughout the study, and we saw no
evidence for excessive tag-induced mortality for shrimp in
pond 2. Even assuming a 20 % higher mortality for shrimp
in pond 1 than pond 2 (based on our caging results) due to

unmeasured environmental conditions, the mortality rate for
shrimp would still be higher in pond 1 (0.10) than in pond 2
(0.01). As with previous studies using mark-recapture tech-
niques to estimate juvenile shrimp mortality, our estimates
from ponds 1 and 2 may not be applicable to the entire
population of shrimp within the larger study area. The entire
shrimp population may not have been exposed to the same
conditions affecting shrimp mortality within our partially
blocked ponds (e.g., predator abundance, marsh flooding
patterns).

The catch-curve method is likely the most problematic in
terms of meeting underlying assumptions for calculating mor-
tality rates. First, the method assumes that historical mortality
has been the same for all shrimp used in the analysis (Online
Resource Table 5). Determining whether this assumption is
met would be difficult, but it seems unlikely in our study.
Second, this method assumes that recruitment over time is
relatively constant. Although Baker and Minello (2010) did
not find evidence for pulsed recruitment by L. setiferus, data
from Baxter and Renfro (1967) indicate this species does
recruit in pulses. Third, this method assumes no error in aging
individuals, but we know that growth rates vary among indi-
vidual shrimp, and this variation in growth introduces error
into the aging of individuals. Based on simple numerical
models, however, Ricker (1975) concluded that errors in aging
would not bias mortality estimates derived from catch curves
if the true mortality rate is constant among ages and either (1)
the proportion of positive and negative errors in aging are
equal in both directions at all ages or (2) positive and negative
errors are the same at a given age but increase or decrease with
age. We have no reason to believe that positive and negative
errors in aging L. setiferus were not equal at a given age;
therefore, this source of error may not be biasing our mortality
estimates. Finally, the catch-curve method also assumes that
mortality for different aged individuals is relatively constant
over time. Baker andMinello (2010) reported higher mortality
rates for small (<28 mm TL) versus large (28–70 mm TL)
juvenile L. setiferus. The convex relationship between the
natural log of abundance and age we observed for juvenile
L. setiferus may indicate an increase in natural mortality with
age (Ricker 1975) but more likely represents the migration of
older, larger individuals from our study area. We may have
violated some of the assumptions for estimating mortality
using the catch-curve method, but our estimates from this
method were comparable to mortality rates we derived from
the same length-frequency data using a different procedure
and separately from our mark-recapture data.

Mortality is one of the key vital rates that regulate popula-
tions (Rockwood 2006). Although notoriously difficult to
estimate, the natural mortality rate is an important parameter
in models of exploited animal populations (Vetter 1988). We
directly calculated natural mortality rates of juvenile white
shrimp L. setiferus using two different types of data that
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provided comparable estimates, and our estimates are similar
to those from previous studies of juvenile L. setiferus. Mor-
tality rates in the mark-recapture study appeared to be influ-
enced by shrimp access to emergent vegetation and predator
abundance in ponds. Estimating variability in mortality and
identifying factors that affect this variability are crucial to
understanding population dynamics. Population models for
L. setiferus and other marine organisms may be improved by
incorporating this variability to account for the uncertainty in
estimates of natural mortality.
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