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Abstract A previously observed shift in the relationship
between Chesapeake Bay hypoxia and nitrogen loading has
pressing implications on the efficacy of nutrient manage-
ment. Detailed temporal analyses of long-term hypoxia,
nitrogen loads, and stratification were conducted to reveal
different within-summer trends and understand more clearly
the relative role of physical conditions. Evaluation of a
60-year record of hypoxic volumes demonstrated signifi-
cant increases in early summer hypoxia, but a slight
decrease in late summer hypoxia. The early summer
hypoxia trend is related to an increase in Bay stratification
strength during June from 1985 to 2009, while the late
summer hypoxia trend matches the recently decreasing
nitrogen loads. Additional results show how the duration of
summertime hypoxia is significantly related to nitrogen
loading, and how large-scale climatic forces may be
responsible for the early summer increases. Thus, despite
intra-summer differences in primary controls on hypoxia,
continuing nutrient reduction remains critically important
for achieving improvements in Bay water quality.

Keywords Hypoxia . Stratification . Nutrients . Chesapeake
Bay . Kriging . Long-term trends

Introduction

Hypoxia, or depleted dissolved oxygen (DO), has been a
recurring summertime condition in deeper regions of the
mainstem Chesapeake Bay for decades (e.g., Hagy et al.
2004), and is an expanding problem in coastal regions
around the world (Diaz and Rosenberg 2008). The negative
effects of hypoxia on living resources include decreased
habitat for fish and invertebrates (Ludsin et al. 2009; Seitz
et al. 2009) in both deep and shallow waters (Breitburg
1992, 2002) and overall shifts in trophic energy transfer and
production (Diaz and Rosenberg 2008). The causes of
hypoxia are generally agreed to be a combination of both
biological and physical factors (Boynton and Kemp 2000;
Kemp et al. 1992). While physical factors can set up local
environments that minimize oxygen transfer and mixing
(Boicourt 1992), biological processes are involved in that
excessive nutrient loads can cause increased oxygen
consumption via phytoplankton blooms and decay (Malone
et al. 1988; Malone 1992; Officer et al. 1984).

Long-term trends in hypoxic volume of the main channel
of Chesapeake Bay over a 50-year period were found to be
related to Susquehanna River nitrogen loads and freshwater
flows (Hagy et al. 2004). Both nitrogen, the primary
limiting nutrient (Fisher et al. 1999), and freshwater flow,
a major factor in regulating stratification (Boicourt 1992),
were predictors of summertime hypoxic volume in the main
channel, but these variables did not fully explain the sharp
increase of average July hypoxic volume from 1950 to
2001 (Hagy et al. 2004). In particular, for the same amount
of nitrogen load or flow, the analysis of Hagy et al. revealed
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more hypoxic volume in July in recent years than in years
at the beginning of the data set. Using the same time series,
Kemp et al. (2005) found that two separate significant trend
lines described the relationship between hypoxia and nitrate
loading for 1950–1979 and 1980–2001 and suggested that
the Bay has become less able to assimilate nitrogen inputs.
Using a change-point analysis, Conley et al. (2009) found
that 1986 was a significant breakpoint in the same Bay
hypoxia trend. These studies point to the possibility that a
shift may have taken place in the hypoxia–nutrient
relationship in Chesapeake Bay. Similar trends of recently
increasing hypoxia for a given nutrient loading have been
observed in other locations (Conley et al. 2009; Kemp et al.
2009) with reduced response of hypoxia to inter-annual
nutrient load reductions compared to previous conditions in
systems such as Danish coastal waters (Conley et al. 2007)
and the northern Gulf of Mexico (Turner et al. 2008).

In Chesapeake Bay, a few recent studies have investi-
gated possible reasons for the observed hypoxic volume
trends. A change in the predominant summertime wind
direction around the mid-1980s was found to statistically
explain the increase in average July hypoxic volume
unaccounted for by nitrogen loads (Scully 2010a), based
on the findings that winds from different directions can
impact Bay salinity structure and circulation (Guo and
Valle-Levinson 2008; Scully 2010b). Other hypotheses for
the unexpected shift in this hypoxia–nutrient relationship
include increased benthic recycling of nitrogen or changes
in atmospheric forcing and continental shelf circulation
(Kemp et al. 2009). The Chesapeake Bay Environmental
Observatory (CBEO) team investigated these and other
hypotheses to explain why the hypoxia–nutrient shift
occurred, making use of Bay-wide data accessible for
analysis through the CBEO’s prototypical environmental
observatory testbed (CBEO Project Team 2008).

This paper presents results from investigation of one of
CBEO team’s hypotheses—that long-term trends of increasing
Bay stratification are a driving force behind the observed
increases in hypoxic volume per nitrogen loading. Our
approach involved re-evaluating data on long-term hypoxic
volume with more temporal resolution and calculating Bay
stratification strength with similar temporal resolution. This
analysis revealed the unanticipated finding that the previously
reported change in the hypoxia–loading relationship is
occurring only in the early summer, corresponding with
an increase in early summer Bay stratification. Fresh-
water flow explains some of the observed inter-annual
variations in stratification; however, there is no evidence
to suggest a long-term trend in spring freshwater flow to
the Bay. We therefore explored other physical factors
that influence stratification including wind (Goodrich et
al. 1987), temperature, and salinity (Hilton et al. 2008;
Preston 2004).

Methods

Study Area and Data

The Chesapeake Bay is a large, partially mixed estuary
extending approximately 320 km from the mouth of the
Susquehanna River at Havre de Grace, Maryland, to the
Atlantic Ocean near Virginia Beach, Virginia (Fig. 1). For
this study, we used data for salinity, temperature, and DO
from along the Bay’s main deep channel. The data from
1984 to 2009 were collected by the Chesapeake Bay
Program and their collaborators (Chesapeake Bay Program
2010), and the data from 1949 to 1980 were collected
predominantly by the Chesapeake Bay Institute (Chesa-
peake Bay Program 2008). Sufficient main channel data
from 1981 to 1983 were not available for proper analysis,
and these years have therefore been excluded from this
study. All data were compiled and accessed through the
CBEO testbed, which is the research and development
prototype for data storage and tool development within the
CBEO project (CBEO Project Team 2008). This compila-

Fig. 1 Chesapeake Bay location, 1984–2009 main channel sampling
stations, and regional boundaries used in this study. The main channel
can be identified as a line connecting the 21 stations shown
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tion step was needed in order to run multiple data analysis
scripts across different data sets.

Time periods were identified during which sufficient
data had been collected to provide a comprehensive spatial
“snapshot” of water quality. For the recent (post-1984) data,
such snapshots were essentially defined by the nature of the
CBP sampling, which is organized into cruises that consist
of approximately 4–7-day periods of data collection. For
summertime CBP cruises from July 1984 through 2009, the
same 21 main channel station locations were normally
sampled (Fig. 1). In some cases, stations were skipped, and
for cruises with 15 or fewer sampled stations, we examined
the sampling distribution on a map before including the
cruise in our studies. For data collected prior to July 1984,
data sets were selected by identifying groups of consecutive
days with samples in each of six regions along the main
channel to generate a complete main channel picture. This
process resulted in 20 data sets from 4 sources from 1949 to
1980 in July (or in June or August of years with no July
sampling). Sources and sample dates are listed in
Supplemental Materials (SM), Table S1.

Fall-line nitrogen and phosphorus loads from 1981 to 2009
were downloaded from the USGS Chesapeake Bay River
Input Monitoring Program website (U.S. Geological Survey
2010a). Monthly average total nitrogen (TN) and total
phosphorus (TP) loads in units of kilogram per day were
estimated from streamflow and nutrient concentrations by
the USGS for this website. TN loads at the Susquehanna
River fall line (i.e., Conowingo dam) before 1981 were
estimated by Dr. James Hagy who developed a model to
estimate monthly nitrate concentrations based on intermittent
observations at the upstream USGS station in Harrisburg, PA
from 1945 to 1995 (Hagy et al. 2004; equation 2) and then
used the modeled nitrate concentrations at Harrisburg,
observed river flows, and a regression model to estimate
TN loading at Conowingo for the years it was not measured.
The regression model (Hagy et al. 2004; equation 7) was fit
using winter–spring average loads calculated from observa-
tions at both locations in the same years. The previously
unpublished Conowingo TN loading estimates were
provided by Hagy and these are used in our analyses.

Hypoxic Volume Calculation

Hypoxic volumes were calculated by summing the volume
of water with DO concentrations below three levels: DO<
0.2 mg/L (near-anoxia), DO<1 mg/L (severe hypoxia), and
DO<2 mg/L (moderate hypoxia). These three levels were
used for consistency with Hagy et al. (2004), who
considered these three levels because hypoxia-related
ecological effects vary across the continuum of low DO
concentrations (Hagy et al. 2004). For computing anoxic
volume, the near-anoxia definition (DO<0.2 mg/L) was

used as opposed to complete anoxia (DO=0.0 mg/L)
because 0.2 mg/L was the calibration accuracy for some
of the DO observations (Chesapeake Bay Program 1993).
For brevity, we occasionally refer to all three levels
generally as “hypoxic volume.” Although some figures
and tabular results in the main text are presented only for
DO<1 mg/L, details of most analyses at the other two
levels are provided in the Supplemental Materials (SM).

The statistical interpolation method of kriging (e.g.,
Cressie 1993; Diggle and Ribeiro 2007) was used to
interpolate spatially the main channel DO observations to a
two-dimensional depth–length grid along the main channel
of the Bay. To calculate hypoxic volumes, we assumed that
interpolated DO concentrations were uniform laterally across
the mainstem portion of the Bay (i.e., to the east and west),
and we used tabulated cross-sectional volumes (Cronin and
Pritchard 1975) to calculate the volume of water with DO
less than 0.2, 1, and 2 mg/L for each cruise. This assumption
was consistent with Hagy et al. (2004), but we also
performed an additional check by using the Bay Program
Interpolator Tool, VOL3D (Bahner 2006) to interpolate DO
concentrations throughout the mainstem of the Bay for both
early and late July from 1984 to 2009. This tool uses all
mainstem data, including that collected to the east and west
of the main channel. Although there are slight differences
between the results generated from our kriging method and
the Interpolator Tool’s inverse distance weighting method
(results not shown), the long-term trends and general patterns
are the same, giving us confidence that the trends we
describe below are not sensitive to the assumption of
constant lateral isopleths.

All interpolations were performed using the statistical
package R (R Development Core Team 2008) and the geoR
contributed package (Ribeiro and Diggle 2008). The
RODBC contributed package (Ripley and Lapsley 2008)
was used to import data from the CBEO testbed SQL server
to the R computing environment. The use of the kriging
method for spatial interpolation provided a re-examination
of trends reported by Hagy et al. (2004) through the use of
a different interpolation method (CBEO Project Team
2008). In addition, kriging allowed us to experiment with
data transformations and anisotropy fits to find the most
appropriate method to interpolate the data both in years
with sparse sampling (pre-1984) and years with more
samples (post-1984).

One of the key steps in kriging is to build a model of the
spatial correlation of the observed parameter of interest (i.e.,
DO) as a function of distance. This model, the variogram, is
then used in the kriging interpolation procedure. For this
application, we followed a variogram fitting process similar to
the one used in our prior work (Murphy et al. 2010), but with
three major differences: (1) we fixed the nugget to zero for
each variogram (thus reflecting the relatively small uncer-
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tainty associated with the observations); (2) we analyzed a
two-dimensional region defined vertically along the main
channel (with dimensions of length and depth), and with
allowance for geometric anisotropy in the variogram fit to
account for the extreme differences of correlation in the two
directions; and (3) we experimented with data transforma-
tions and utilized the Box–Cox family of transformations for
each DO interpolation (Box and Cox 1964). Different Box–
Cox transformations were applied to each data set in order to
ensure that each data set properly met the Gaussian
assumption of our interpolations (useful because we used
restricted maximum likelihood fitting and beneficial in
stabilizing the variances), thus facilitating comparisons.

After the optimal variogram model was selected for each
data set, ordinary kriging was performed for all DO
interpolations. Samples are not generally collected below
32 m, so we set this to be the maximum interpolation depth
to prevent possible unrealistic extrapolations. All interpo-
lations were evaluated similar to interpolations in Murphy
et al. (2010) with cross validation (Cressie 1993). When
cross validation results or variogram parameters fell outside
the normal range, we visually inspected the fitted vario-
gram. In addition, we visually inspected every DO
interpolation and manually adjusted the variogram param-
eters for six of the pre-1984 data sets where we discovered
poor fits from the automated method.

Stratification Strength Calculation

Stratification-related parameters were calculated using the
CBP data for density and depth for samples collected along
the main channel of the Bay in the period 1984–2009.
Ideally, we would calculate pycnocline strength (i.e., the
strength of stratification in the vertical region where density
changes sharply) for the years before 1984 for comparison
to the long-term trends in hypoxic volume; however, the
vertical sampling density for the data sets before 1984 was
found to be of insufficient resolution to capture the
maximum pycnocline strength. To determine the strength
and depth of the pycnocline for 1984–2009, we first
vertically interpolated all density observations to obtain
values at 1 m intervals. In most cases, this step was not
necessary near the pycnocline because the sampling
resolution is typically 1 m in that region. These data were
used to calculate the square of the Brunt Väisälä Frequency,
or N2 (e.g., Knauss 1997), as a measure of buoyancy
frequency or stratification strength at every depth zi:

N2 zið Þ ¼ g

ri

@r
@z

In this equation, g is the gravitational constant, ρi is the
water density (in kg m−3) at the depth zi, and ∂ρ/∂z is the

density gradient at depth zi calculated using a 2-m window
around zi.

An N2 value was generated for every sampled depth. For
each station, the maximum N2 (maxN2) and its depth were
identified as the pycnocline strength and depth (e.g., SM,
Fig. S1). Estimates of pycnocline strength and depth were
then interpolated along the main channel of the Bay using
ordinary kriging, with a similar variogram fitting procedure
as DO.

Statistical Analyses

Simple linear regression and multiple regression models
were used to examine hypotheses for the observed trends in
hypoxic volume and stratification. For the multiple regres-
sion models, each variable was mean-centered and scaled to
unit standard error so that coefficients (βs) of the variables
could be meaningfully compared. The residuals of the
finally proposed regression models (i.e., those that did not
still show a temporal trend) were tested for autocorrelation
(Durbin–Watson test) and heteroscedasticity (Breusch–
Pagan test). In addition, for each multiple regression model,
we checked whether the variables were significantly
correlated with each other before fitting the model. In one
case noted in the “Results”, there were significant correla-
tions among the variables, so we transformed the variables
using principle component analysis (Jolliffe 2002). Using
the principle components as regression variables, the
coefficients, or “dependence” values, were then determined
from the results.

A center of volume (COV) date analysis (e.g., Hodgkins
and Dudley 2006) was used to examine whether there have
been any relevant shifts in timing of the spring freshwater
flow. This analysis involved cumulatively summing the
daily flow volumes at the Susquehanna River Harrisburg
Station and the Potomac River Little Falls Pump Station
(U.S. Geological Survey 2010b) and identifying the date
when half of the seasonal flow volume had been recorded
in each year for each of these rivers.

Results

Hypoxic Volume Trends

Examination of the DO interpolations based on the CBP
data (1984 to 2009) revealed that hypoxic conditions were
present in Chesapeake Bay from early June through
September in almost every year, with large fortnightly
variability and clear inter-annual differences in the timing
of hypoxia onset. June and July DO interpolations from
1986 and 2005 are presented as examples (Fig. 2). These
2 years had similar, relatively large, January to May
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Susquehanna TN loads (2.90×105 and 3.12×105 kg/day,
respectively), ranking 6th and 5th highest out of the
25 years. Near-anoxic (DO<0.2) and hypoxic (DO<1 and
2 mg/L) water volumes for these years were also above
average. Hypoxia affected more of the Bay earlier in 2005
than in 1986.

Similar analyses of the available early and late July data
for the entire 1949–2009 period were conducted, using data
from the first and second July cruises, which usually fell
within July 1–15 and July 16–31, respectively (SM,
Table S1). July was the focus of this longer analysis
because before the CBP data collection program began in
1984, there was typically only a single summer cruise that
was in July. Results revealed differences in the long-term

trends in early versus late July hypoxic volume (Fig. 3a, b;
SM, Fig. S2). Early July hypoxic volume (Fig. 3a and SM,
Fig. S2a, c, e) increased through the 1980s and 1990s,
possibly leveling-out in the 2000s, with the exception of
2003, when a maximum value (for DO<1 mg/L) of
14.9 km3 was observed. By contrast, the long-term trend
in late July hypoxic volume (Fig. 3b and SM, Fig. S2b, d, f)
has been fairly constant or decreased slightly since 1984,
with a maximum volume (for DO<1 mg/L) of 11.0 km3 in
1986. Large year-to-year variability is present in both sets of
results.

Average January to May Susquehanna TN load is
presented for comparison (Fig. 3c) because previous
research has demonstrated the important role played by

Fig. 2 a–h Interpolated DO for
each June and July cruise in
1986 and 2005. Sampling
locations are noted in a and are
approximately the same for each
of the cruises. Maps are oriented
with the Susquehanna River on
the left and the Atlantic Ocean
on the right. Volumes of water
(cubic kilometer) with DO less
than 0.2, 1, and 2 mg/L are
listed with each map
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winter/spring nitrogen flux (Hagy et al. 2004; Malone et al.
1988). TN shows a marked increase around 1970 followed
by a more stable trend in the 1970s and 1980s and a slight
decreasing pattern, with greater variability, in the 1990s.
Some of these patterns are due to higher flow through the
Susquehanna in the early 1970s than the 1960s and large
fluctuations in river flow in the 1990s. Nonetheless, the
decreasing trend of TN from 1970 to 2009 is statistically
significant (linear regression, R2=0.11, p=0.03).

Comparing decade-averaged TN to the hypoxic volumes
reveals a more consistent relationship between TN and
hypoxic volume in late July (Fig. 4b) than early July
(Fig. 4a). Linear regression model results for the entire
1949–2009 period confirm that TN is a more significant
variable for explaining late July hypoxic volume than for
early July (Table 1). For both time periods, the correlation
to TN load is more significant with near-anoxic volume
than hypoxic volume (Table 1). The residuals from each
regression (Table 1) were regressed with year to determine
if, after accounting for TN effects, there has been an
increase in hypoxic volume over time. For all definitions of
hypoxia in early July, the residuals are significantly
increasing over time (p<0.01), while only the residuals

from near-anoxic volume (DO<0.2 mg/L) in late July are
increasing over time (p=0.04).

There are few data available for other summer months
besides July in the pre-1984 data sets; however, examina-
tion of the available data from 1984 to 2009 for June, July,
and August (SM, Fig. S3) shows that the early July and late
July patterns (SM, Fig. 3b, c) are good representations of
the early and late summer, respectively. For example,
regression results using data from 1984 through 2009
(SM, Table S2) suggest that the June volumes of hypoxic
water (DO<1 and 2 mg/L) are increasing over time in a
manner that TN loadings cannot explain. In contrast, the
early August volumes do not exhibit an increasing trend
over time and are correlated with TN loading. In these
aspects, the June and early August long-term trends are
similar to the trends in early and late July, respectively.

Hypoxic Volume by Region

The regional long-term trends of early and late July hypoxic
volume (Fig. 5 for DO<1 mg/L) followed the same long-
term trends observed for the entire mainstem hypoxic
volume time series (Fig. 3). As with the data for the entire
Bay, the regional hypoxic volumes in early July increased

Fig. 4 Summary of hypoxic volume (in early (a) and late (b) July)
responses to January–May Susquehanna TN, with points representing
decadal mean values for three definitions of hypoxic volume: DO<
2 mg/L (circles), DO<1 mg/L (triangles), and DO<0.2 mg/L
(squares). The decade for which observations are averaged is
indicated for DO<2 mg/L, and data positions are at the same x-axis
value for each hypoxia measure. The number of values for hypoxic
volume and TN load averaged in each symbol varies among decades
(SM, Table S1)

Fig. 3 Hypoxic volume (DO<1 mg/L) calculated for mainstem of the
Bay from data collected in early July (a) and late July (b) compared to
winter–spring nitrogen load through the Susquehanna River (c). Solid
smoothed lines are 7-year moving averages
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from the mid-1980s to a plateau or slight decline since
2000, whereas the volumes in late July were constant or
slightly decreasing since the mid-1980s. For early July, this
summary reveals large variability in regions II and III from
the mid-1980s to mid-1990s (Fig. 5a) and in regions IV and
V in the 1990s and 2000s (Fig. 5b). The relatively sparse
data from before 1984 suggest that region IV (early July)
and region V (both time periods) are locations where the
earlier (pre-1984) hypoxic conditions were less severe than
those observed for subsequent years.

The sharp peaks in early July hypoxic volume within
regions IV and V (Fig. 5b) indicate years when hypoxia
extended further south earlier in the summer than it had in
the past. These peaks also correspond with peak years in
the entire Bay hypoxia trend (Fig. 3a). To evaluate the
hypothesis that changes in TN loadings from tributaries
other than the Susquehanna are responsible for the
increasing trend in the mid- to lower Bay early July

hypoxic volume, we examined the January–May TN loads
through each of the major tributaries flowing into the mid-
to lower Bay from 1985 to 2009 (U.S. Geological Survey
2010a). During these years, on average, the Susquehanna
accounts for 64% of the Bay’s total measured tributary TN
load during the January–May period, whereas the Potomac
accounts for 26%, and the Rappahannock, James, and York
together account for 9%. All three sets of TN loads (SM,
Table S3 and Fig. S4) are positively correlated to each other
(p<0.001) and none of the time series show any significant
long-term increase or decrease over the 25-year period. The
results do indicate, however, that in years with especially
high TN load from the Potomac (e.g., 2003, 2004), mid- to
lower Bay hypoxic volumes tend to be larger than expected
based on Susquehanna TN loads (SM, Fig. S4). Together,
the Potomac and Susquehanna TN loads from January to
May are predictive of region IV 1984–2009 early July
hypoxic volume (SM, Fig. S5; for DO<1 mg/L: R2=0.29,

Table 1 Regression models for Chesapeake Bay hypoxic volume from 1949 to 2009 (cubic kilometer)

Time period DO level (mg/L) HypoxicVol=β0+β1(TN) Residuals regressed with year

Model fit: R2

and p value
Intercept, β0 TN dependence, β1 Model fit: R2,

p value
Temporal slope

Early July (n=40) <0.2 0.24, p=0.003a 2.2 1.0 0.24, p=0.003 0.87

<1 0.12, p=0.05b 4.8 1.1 0.26, p=0.002 1.6

<2 0.08, p=0.1b 7.1 1.1 0.23, p=0.004 1.8

Late July (n=42) <0.2 0.33, p<0.001 2.2 1.2 0.11, p=0.04 0.56

<1 0.28, p<0.001 4.8 1.3 0.07, p=0.1 0.56

<2 0.21, p=0.003 7.3 1.4 0.05, p=0.2 0.61

The model is: HypoxicVol=β0+β1(TN). Residuals are then regressed with year
a Residuals from this regression are significantly (p<0.05) autocorrelated and heteroscedastic, partially because of the temporal trend
b Residuals from this regression are significantly (p<0.05) autocorrelated because of the temporal trend

Fig. 5 a–d Early and late July hypoxic volumes (DO<1 mg/L) by region in the Bay. Regions are identified in Fig. 1 and are the same six salinity-
based regions defined in previous studies (Harding 1994; Hilton et al. 2008). Solid smoothed lines are 7-year moving averages
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p=0.005); however, the residuals from this regional
regression are significantly increasing over time (for DO<
1 mg/L: p=0.02) in a similar manner as previously
observed for the whole Bay. We also examined total
phosphorus (TP) loads and found that: (1) TP loads are
highly correlated with TN loads through these tributaries,
and (2) the peak TP years match peak TN years for each
tributary (results not shown).

Stratification Strength Temporal Trends

Analysis of long-term trends in calculated pycnocline/
stratification strength (e.g., SM, Fig. S6) shows that there
was a significant increase in June pycnocline strength
from 1985 to 2009 (p=0.01), but no trend over time in
July (Fig. 6 and SM Fig. S7). Because the Susquehanna
and Potomac Rivers together account for 80% of the
January–May river flow into the Chesapeake Bay (analy-
sis of USGS data), flows from these two tributaries were
used as variables in regression models for June and July
pycnocline strength (Table 2). The average residence time
of water in the Bay is on the order of 90 to 180 days
(Kemp et al. 2005), so we tested whether the flow from the
preceding 4 months could explain the variability observed
in the stratification trends. After accounting for flow,
however, there was still a significant temporal trend in
June stratification (Table 2). No temporal trend was
observed in early July stratification (Table 2) or late July
stratification.

Regional regression results (Table 3) show that the
increase in June stratification has occurred throughout the
Bay, with significant increases over time (p≤0.05) in

regions IV, V, and VI, and a possible increase in region II
(p=0.1). Region I is the only portion of the Bay where the
June stratification temporal slope is not positive; however,
this is not surprising given the generally low salinity and
weak stratification in this region. In regard to volume of
water below the pycnocline (calculated from the average
depth of the maximum Brunt Väisälä Frequency), there has
been no significant change in June or July (SM, Fig. S8).

Tests were performed to evaluate hypotheses related to
flow, temperature, wind, or sea level (as related to
salinity) changes on June stratification trends. We
observed no significant shift in the timing of the
winter/spring freshwater flux (i.e., COV date) through
either the Susquehanna or Potomac (SM, Fig. S9).
Furthermore, analyses of each month’s flow from January
to June revealed no long-term change in the fraction of
annual flow that occurs in each of these months (results
not shown). To examine the potential role of changing
water temperatures, we re-calculated pycnocline strength
after first removing the effects of temperature on density—
i.e., we calculated the pycnocline strength using only
salinity. Results (SM, Fig. S10) still show a significant
increase in pycnocline strength in June (p=0.02), leading
us to conclude that changes in water temperature during
this period are not the cause of the pycnocline strength
increase. Consistent results were obtained when the
opposite analysis was performed—we calculated the
pycnocline strength using only temperature and failed to
see an increasing trend.

Regression results show that the frequency of winds
from the southeast is a significant variable in predicting
June pycnocline strength; however, the regression residuals
after inclusion of this variable still show significant
temporal increase (p=0.002), indicating that the 25-year
temporal trend in June stratification cannot be explained by
changes in wind direction (Table 4). Mean sea level (MSL),
as a factor in Bay salinity, was found to also be a significant
predictor of June pycnocline strength (p=0.003), and the
residuals from a regression including MSL, flow, and wind
no longer increase temporally (p=0.3; Table 4).

Relationships Between Summer Hypoxic Volume,
Stratification, Nitrogen Loads, and Temperature

Seasonally, stratification builds up in the spring to a peak
value in June, whereas hypoxic volume typically peaks in
July (Fig. 7). We hypothesized that stratification impacts on
deep water oxygen concentrations could persist for a few
weeks to months due to the long residence times and slow
mixing in the Bay, so we tested whether pycnocline
strengths in the previous few months are correlated with
hypoxic volume. The results (SM, Table S4) indicate that
early summer (June and early July) hypoxic volumes are

Fig. 6 Temporal changes in average Bay pycnocline strength along
the main channel in June (a: R2=0.23, p=0.01) and early July (b: R2=
0.0004, p=0.9). Line for June is linear regression fit
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significantly correlated with pycnocline strengths in the
current and preceding 2 months. On the other hand,
hypoxic volume trends from late July and onward do not
show a consistent pattern of correlation with stratification.

Using information from these correlations, we fit
linear regression models to the hypoxic volume trends
from 1985 to 2009 using the following variables:
Susquehanna TN load, pycnocline strength from the
current and preceding few weeks, and volume of water
below the pycnocline (Table 5). The linear regression
results show that the increase in overall June stratification
strength can statistically explain the otherwise unexplained
portion of the 1985 to 2009 increase in early July hypoxic
volume within the mainstem of the Bay (Table 5 and
Fig. 8).

We also used the available CBP data from the CBEO
testbed to evaluate the effect of nitrogen loads on the
temporal persistence of hypoxia in the summer by
estimating the number of summer days that DO in the
bottom 5 m of water was hypoxic at each station. Using
these results, we calculated the correlation coefficient
between the number of days that bottom waters are hypoxic
and TN loads and found that throughout the mid-Bay there

are significant relationships between hypoxic days and
January–May TN loads (Table 6 and Fig. 9).

Finally, we evaluated whether the observed water
temperature increase in the Bay between 1949 and 2009
(Preston 2004) may have caused an increase in respiration
rates and a decrease in re-oxygenation rates (due to
decreased solubility and reaeration of oxygen), thereby
enhancing DO depletion and increasing hypoxic volume
(e.g., Najjar et al. 2010; Lomas et al. 2002). To assess this
hypothesis, we estimated the impact of the observed
average temperature increases of 0.14°C/decade for sur-
face waters and 0.34°C/decade for the bottom (Preston
2004) on the March to early July respiration and air–water
exchange rates. These months were selected because the
observed temperature increases have occurred from winter
through summer, and DO depletion does not begin until
March. From this analysis (SM, Tables S5, S6, S7), the
increase in respiration rates due to temperature increases in
March–July would range from 0.10% to 4.4% per decade,
and the decrease in air–water exchange would range from
0.11% to 7.4% per decade. The observed DO depletion
rate from May to early July (i.e., the period with DO
decreases, Fig. S11) increased 28% from 1985–1994 to
1995–2004 (SM, Fig. S12, Table S8).

Discussion

The large year-to-year variabilities in hypoxic volume,
nitrogen loads (Fig. 3), and stratification (Fig. 6) appear
to be associated with the extremely large variability in
freshwater flow through the Bay’s major tributaries (e.g.,
Hagy et al. 2004). Similar large inter-annual variability
due to meteorological events controlling the quantity and
timing of freshwater fluxes has been observed for other
coastal systems, such as the Neuse River estuary (Paerl et
al. 1998). Our results show that, in addition to this
expected variability, there has been a previously unre-
ported decadal-scale increase in early summer hypoxic
volume, as demonstrated with the data from June (SM,
Fig. S3a) and early July (Fig. 3a). This inter-annual

Table 2 Regression models for Chesapeake Bay pycnocline strength from 1985 to 2009 (inverse square second)

Pycnocline time period Flow average period PycStrength=β0+β1(flow) Residuals regressed with year

Model fit: R2

and p value
Intercept, β0 River flow dependence, β1 Model fit: R2,

p value
Temporal slope

June February–May 0.21, p=0.02a 0.012 0.0010 0.30, p=0.004 0.00015

Early July March–June 0.64, p<0.001 0.011 0.0031 0.006, p=0.7 −0.000024

The model is: PycStrength=β0+β1(flow). Residuals are then regressed with year
a Residuals from this regression are significantly (p<0.05) autocorrelated because of the temporal trend

Table 3 Slope and significance of temporal trend for pycnocline
strength by region

Region Temporal dependencea

(s−2/year)
p value on temporal
slope

I −0.00001 0.8

II 0.0001 0.1

III 0.0001 0.2

IV 0.0002 0.01

V 0.0003 0.02

VI 0.0002 0.05

Each region’s multiple regression model is: PycStrength=
β0+β1(flow)+β2(year)
a Regression variables were not scaled to mean of 0 and unit standard
deviation (as they were in other regressions) so that the rate of change
with year would be clear
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increase is only occurring for hypoxia in the early
summer; for late July (Fig. 3b) and August (SM, Fig.
S3d), declines in hypoxic volume correspond to the
slightly decreasing TN loads in recent decades (Fig. 3c).
The decreasing TN load we observed is consistent with
findings from a USGS analysis that show a decrease in
flow-adjusted TN concentrations from 1984 to 2006 at
the Conowingo station on the Susquehanna River (Langland
et al. 2007). To our knowledge, the recently decreasing TN
load trends identified here have not been previously
discussed.

Although we have grouped the summer hypoxic
volume data into bi-weekly and monthly periods, the
seasonal cycle of hypoxia development and dissipation is
a continuous process from late spring to early autumn.
These results indicate that the timing of maximum
hypoxic volume is occurring earlier in the summer and
that late summer hypoxic volume is not as severe as it
once was. We have explored possible causes for these
changes by focusing separately on the periods of early
and late July because of consistent data availability and
because July is the month for which long-term shifts had
been previously observed.

Differential Controls on Hypoxia in Early and Late
Summer

We explored multiple hypotheses to explain the different
early and late July trends in hypoxia, focusing on
investigating whether changes have occurred in nutrient
loads, phytoplankton growth, respiration and air–water
exchange, or stratification. For our nutrient analyses, the
focus was on nitrogen loads from the Susquehanna River
for similar reasons of previous studies (e.g., Hagy et al.
2004) because: (1) the Susquehanna is the largest source of
TN input to the Bay, (2) the Susquehanna discharges
directly into the mainstem, and (3) nitrogen is the limiting
nutrient for phytoplankton growth in summer (Fisher et al.
1999). Nevertheless, the Potomac River also provides a
substantial TN load to the Bay, and we hypothesized that
large changes in TN loads from the Potomac could explain
increases in mid- to lower Bay hypoxic volume (Fig. 5b).
Although variation in Potomac River TN load explains
some of the variations in region IV hypoxic volume, a
significant underlying trend of increasing hypoxic volume
remains (SM, Fig. S5), indicating the importance of other
variables. Not surprisingly, Potomac TN loading was not
significantly related to hypoxic volume in the mid- to upper
Bay and thus did not improve the regression fits for total
Bay hypoxic volume presented in Table 5.

We investigated the hypothesis that the observed trends
in early summer hypoxic volumes might reflect a seasonal
shift in river flow and associated nutrient inputs to the Bay.
Our analysis of daily stream flow, however, indicates that
there has been no shift in timing of the winter/spring
freshwater flux (SM, Fig. S9), and thus probably no shift in
TN load. In other water bodies, observed shifts in the
timing of seasonal phytoplankton blooms have been
attributed to water temperature increases (e.g., Edwards
and Richardson 2004; Kromkamp and Engeland 2010).
From the CBP data, however, we found no temporal trend

Table 4 Multiple regression models for June average main channel pycnocline strength (maxN2) from 1985 to 2009 (inverse square second)

June stratification models Residuals regressed
with year: R2,
p valueEquation Model fit: R2,

p value
Intercept, β0 River flow

dependence
(February–May), β1

SE winda

dependence
(June), β2

MSLb

dependence
(March–June), β3

maxN2=β0+β1(flow)+
β2(SEwind)

0.37, p=0.007c 0.012 0.0007 (p=0.1) −0.001 (p=0.03) – 0.34, p=0.002

maxN2=β0+β1(flow)+
β2(SEwind)+β3(MSL)

0.59, p<0.001 0.012 0.0004 (p=0.2) −0.001 (p=0.002) 0.001 (p=0.003) 0.06, p=0.3

a Patuxent Naval Air Station (National Climatic Data Center 2009)
bMean sea level (MSL) 4 months average from Baltimore, Annapolis, Kiptopeke, and Bay Tunnel NOAA stations (National Oceanic and
Atmospheric Administration 2010)
c Residuals from this regression are significantly (p<0.05) autocorrelated because of the temporal trend

Fig. 7 Average monthly stratification strength and hypoxic volume for
eachmonth over the 25-year record (1985–2009) for themain channel data
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in timing of the maximum observed surface concentration
of chlorophyll-a, which was measured at each main channel
station from January to June (data not shown).

Our analysis to determine whether water temperature
increases could have significantly affected respiration and
air–water exchange rates (SM, Tables S5, S6, S7, and S8;
Figs. S11 and S12) revealed possible increased rates of DO
depletion in the spring and early summer months, similar to
previously reported calculations (Kemp et al. 2009).
Although these rate increases are non-trivial (0.11–7.4%
per decade), they are relatively small compared to the actual
observed 28% per decade increase in DO depletion from
May to early July (SM, Table S8). In addition, if the water
temperature increase that has been observed from winter
through summer (Preston 2004) was playing a major role in
the oxygen depletion, we would expect to see a decrease in
DO concentrations throughout the spring and summer
months; however, we only observe a decrease in bottom
DO concentrations in June and early July (SM, Fig. S11).
To be conservative in our analysis, we assumed that the
relationship between temperature and planktonic respira-
tion observed for surface waters held for bottom waters,
despite actual observations which suggested no relation-
ship between temperature and bottom water respiration
(Sampou and Kemp 1994; Kemp et al. 1992). We also
gave no consideration to the fact that oxygen production
rates (during daylight hours at the surface) would increase
with temperature as well. Furthermore, the most signifi-
cant increases in Bay water temperatures are in the
southern Bay where oxygen depletion is less severe than
that in the mid- to upper Bay regions (Preston 2004).
Thus, based on these observations and computations, we

Fig. 8 Summary of early July hypoxic volume multiple regression
models from Table 5 fit using TN, pycnocline strength, and
volume below the pycnocline as variables. The model is:
HypoxicVol=β0+β1(TN)+β2(maxNprevious

2)+β3(maxNcurrent
2)+β4

(BelowPycVolcurrent) with coefficients fit for early July hypoxic volumes.
Hypoxic volume (DO<1mg/L) and residuals from the multiple regression
model (a) and actual hypoxic volume versus model fit for the three levels
of hypoxia (b) are presented; 2003 was identified previously as a year
with high nutrient loads from southern Bay tributaries

Table 5 Multiple regression models for Chesapeake Bay hypoxic volume from 1985 to 2009 (cubic kilometer) fit using principle component
regression

Period DO level
(mg/L)

Model fit: R2 and
p value

Sus. TN load
dependence
(January–May),
β1

Strength of pycnocline
dependence
(previous period)a, β2

Strength of pycnocline
dependence
(current period)a, β3

Vol. of sub-pycnocline
water dependence (current
period)a, β4

Early
July

<0.2 0.85, p<0.001b 0.65 0.88 (June) 0.82 (early July) c

<1 0.77, p<0.001 c 1.2 (June) 1.8 (early July) 0.51

<2 0.68, p<0.001 c 0.90 (June) 2.2 (early July) 0.67

Late
July

<0.2 0.37, p=0.006 0.89 c c 0.89

<1 0.46, p=0.001 0.52 0.53 (early July) c 1.4

<2 0.44, p=0.002 0.48 0.50 (early July) c 1.7

The model is HypoxicVol=β0+β1(TN)+β2(maxNprevious
2 )+β3(maxNcurrent

2 )+β4 (BelowPycVolcurrent). PCA regression was used because TN and
stratification variables are correlated to each other. Additionally, the variables were normalized by mean centering and scaling to unit standard
deviation so the βs can be compared
a “Previous period” refers to the preceding data collection period for which there are data every year—i.e., for early July cruises it is average June
and for late July cruises it is early July. “Current period” refers to the same time period as that in which the hypoxic volume is being regressed
b Residuals from this regression are significantly (p<0.05) autocorrelated
c Indicates the variable did not improve the regression fit and was excluded from the final model
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conclude that temperature-induced increases in respiration
and air–water exchange could explain only a relatively
small fraction of the observed increase of early summer
hypoxic volume.

Another hypoxia-related hypothesis we investigated is
whether stratification has changed during the early summer,
thereby restricting mixing and resulting in more hypoxia.
Indeed, our results suggest that increasing stratification in
June has led to lower bottom-water DO concentrations in
June (SM, Fig. S3a), thus enhancing the extent of DO
depletion from sub-pycnocline water in early July. Despite
the fact that the early July stratification trend is not
increasing, the lower initial concentrations of DO at the
beginning of the month (from June) provide a lower
starting point for DO concentrations in early July, leading
to higher hypoxic volumes (Fig. 3a). Inter-annual variation
in stratification strength for late July (SM, Fig. S7) exhibits
no trend, and long-term trends in later summer hypoxia are
more likely controlled by other factors (Table 5; SM, Table
S4). In addition to pycnocline strength, the pycnocline
depth plays a role in constraining hypoxic volume because
it determines how much water is susceptible to hypoxia and
was shown to be a factor in the amount of hypoxic volume

(Table 5), but was not trending throughout the summer
(SM, Fig. S8). Similar to these findings, observations on
the northwest shelf of the Black Sea indicate that years with
earlier onset of stratification (due to warming temperatures
and increased freshwater flows) are years when hypoxia
area is larger (Ukrainskii and Popov 2009).

Although variations in TN loads may not be responsible
for increases in early summer hypoxia, they are strongly
correlated with DO depletion throughout the entire summer.
Across the three levels of DO depletion studied here, TN
loads most significantly explain near-anoxic volume (DO<
0.2mg/L) changes in both early and late July (Tables 1 and 5),
implying that decreases in TN loads are likely to have the
most immediate impact on this severe condition. As the DO
level increases, the volume of sub-pycnocline water and
stratification strength in the current period become more
important variables (Table 5), likely because changes to the
depth or strength of the pycnocline will have the most
immediate effect on the relatively higher DO conditions
closest to the pycnocline. Near-anoxic waters tend to occur at
the deeper depths where they are more physically separated
from mixing and thus relatively more influenced by nutrient-
enhanced degradation of organic matter. Further evaluations
of nitrogen loads revealed that they significantly explained
variations in the duration of summer hypoxia, suggesting that
nitrogen loads have a significant impact on the seasonal
persistence of hypoxia (Table 6 and Fig. 9). Previous research
has demonstrated the cycle by which the decay products of
the spring phytoplankton bloom in the Bay (fed by late
winter/spring nutrient fluxes) serve as an internal source of
recycled nutrients supporting the growth of summer phyto-
plankton (Kemp and Boynton 1984; Malone et al. 1988).
Thus, the January–May nutrient loads feed a cycle of growth,
decay, and recycling that continues throughout the summer,
explaining how the duration of summer hypoxia can be
correlated with January–May TN loads (Table 6). Similarly,
in the Narragansett Bay, which has a much shorter water
residence time of 10–40 days, “season-cumulative hypoxia
severity” was found to be highly correlated with both the
June river flow (which carries nutrients) and June stratifica-
tion (Codiga et al. 2009).

Overall, the results presented here lead us to conclude
that long-term increases in the extent of hypoxia in early
summer have been controlled in large part by stratification,
while both the extent and persistence of hypoxia during the
later summer have been controlled more by nutrient
loadings to the Bay (Tables 5 and 6). The idea of a
difference in the relative contribution of physical or
biological processes in regulating early versus late summer
Bay hypoxia was suggested previously (Hagy et al. 2004)
and is supported by these results. Research is underway to
examine whether similar trends are observed in the
Chesapeake Bay tributaries.

Fig. 9 Hypoxia duration in summer versus Susquehanna January–
May TN load for two example stations. See Table 6 for correlation
coefficients and other stations

Table 6 Pearson correlation coefficients (R) between number of
days bottom 5 m of water are hypoxic and January-May TN for
regions II–IV

Station DO<0.2 mg/L DO<1 mg/L DO<2 mg/L
R (p value) R (p value) R (p value)

CB3.3C 0.36 (p=0.08) 0.12 (p=0.6) 0.31 (p=0.1)

CB4.1C 0.42 (p=0.04) 0.43 (p=0.03) 0.54 (p=0.005)

CB4.2C 0.50 (p=0.01) 0.43 (p=0.03) 0.54 (p=0.005)

CB4.3C 0.50 (p=0.01) 0.46 (p=0.02) 0.58 (p=0.002)

CB4.4 0.54 (p=0.005) 0.55 (p=0.005) 0.48 (p=0.02)

CB5.1 0.56 (p=0.004) 0.44 (p=0.03) 0.38 (p=0.06)

CB5.2 0.67 (p<0.001) 0.47 (p=0.02) 0.31 (p=0.1)

CB5.3 0.36 (p=0.07) 0.68 (p<0.001) 0.40 (p=0.05)

1304 Estuaries and Coasts (2011) 34:1293–1309



Mechanisms Linking Early Summer Hypoxic Volume
and Stratification

We hypothesize that the increasing June pycnocline
strength has resulted in a trend of decreasing early summer
water-column mixing. This effect is suggested by contrast-
ing the June–July sequence of vertical profiles of density
and DO between two different years (1988 and 2000) at one
station (Fig. 10). These 2 years had similar spring river
flow and nutrient loads (i.e., Susquehanna January–May
TN loads in 1988 of 2.2×105 kg/day and in 2000 of 2.0×
105 kg/day), but very different early July hypoxic volumes
(i.e., volume with DO<1 mg/L in 1988 was 1.6 km3 and in
2000 was 5.4 km3). The late July hypoxic volumes in these
2 years were more consistent with the respective nutrient
loads (5.7 and 5.4 km3). The pycnocline was at a similar
depth (Fig. 10a) in June of these 2 years, but was stronger
in June 2000 than in June 1988. The June density profile
shows a more gradual change with depth in 1988 than in
2000, and we suggest that this caused the higher deep DO
in June and early July of 1988 relative to that seen in 2000.
By late July, there was actually slightly more hypoxia in
1988 than 2000, which is consistent with the nitrogen
loads.

It is important to note that small changes in pycnocline
strength will not cause a major decrease of direct vertical
mixing in regimes where the Richardson number, a measure
of mixing potential in a stratified environment, remains
consistently higher than the value below which vertical
mixing is possible (e.g., >0.25; Miles 1961). The Richardson
numbers through the pycnocline are frequently much higher
than this cutoff in mid-Bay regions of the Chesapeake (Li et
al. 2007). Nonetheless, a reduction in vertical mixing of
lower Bay waters, where the pycnocline is not always strong
(e.g., right side of Fig. 11), may be relevant to the DO
concentrations in the mid-Bay hypoxic regions owing to
landward transport of DO in bottom waters along the Bay’s
axis (Kemp et al. 1992). The vertical gradients of DO and
density are strongly correlated in the lower Bay (Fig. 11),
and it is also the case that June stratification strength has
increased significantly in the lower Bay regions in recent

years (Table 3) so that vertical mixing of DO may now be
reduced in regions of the Bay where it was not previously
limited. Although the bottom waters in June in the lower
Bay are not hypoxic, the presence of lower bottom-water DO
concentrations due to restricted vertical mixing in recent
years would contribute to less up-Bay transport of bottom-
water oxygen to mid- and upper Bay regions.

As an alternative or additional cause of increased
hypoxia in the deep channel region of the Bay in recent
years in June, there may be less lateral replenishment of
oxygen from shallower regions. Lateral transport of oxygen
from shallower regions to deeper mid-channel regions can
occur via mixing from wind events (Scully 2010b), and
recent shifts in such wind events have also been implicated
as a cause for hypoxia trends (Scully 2010a). Research has
also shown that increased vertical stratification can itself be
a cause for reduced lateral mixing (Lerczak and Geyer
2004). Therefore, the stronger stratification may be causing
a reduction in ventilation of hypoxic waters via reduced
lateral transport between shallow flanks and deep channel
waters.

Potential Causes of June Stratification Trend

Given the observed statistical link between long-term trends
in hypoxia and stratification, we have considered potential
causes of the observed stratification trends, including the
possible role of several climate-related factors on June
stratification strength. We stress that these analyses are
intended only to identify correlations and trends, and
further research will be needed to resolve the relationships
and mechanisms more conclusively.

In some North American streams affected by snowmelt,
there is evidence that the peak spring flow has shifted
earlier in the season (e.g., Hodgkins and Dudley 2006;
Regonda et al. 2005). If this was occurring in the Bay
watershed, it could play a role in increasing early summer
stratification. In eastern North America, however, signifi-
cant temporal shifts of spring flows have only been
observed in watersheds well north of Chesapeake Bay
drainage (Hodgkins and Dudley 2006), and our own

Fig. 10 Example vertical pro-
files at CB5.2 of June density
(a) and DO in June (b), early
July (c), and late July (d). The
pycnocline location is indicated
on each graph by contrasting
symbols
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analyses of Susquehanna and Potomac flow data indicate
no such similar temporal shift for the Chesapeake system
(SM, Fig. S9). This is not surprising given that persistent
snow packs are not a major source of water in the Bay’s
watershed. We also see no evidence of an increase in
average seasonal river flow into the Bay, as demonstrated
by the statistically significant increasing trend in the June
stratification regression residuals after accounting for river
flow (Table 2, p=0.004).

It has been suggested that increased coastal water
temperatures could lead to higher stratification (Rabalais
et al. 2009), as observed already in the Mediterranean Sea
(Coma et al. 2008). In this context, rising water temper-
atures have indeed been reported in the Chesapeake Bay
area, as presumably related to global climate change (Najjar
et al. 2010; Preston 2004). Our analysis, however, showed
that the changes in water temperature during this period are
insufficient to account for the observed increasing pycno-
cline strength (SM, Fig. S10), likely because the increases
in temperature have been observed for both surface and
bottom waters of the Bay (Preston 2004).

An increase in salinity at the mouth of the Bay could
contribute to stronger stratification in the estuary, and the
Gulf Stream Index has been shown to be correlated with
salinity in the Bay (Lee and Lwiza 2008). Our analysis of
this indicator has, however, revealed no consistent temporal
trend during the 25 years of interest and no apparent
correlation with June stratification (results not shown).

Scully (2010a) has considered long-term wind patterns
in relation to the average July hypoxic volume 1950–2007
record (extended from Hagy et al. 2004) and found
significant correlations between July hypoxia and the
frequency in occurrence of southeasterly and westerly
winds. In particular, regression model results demonstrated
that May–July westerly wind frequency together with total
nitrogen load can account for an observed change in
average July hypoxic volume during the period from 1950
to 2007 (Scully 2010a). The long-term wind record near the

Bay indicates a shift from southeasterly towards more
westerly winds in the early 1980s which is explained with
variations in two large-scale climatic features: the Bermuda
high index and winter index of the North Atlantic
Oscillation (Scully 2010a). We found that southeast wind
frequency can explain some of the variability in June
stratification, but that neither southeast nor westerly wind
frequency (west not shown) can explain the temporal
increase from 1985 to 2009 in stratification strength
(Table 4). The shift in southeast and west wind frequencies
(Scully 2010a) occurred in the early 1980s which is before
the period we are examining for the stratification increase.
Thus, although wind plays a role in explaining inter-annual
variations in stratification during the past 25 years, it does
not appear to be the variable causing the increase in June
stratification strength.

Relative sea level, which has been rising steadily along
the east coast of the USA for decades (Barbosa and Silva
2009; Zervas 2009), may result in enhanced stratification
strength, as suggested in a report on possible climate
change impacts on the Chesapeake (Boesch et al. 2007).
We propose that more ocean water (i.e., higher sea levels)
will cause a gradual increase in average salinity at the
mouth of the Bay. This increase in salinity will tend to
increase the estuary’s longitudinal salinity gradient. Indeed,
a significant positive trend in Chesapeake Bay salinity from
1949 to 2006 has been observed and correlated with sea
level rise (Hilton et al. 2008). In addition, hydrodynamic
model studies (Hilton et al. 2008) suggest that higher sea
levels can cause salt water to intrude further into the Bay
and that the increase in salinity from sea level rise scenarios
may be the greatest during the times when the mean salinity
of the Bay is lowest (Hilton et al. 2008).

The mean salinity of the Bay is generally lowest in
April, May, and June (analysis of results from Murphy et al.
2010), at which time the stratification strength is highest
(Fig. 7). We therefore expect that the increase in salinity
associated with sea level rise would be greatest in these
months and that it would also be more confined to bottom
waters, thereby increasing its impact on stratification. In
fact, we find Bay MSL to be a significant predictor of June
pycnocline strength (Table 4). Further analysis shows that
even after removing the temporal, flow-related, and wind-
related trends from both June stratification and MSL, the
residuals of pycnocline strength are positively correlated to
MSL (p=0.1; SM, Fig. S13). Although this test suggests a
causal link between MSL and stratification, the result is not
conclusive, and further studies are needed to investigate the
impacts of sea level rise on stratification and hypoxia.

In summary, data analyses made possible through
decades of water quality monitoring and data archiving,
together with recently facilitated access to these data, have
led us to the conclusion that a combination of factors have

Fig. 11 At CB6.4 in lower Bay, difference in surface to bottom DO
versus density for all June sampling days from 1984 to 2008 (n=40)
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caused a trend of increasing hypoxic volume over time in
early summer, despite stable or even declining nutrient
inputs to the Bay in recent years. Statistical correlations
point to both the mid-1980s shift in prevailing summer
wind directions (Scully 2010a) and the gradual increase
(1985 to 2009) in June stratification (this study). We
suggest that the increase in stratification is perhaps due to
a combination of factors, with the shift to more westerly
winds in the mid-1980s causing reduced vertical mixing
that in turn helped to confine to the bottom layers the saltier
water that is associated with sea level rise.

Overall, it seems clear that physical mechanisms have
resulted in less replenishment of DO to bottom waters
during the crucial time when DO is being depleted via
respiration of the spring bloom, thereby increasing hypoxic
volume in early summer. Our analyses also demonstrate
that hypoxia duration throughout the summer and hypoxia
in the mid-to-late summer are largely controlled by spring
nutrient loads, thereby suggesting that nutrient management
efforts in the Chesapeake system have had beneficial effects
on controlling Bay hypoxia. Furthermore, it appears that if
the changes in physical conditions in the early summer had
not occurred, we would likely be observing a slight
decrease of hypoxic volume throughout the entire summer,
instead of just the late summer.
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