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Abstract
In the present paper, we study the existence of normalized solutions (uc, λc) ∈
H1(R3) × R to the following Kirchhoff problem

−
(
a + b

∫
R3

|∇u|2dx
)

�u + V (x)u + λu = g(u) + |u|4u in R
3,

satisfying the normalization constraint
∫
R3

u2dx = c,wherea, b, c > 0 are prescribed

constants, and the nonlinearities g(s) are very general and ofmass super-critical.Under
some suitable assumptions on V (x) and g(u), we will prove that the above problem
has a ground state normalized solutions for any given c > 0, by studying a constraint
problem on a Nehari–Pohozaev manifold.

Keywords Kirchhoff problem · General nonlinearities · Normalized solutions ·
Nehari–Pohozaev manifold

Mathematics Subject Classification 35J20 · 35J60 · 35B09

The research was supported by the Natural Science Foundation of China (No. 12061012) and the special
foundation for Guangxi Ba Gui Scholars.

B Zongyan Lv
zongyanlv0535@163.com

Qihan He
heqihan277@163.com

Zhongwei Tang
tangzw@bnu.edu.cn

1 College of Mathematics and Information Science, Guangxi University, Nanning 530003,
People’s Republic of China

2 School of Mathematical Sciences, Beijing Normal University, Beijing 100875, People’s Republic of
China

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s12220-023-01298-7&domain=pdf


236 Page 2 of 30 Q. He et al.

1 Introduction

In this paper, we consider the existence of the ground state solutions to the following
Kirchhoff type equations

−
(
a + b

∫
R3

|∇u|2dx
)

�u + V (x)u + λu = f (x, u) in R
3, (1.1)

with the L2-mass constraint ∫
R3

|u|2dx = c, (1.2)

where a, b, c > 0 are prescribed constants. If we set V (x) + λ = 0 and replace R
3

by a bounded domain � ⊂ R
3, (1.1) reduces to the following Dirichlet problem of

Kirchhoff type:

{
−(a + b

∫
�

|∇u|2dx)�u = f (x, u) in �,

u = 0 on ∂�,

which is related to the following well-known D’Alembert wave equation

ρ
∂2u

∂t2
− (ρ0

h
+ E

2L

∫ L

0
|∂u
∂t

|2dx)∂2u
∂x2

= f (x, u). (1.3)

The equation (1.3) is first proposed by G. Kirchhoff in [8], describing free vibrations
of elastic strings. Because of the appearance of the term

∫
R3 |∇u|2, (1.1) is regard

as a nonlocal problem, which implies that equation (1.1) is not a pointwise identity.
What’s more, this phenomenon provokes some mathematical difficulties that makes
the study of (1.1) more interesting. So after the pioneer work of J.L. Lions [10], where
a functional analysis approach is proposed, the Kirchhoff type equations began to call
attention of many researchers.

In (1.1), if λ ∈ R is fixed, then we call (1.1) the fixed frequency problem. There
are various mathematical skills to find critical points of the corresponding energy
functional Iλ,V (u), including traditional constrained variational method, fixed point
theorem and Lyapunov-Schmidt reduction, where

Iλ,V (u) = a

2

∫
R3

|∇u|2dx + b

4

(∫
R3

|∇u|2dx
)2

+1

2

∫
R3

(V (x) + λ)u2dx −
∫
R3

F(x, u)dx (1.4)

and F(x, s) = ∫ s0 f (x, t)dt . In this respect, researchers have done a lot of research and
obtained many results about the existence, multiplicity and concentration behavior of
solutions of (1.1) (see [1, 3–7, 9, 12, 13, 18, 20] and the references therein).

Nowadays, physicists are more interested in solutions satisfying the L2-mass con-
straint (1.2). From such a point of view, the mass c > 0 is prescribed, while the
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frequency λ is unknown and will appear as a Lagrange multiplier. Hence, we call
(1.1)–(1.2) fixed mass problem and the solution (u, λ) is called a normalized solu-
tion. Normalized solutions of (1.1) can be searched as the critical points of IV (u)

constrained on Sc, where

IV (u) := a

2

∫
R3

|∇u|2dx+ b

4

(∫
R3

|∇u|2dx
)2

+ 1

2

∫
R3

V (x)u2dx−
∫
R3

F(x, u)dx,

(1.5)
and

Sc :=
{
u ∈ H1(R3) : ‖u‖22 = c

}
. (1.6)

As we know, the first work about normalized solutions to equation (1.1) is due to Ye.
Specifically, in [14], Ye considered the normalized solutions to (1.1) with V (x) ≡ 0
and f (x, u) = |u|p−2u, i,e, the following prolem

−
(
a + b

∫
R3

|∇u|2dx
)

�u + λu = |u|p−2u in R
3, (1.7)

and searched for minimizers to the following minimization problem:

Ec := inf
u∈Sc

I0(u), (1.8)

where I0(u) := IV (u)|V≡0. By a scaling technique and applying the concentration-
compactness principle, she proved that there exists c∗

p ≥ 0, such that Ec is attained

if and only if c > c∗
p with 0 < p ≤ 2 + 4

N , or c ≥ c∗
p with 2 + 4

N < p < 2 + 8
N .

The author also showed that there is no minimizers for problem (1.8) if p ≥ 2 + 8
N .

In particular, for the case of 2+ 8
N < p < 2∗, Ec = −∞. However, the author could

find a mountain pass critical point for the functional I0(u) constrained on Sc. Later on,
Ye [15] studied (1.7) for the case of p = 2 + 8

N and proved that there is a mountain
pass critical point for the functional I0(u) on Sc if c > c∗. Also, if 0 < c < c∗, the
existence of minimizers for problem (1.8) was obtained by adding a new perturbation
functional on the functional I0(u). Zeng and Zhang in [19] proved the existence and
uniqueness of the minimizers of Ec, by means of some simple energy estimates rather
than using the concentration-compactness principles. In [11], Luo and Wang studied
the multiplicity of normalized solutions of equation (1.7) with 14

3 < p < 6. Very
recently, Li, Luo and Yang [16] considered the existence and asymptotic properties of
normalized solutions to the following Kirchhoff equation

−
(
a + b

∫
R3

|∇u|2dx
)

�u + λu = |u|p−2u + μ|u|q−2u in R
3, (1.9)

where a, b, c, μ > 0, 2 < q < 14
3 < p ≤ 6 or 14

3 < q < p ≤ 6, and proved a
multiplicity result for the case of 2 < q < 10

3 and 14
3 < p < 6, and the existence of

ground state normalized solutions for 2 < q < 10
3 < p = 6 or 14

3 < q < p ≤ 6. They
also gave some asymptotic results on the obtained normalized solutions. In [24], He
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et al. established the existence of ground state normalized solutions to the following
problem

−
(
a + b

∫
RN

|∇u|2dx
)

�u + λu = g(u) in R
N , (N = 1, 2, 3), (1.10)

for any given c > 0, by using fiber maps and establishing some mini-max structure,
where g(u) satisfies the assumptions:

(G1) g : R → R is continuous and odd;
(G2) There exists some (α, β) ∈ R

2+ satisfying 2 + 8
N < α ≤ β < 2∗ := 2N

N−2 , such
that

0 < αG(s) ≤ g(s)s ≤ βG(s) for s �= 0, where G(s) =
∫ s

0
g(t)dt .

(G3) The function defined by G̃(s) := 1
2g(s)s − G(s) is of class C1 and

G̃ ′(s)s ≥ (2 + 8

N
)G̃(s),∀s ∈ R.

Zeng et al. [34] showed the existence, nonexistence and multiplicity of the normalized
solutions to (1.10), based on the scaling skills and the results about the existence,
nonexistence and multiplicity of the normalized solutions to Schödinger equation in
[28]. Recently, Cui, He, Lv and Zhong in [25] studied the existence of ground state
normalized solutions to the following Kirchhoff equation with potential and general
nonlinear term

−
(
a + b

∫
R3

|∇u|2dx
)

�u + V (x)u + λu = g(u) in R
3, (1.11)

and showed that if g and V (x) satisfy (G1), (G2), (G3), (V 1), (V 2) and (V 3), then
problem (1.11) has a ground state normalized solutions for any c > 0, which extends
the results, proved by Ding and Zhong [22], on the semi-linear Schödinger equation
to that about the Kirchhoff equation and where (V 1), (V 2) and (V 3) are defined as
follows:

(V1) lim|x |→+∞ V (x) = sup
x∈R3

V (x) = 0 and there exists some σ1 ∈ [0, 3(α−2)−4
3(α−2) a) such

that
∣∣∣∣
∫
R3

V (x)u2dx

∣∣∣∣ ≤ σ1‖∇u‖22, for all u ∈ H1(R3).

(V2) ∇V (x) exists for a.e. x ∈ R
3. puttingW (x) := 1

2 〈∇V (x), x〉, there exists some

σ2 ∈ [0, 3(α−2)(a−σ1)
4 − a] such that

∣∣∣∣
∫
R3

W (x)u2dx

∣∣∣∣ ≤ σ2‖∇u‖22, for all u ∈ H1(R3).
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(V3) ∇W (x) exists for a.e. x ∈ R
3. Letting ϒ(x) := 4W (x) + 〈∇W (x), x〉, there

exists some σ3 ∈ [0, 2a) such that

∫
R3

ϒ+(x)u2dx ≤ σ3‖∇u‖22, for all u ∈ H1(R3).

Inspired by the above mentioned results, we want to study the existence of ground
state normalized solutions to the following problem

−
(
a + b

∫
R3

|∇u|2dx
)

�u + V (x)u + λu = g(u) + u5 in R
3, (1.12)

where a, b, c > 0, g and V (x) satisfy (G1), (G2), (G3), (V 1), (V 2) and (V 3). Com-
pared with the above problem, we encounter with some new difficulties, for example,
we can not carry on in H1

rad(R
N ) as in [24], and the critical term u5 will bring much

more difficulty in showing the compactness than that in [22] and [25]. So the presence
of the nonlocal term

∫
R3 |∇u|2 dx , the potential term V (x)u and the critical term u5

makes this problem much more interesting.
It is easy to see that normalized solutions of (1.12) can be searched as critical points

of JV (u) constrained on Sc, where

JV (u) = a

2
‖∇u‖22 + b

4
‖∇u‖42 + 1

2

∫
R3

V (x)u2dx −
∫
R3

G(u)dx − 1

6

∫
R3

|u|6dx
(1.13)

and Sc has been defined in (1.6). Ones can see that

−
(
a + b

∫
R3

|∇u|2dx
)

�u + λu = g(u) + u5 in R
3, (1.14)

is a special case, corresponding to V (x) ≡ 0, of (1.12), whose functional can be
defined as

J0(u) = a

2
‖∇u‖22 + b

4
‖∇u‖42 −

∫
R3

G(u)dx − 1

6

∫
R3

|u|6dx . (1.15)

We use the preceding notation and, to be short, we write below J0(u) for JV (u)|V≡0.
If we need to discuss about the functional of V (x) �= 0 and V (x) ≡ 0, then we use
JV and J0 respectively.

Before stating our results, we give a definition of the ground state normalized
solution:

Definition 1.1 For any c > 0, a solution (uc, λc) ∈ H1(RN ) × R to (1.12)–(1.2) is
called a ground state normalized solution, or least energy normalized solution, if

JV (u) = min {JV (v) : v ∈ Sc and it solves(1.12)for someλ ∈ R} .
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Before studying the existence of ground state normalized solution to (1.12), we need
to consider the existence of ground state normalized solution of its limiting problem.
So we show a result on (1.14) as follows:

Theorem 1.2 Let a, b > 0. If g satisfies (G1)-(G3), then, for any given c > 0, the
Kirchhoff problem (1.14)–(1.2) has a ground state normalized solution (ũ, λc) with
λc > 0 and ũ ∈ Sc.

Remark 1.3 Similar to [24], in present paper, we firstly introduce one more constraint,
denoted byPV ,c, see (2.5). Next,We shall prove the new constraintPV ,c is natural, see
Lemma 3.5. Then we can devote to search for the critical point of JV (u) on PV ,c. We
shall prove that the functional JV (u) possesses a mini-max structure, and the infimum
of JV (u) constrained on PV ,c denoted by mV (c), coincides to the mini-max value ,
i.e.,

mV (c) := inf
u∈PV ,c

JV (u) = inf
u∈Sc

max
t>0

JV (t�u) and

m0(c) := inf
u∈PV ,c

J0(u) = inf
u∈Sc

max
t>0

J0(t�u),

where the fiber map t �→ (t�u)(x) ∈ H1(R3) is defined by (t�u)(x) := t
3
2 u(t x),

which preserves the L2-norm. In the meantime, we need some subtle energy estimates
under the L2-constraint to recover compactness in the Sobolev critical case.

Theorem 1.4 Assume that g(s) satisfies (G1)-(G3) and V (x) satisfies (V1)-(V3). Then
for any c > 0, problem (1.12)–(1.2) admits a ground state normalized solutions
(ū, λ̄c) ∈ Sc × R.

The paper is organized as follows. Some notations and preliminaries will be intro-
duced in Sect. 2. In the Sect. 3, we shall prove the nimi-max structure of JV (u) and the
fact that PV ,c is a natural constraint. We give the subtle energy estimates of J0(u) and
prove that m0(c) is attained by some uc ∈ H1(RN ) in the Sect. 4,which is a positive
decreasing function and the corresponding Lagrangemultiplier λc is also positive. The
proof of Theorem 1.4 will be put into the Sect. 5.

Throughout the paperwe use the notation ‖u‖p to denote the L p-norm. The notation
⇀ denotes weak convergence in H1(RN ). Capital latterC stands for positive constant,
which may depend on some parameters and whose precise value can change from line
to line.

2 Notation and Preliminaries

In this section, we introduce some notations and collect some useful preliminaries.
Firstly, we recall the well-known Gagliardo-Nirenberg inequality with the best con-
stant (see [32]): Let p ∈ [2, 6). Then for any u ∈ H1(R3), we have

‖u‖p
p ≤ p

2‖Q‖p−2
2

‖∇u‖
3p−6
2

2 ‖u‖
6−p
2

2 , (2.1)
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and, up to translations, Q is the unique positive radial solution (we refer to [29] for
the uniqueness) of

−3p − 6

4
�Q +

(
6 − p

4

)
Q = |Q|p−2Q in R

3.

Secondly, following from the assumptions (G1) and (G2), we deduce that for all t ∈ R

and s ≥ 0, {
sβG(t) ≤ G(ts) ≤ sαG(t), if s ≤ 1,
sαG(t) ≤ G(ts) ≤ sβG(t), if s ≥ 1.

(2.2)

Moreover, there exist some constants C1,C2 > 0 such that for all s ∈ R,

C1 min{|s|α, |s|β} ≤ G(s) ≤ C2 max{|s|α, |s|β} ≤ C2(|s|α + |s|β), (2.3)

and

(α
2

− 1
)
G(s) ≤ 1

2
g(s)s − G(s) ≤

(
β

2
− 1

)
G(s) ≤

(
β

2
− 1

)
C2(|s|α + |s|β).

(2.4)
As usually, we introduce the fiber map

u(x) �→ (t�u)(x) := t
3
2 u(t x) x ∈ R

3,

for (t, u) ∈ R
+ × Sc. Of course, one can easily check that for any u ∈ H1(R3),

‖t�u‖22 = ‖u‖22 and ‖∇(t�u)‖22 = t2‖∇u‖22.

So t�u ∈ Sc for any u ∈ Sc. Define

JV ,u(t) := JV (t�u) and J0,u(t) := J0(t�u).

Then we introduce the so-called Pohozaev manifold. Denote

PV := {u ∈ H1(R3) : PV (u) = 0} and P0 := {u ∈ H1(R3) : P0(u) = 0}, (2.5)

where

PV (u) = a‖∇u‖22 + b‖∇u‖42 −
∫
R3

W (x)u2(x)dx − 3
∫
R3

G̃(u)dx − ‖u‖66, (2.6)

and

P0(u) = a‖∇u‖22 + b‖∇u‖42 − 3
∫
R3

G̃(u)dx − ‖u‖66.
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236 Page 8 of 30 Q. He et al.

We also define the Pohozaev sub-manifold as follows:

PV ,c := Sc ∩ PV and P0,c := Sc ∩ P0. (2.7)

Set

mV (c) := inf
u∈PV ,c

JV (u), and m0(c) := inf
u∈P0,c

J0(u).

To be much better at distinguishing the types of some critical points for J0
∣∣
Sc

(J0 is

defined in (1.15)) and JV
∣∣
Sc
(JV is defined in (1.13)),we decide to decomposeP0,c and

PV ,c into the disjoint unions P0,c = P+
0,c ∪ P−

0,c ∪ P0
0,c, PV ,c = P+

V ,c ∪ P−
V ,c ∪ P0

V ,c
respectively, where

P+
0,c := {u ∈ P0,c : (J0,u)

′′(1) > 0}, P+
V ,c := {u ∈ PV ,c : (JV ,u)

′′(1) > 0},
P−
0,c := {u ∈ P0,c : (J0,u)

′′(1) < 0}, P−
V ,c := {u ∈ PV ,c : (JV ,u)

′′(1) < 0},
P0
0,c := {u ∈ P0,c : (J0,u)

′′(1) = 0}, P0
V ,c := {u ∈ PV ,c : (JV ,u)

′′(1) = 0}.

3 Mini–Max Structure and PohozaevManifold

Lemma 3.1 Suppose that u ∈ H1(R3) is a weak solution of (1.12), then u ∈ PV .

Proof Assume that u ∈ H1(R3) is aweak solution of (1.12). By the standard regularity
theory, we obtain that u ∈ C2(R3). So we have

a‖∇u‖22 + b‖∇u‖42 +
∫
R3

(V (x) + λ)u2dx −
∫
R3

g(u)udx −
∫
R3

|u|6dx = 0. (3.1)

Additionally, invoking by the Pohozaev identity, we also deduce that

(a‖∇u‖22 + b‖∇u‖42) + 3
∫
R3(V (x) + λ)u2dx

−6
∫
R3 G(u)dx + ∫

R3〈∇V (x), x〉u2dx − ∫
R3 |u|6dx = 0.

(3.2)

Eliminating the parameter λ from the above equalities (3.1)–(3.2), we conclude that

a‖∇u‖22 + b‖∇u‖42 −
∫
R3

W (x)u2dx − 3
∫
R3

G̃(u)dx −
∫
R3

|u|6dx = 0,

which implies that u ∈ PV . ��
Proposition 3.2 Let u ∈ Sc. Then, t ∈ R

+ is a critical point for JV ,u(t) = JV (t�u) if
and only if t�u ∈ PV ,c.

Proof By direct calculations, it yields (JV ,u)
′(t) = 1

t PV (t�u), which implies that
(JV ,u)

′(t) = 0 is equivalent to t�u ∈ PV ,c. In other words, t ∈ R
+ is a critical point

of JV ,u(t) = JV (t�u) if and only if t�u ∈ PV ,c. ��
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Proposition 3.3 For any critical point of JV
∣∣PV ,c

, if (JV ,u)
′′(1) �= 0, then there exists

some λ ∈ R satisfying

J ′
V (u) + λu = 0 in H−1(R3).

Proof Let u be a critical point of JV (u) restricted to PV ,c, then by the Lagrange
multipliers rule there exist λ,μ ∈ R such that

J ′
V (u) + λu + μP ′

V (u) = 0 in H−1(R3). (3.3)

It remains to verify μ = 0.
We claim that if u solves (3.3), then u satisfies

d

dt

(

(t�u)

)∣∣
t=1 = 0,

where


(u) := JV (u) + 1

2
λ‖u‖22 + μPV (u).

In fact, we observe that


(u) = J0(u) + 1

2

∫
R3

V (x)u2dx + 1

2
λ‖u‖22 + μP0(u) − μ

∫
R3

W (x)u2dx

= 
0(u) + 1

2

∫
R3

V (x)u2dx − μ

∫
R3

W (x)u2dx,

where


0(u) := J0(u) + 1

2
λ‖u‖22 + μP0(u).

After that, it is not difficult to verify that

d

dt

(

(t�u)

)∣∣∣
t=1

= d

dt

(

0(t�u)

)∣∣∣
t=1

+ d

dt

(
1

2

∫
R3

V (x)t3u2(t x)dx

) ∣∣∣
t=1

− μ
d

dt

(∫
R3

W (x)t3u2(t x)dx

) ∣∣∣
t=1

.

By direct calculations, it is easy to see that

d

dt

(

0(t�u)

)∣∣
t=1 = (

a‖∇u‖22 + b‖∇u‖42 − 3
∫
R3

G̃(u)dx − ‖u‖66
)

+μ
(
2a‖∇u‖22 + 4b‖∇u‖42 + 9

∫
R3

G̃(u)dx

−9

2

∫
R3

G̃ ′(u)udx − 6‖u‖66
)
,
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d

dt

(
1

2

∫
R3

V (x)t3u2(t x)dx

) ∣∣
t=1

y=t x= d

dt

(
1

2

∫
R3

V (
y

t
)u2(y)dy

) ∣∣∣
t=1

=
(
1

2

∫
R3

〈∇V (
y

t
),− y

t2
〉u2(y)dy

) ∣∣∣
t=1

=
(
1

2

∫
R3

〈∇V (x),− x

t
〉(t�u)2dx

) ∣∣∣
t=1

= −1

2

∫
R3

〈∇V (x), x〉u2(x)dx

and

d

dt

(∫
R3

W (x)t3u2(t x)dx

) ∣∣∣
t=1

y=t x= d

dt

(∫
R3

W (
y

t
)u2(y)dy

) ∣∣∣
t=1

=
(∫

R3
〈∇W (

y

t
),− y

t2
〉u2(y)dy

) ∣∣∣
t=1

= −
∫
R3

〈∇W (x), x〉u2(x)dx .

As a consequence, we have

d

dt

(

(t�u)

)∣∣∣
t=1

= (a‖∇u‖22 + b‖∇u‖42 − 3
∫
R3

G̃(u)dx − ‖u‖66
)

+ μ
(
2a‖∇u‖22 + 4b‖∇u‖42 + 9

∫
R3

G̃(u)dx

− 9

2

∫
R3

G̃ ′(u)udx − 6‖u‖66
)

− 1

2

∫
R3

〈∇V (x), x〉u2(x)dx + μ

∫
R3

〈∇W (x), x〉u2(x)dx .

On the other hand, a solution to (3.3) must satisfy the so-called Pohozaev identity

a‖∇u‖22 + b‖∇u‖42 + μ
(
2a‖∇u‖22 + 4b‖∇u‖42

)

= −μ

(
9
∫
R3

G̃(u)dx − 9

2

∫
R3

G̃ ′(u)udx − 6‖u‖66
)

+ 3
∫
R3

G̃(u)dx + ‖u‖66

+ 1

2

∫
R3

〈∇V (x), x〉u2(x)dx − μ

∫
R3

〈∇W (x), x〉u2(x)dx,

which implies that d
dt

(

(t�u)

)|t=1 = 0. This completes the proof of the claim.

Now we deduce by direct computations that


(t�u) = JV (t�u) + 1

2
λ‖u‖22 + μPV (t�u) = JV ,u(t) + 1

2
λ‖u‖22 + μt(JV ,u)

′(t),
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which implies that

d

dt

(t�u) = (1 + μ)(JV ,u)

′(t) + μt(JV ,u)
′′(t).

Since u ∈ PV ,c, PV (u) = 0. we deduce by PV (u) = d
dt JV (t�u)

∣∣
t=1 that

0 = d

dt

(

(t�u)

)∣∣
t=1

= (1 + μ)(JV ,u)
′(1) + μ(JV ,u)

′′(1)
= (1 + μ)PV (u) + μ(JV ,u)

′′(1) = μ(JV ,u)
′′(1).

Finally, by the fact that (JV ,u)
′′(1) �= 0, we get μ = 0, which implies that

J ′
V (u) + λu = 0 in H−1(R3).

��
Lemma 3.4 Assume that the assumptions (G1)–(G2) and (V1)–(V2) hold. Then for
any c > 0, there exists some δ̄c > 0 such that

inf
u∈PV ,c

‖∇u‖2 ≥ δ̄c. (3.4)

Proof 1) Since u ∈ PV ,c, we have the following Pohozaev identity

a‖∇u‖22 + b‖∇u‖42 −
∫
R3

W (x)u2(x)dx − ‖u‖66 = 3
∫
R3

G̃(u
)
dx . (3.5)

By the assumption (V2), we observe that for any u ∈ H1(R3),

a‖∇u‖22 + b‖∇u‖42 −
∫
R3

W (x)u2(x)dx ≥ (a − σ2)‖∇u‖22 + b‖∇u‖42. (3.6)

By the assumption (G2) and the Gagliardo-Nirenberg inequality (2.1), we deduce that

3
∫
R3

G̃(u
)
dx ≤ C

∫
R3

(|u|α + |u|β)dx ≤ C(‖∇u‖
3(α−2)

2
2 + ‖∇u‖

3(β−2)
2

2 ),

which, together with (3.5) and (3.6), implies that

(a − σ2)‖∇u‖22 + b‖∇u‖42 ≤ 3
∫
R3

G̃(u
)
dx + ‖u‖66

≤ C(‖∇u‖
3(α−2)

2
2 + ‖∇u‖

3(β−2)
2

2 ) + 1

S3
‖∇u‖62

(3.7)
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The assumptions (G2) and (V2) give 3(α−2)
2 ,

3(β−2)
2 > 2 and a−σ2 > 0, and then we

conclude from (3.7) that there exists some δ̄c > 0 such that

‖∇u‖2 ≥ δ̄c.

We complete the proof. ��
Lemma 3.5 Assume that the assumptions (G1)–(G3) and (V1)–(V3) hold. ThenP−

V ,c =
PV ,c is closed in H1(R3) and it is a natural constraint of JV

∣∣
Sc
.

Proof For any u ∈ PV ,c, we have

a‖∇u‖22 = −b‖∇u‖42 +
∫
R3

W (x)u2dx + 3
∫
R3

G̃(u)dx + ‖u‖66. (3.8)

By virtue of equality (3.8), the assumptions (V3), (G3) and Lemma 3.4, we obtain that

(JV ,u)
′′(1) = a‖∇u‖22 + 3b‖∇u‖42 +

∫
R3

W (x)u2dx +
∫
R3

〈∇W (x), x〉u2dx

+ 12
∫
R3

G̃(u)dx − 9

2

∫
R3

G̃ ′(u)udx − 5‖u‖66

= 2b‖∇u‖42 + 2
∫
R3

W (x)u2dx +
∫
R3

〈∇W (x), x〉u2dx

+ 15
∫
R3

G̃(u)dx − 9

2

∫
R3

G̃ ′(u)udx − 4‖u‖66

≤ 2b‖∇u‖42 + 2
∫
R3

W (x)u2dx +
∫
R3

〈∇W (x), x〉u2dx

− 6
∫
R3

G̃(u)dx − 4‖u‖66

= −2a‖∇u‖22 + 4
∫
R3

W (x)u2dx +
∫
R3

〈∇W (x), x〉u2dx − 2‖u‖66

≤ −2a‖∇u‖22 +
∫
R3

ϒ+u2 ≤ (−2a + σ3)‖∇u‖22 < 0,

(3.9)
which implies that P+

V ,c = P0
V ,c = ∅. Hence, P−

V ,c = PV ,c is closed in H1(R3). By
Proposition 3.3, we can obtain that PV ,c is a natural constraint of JV

∣∣
Sc
.

The proof of Lemma 3.5 is completed. ��
Remark 3.6 Let {wn} ⊆ P−

V ,c be such that JV (wn) → mV (c). Therefore, there exist
two sequences {λn}, {μn} ⊆ R such that, as n → +∞,

J ′
V (wn) + λnwn + μn P

′
V (wn) → 0 in H−1(R3).

Using a similar argument as Proposition 3.3, we can get that, as n → +∞,

μn(JV ,wn )
′′(1) → 0. (3.10)
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By Lemma 3.4 and (3.9), we have

(JV ,wn )
′′(1) ≤ (−2a + σ3)δ̄

2
c < 0,

which, together with (3.10), implies that μn → 0 as n → +∞.

Hence, if furthermore {wn} is bounded in H1(R3), thenweobtain that, asn → +∞,

J ′
V (wn) + λnwn → 0 in H−1(R3).

Lemma 3.7 Assume that the assumptions (G1)–(G3) and (V1)–(V3) hold. Then for
every u ∈ Sc with c > 0, there exists a unique tu ∈ R

+ such that tu�u ∈ PV ,c.
Moreover, tu is the unique critical point of the function JV ,u(t), and satisfies JV ,u(tu) =
max
t>0

JV (t�u).

Proof Let u ∈ Sc. Since u ∈ H1(R3), we have ‖∇u‖2 > 0. By the assumption (V2)
and direct computations, we have

(JV ,u)
′(t) = at‖∇u‖22 + bt3‖∇u‖42 −

∫
R3

W (x)t2u2(t x)dx

− 3
∫
R3

G̃(t
3
2 u(x)

)
dxt−4 − t5‖u‖66

≥ (a − σ2)‖∇u‖22t + b‖∇u‖42t3 − C
(
t
3
2α−4‖u‖α

α + t
3
2β−4‖u‖β

β

)

− t5

S3
‖∇u‖62,

where β > α > 14
3 and a − σ2 > 0. It yields that (JV ,u)

′(t) > 0 for t > 0 small
enough. Therefore, there exists some t1 > 0 such that JV ,u(t) increases in t ∈ (0, t1).

On the other hand, according to the assumption (V1), we obtain

JV ,u(t) ≤ a

2
t2‖∇u‖22 + b

4
t4‖∇u‖42 + 1

2
σ1t

2‖∇u‖22 −
∫
R3

G(t
3
2 u(t x))dx − 1

6
t6‖u‖66

≤ a

2
t2‖∇u‖22 + b

4
t4‖∇u‖42 + σ1

2
t2‖∇u‖22 − t

3
2 α−3‖u‖α

α − 1

6
t6‖u‖66.

Since α > 14
3 , we can infer that lim

t→+∞ JV ,u(t) = −∞. Hence, there exists some

t2 > t1 such that

JV ,u(t2) = max
t>0

JV (t�u).

It is clear that (JV ,u)
′(t2) = 0 and t2�u ∈ PV ,c by Proposition 3.2. We suppose to

the contrary that there exists another t3 > 0 such that t3�u ∈ PV ,c. Without loss of
generality, we may assmue t3 > t2. Following from Lemma 3.5, we observe that both
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t2 and t3 are strict local maximum points of JV ,u(t), which implies that there exists
some t4 ∈ (t2, t3) such that

JV ,u(t4) = min
t∈[t2,t3]

JV ,u(t).

It follows that (JV ,u)
′(t3) = 0 and (JV ,u)

′′(t3) ≥ 0, which allows us to conclude that
t4�u ∈ P+

V ,c ∪ P0
V ,c, a contradiction to Lemma 3.5.

The proof of Lemma 3.7 is complete. ��

Corollary 3.8 Under the assumptions (G1)-(G3), for any u ∈ H1(R3)\{0}, let tu be
given by Lemma 3.7, then we have that

tu = (>,<)1 ⇔ (JV ,u)
′(1) = (>,<)0 ⇔ PV (u) = (>,<)0.

Proof By Lemma 3.7, we have that

JV ,u(tu) = max
t>0

JV ,u(t).

Furthermore,

(JV ,u)
′(t) > 0 for 0 < t < tu and (JV ,u)

′(t) < 0 for t > tu .

On the other hand, we recall that P[t�u] = t(JV ,u)
′(t).

Hence, the conclusion holds. ��

Lemma 3.9 Under the assumptions (G1)–(G2) and (V1)–(V2), JV
∣∣PV ,c

is coercive,

that is,

lim
u∈PV ,c,‖∇u‖2→∞

JV (u) = +∞.

Proof Since u ∈ PV ,c, we deduce by the assumptions (G2) and (V2) that

(a + σ2)‖∇u‖22 + b‖∇u‖42 − ‖u‖66 ≥ a‖∇u‖22 + b‖∇u‖42 −
∫
R3

W (x)u2dx − ‖u‖66

= 3
∫
R3

(
1

2
g(u)u − G(u)

)
dx

≥ 3(α − 2)

2

∫
R3

G(u)dx,
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which, together with (V1), implies that, as ‖∇u‖2 → +∞,

JV (u) = a

2
‖∇u‖22 + b

4
‖∇u‖42 + 1

2

∫
R3

V (x)u2dx −
∫
R3

G(u)dx − 1

6
‖u‖66

≥ 1

2
(a − σ1)‖∇u‖22 + b

4
‖∇u‖42 −

∫
R3

G(u)dx − 1

6
‖u‖66

≥
(
1

2
(a − σ1) − 2(a + σ2)

3(α − 2)

)
‖∇u‖22 +

(
b

4
− 2b

3(α − 2)

)
‖∇u‖42

+ ( 2

3(α − 2)
− 1

6

)‖u‖66

≥
(
1

2
(a − σ1) − 2(a + σ2)

3(α − 2)

)
‖∇u‖22 +

(
b

4
− 2b

3(α − 2)

)
‖∇u‖42 → +∞.

(3.11)
Hence,

lim
u∈PV ,c,‖∇u‖2→+∞

JV (u) = +∞.

The proof of Lemma 3.9 is complete. ��
Lemma 3.10 There holds the following mini-max structure

mV (c) := inf
u∈PV ,c

JV (u) = inf
u∈Sc

max
t>0

JV (t�u) > 0. (3.12)

Proof For any u ∈ PV ,c, by Lemma 3.7, we have

JV (u) = JV ,u(1) = max
t>0

JV (t�u) ≥ inf
u∈Sc

max
t>0

JV (t�u),

which implies that
inf

u∈PV ,c

JV (u) ≥ inf
u∈Sc

max
t>0

JV (t�u). (3.13)

On the other hand, for any u ∈ Sc, by Lemma 3.7 again, we obtain that there exists
tu such that tu�u ∈ PV ,c and JV (tu�u) = max

t>0
JV (t�u). Therefore,

inf
u∈PV ,c

JV (u) ≤ JV (tu�u) = max
t>0

JV (t�u),

which implies that
inf

u∈PV ,c

JV (u) ≤ inf
u∈Sc

max
t>0

JV (t�u). (3.14)

(3.13) and (3.14) imply that

inf
u∈PV ,c

JV (u) = inf
u∈Sc

max
t>0

JV (t�u).
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236 Page 16 of 30 Q. He et al.

By (3.11), (3.4) and (V2), we see

JV (u) ≥ C1δ
2
c + C2δ

4
c > 0, for any u ∈ PV ,c.

Hence

mV (c) ≥ C1δ
2
c + C2δ

4
c > 0.

The proof of Lemma 3.10 is complete. ��
Remark 3.11 Since V (x) ≡ 0 is a special function satisfying the assumptions
(V 1), (V 2) and (V 3), the V in this Section can take 0. That is, all the conclusions in
this Section are true, even if we replace V with 0.

4 Energy Estimates and Compactness Analysis

Lemma 4.1 Under the assumptions (G1)-(G3), for any c > 0, we have m0(c) <

aS�
3 + bS2�2

12 , where � = bS2

2 +
√
aS + b2S4

4 .

Proof The idea of the proof is similar to the Lemma 5.5 of [16], we shall imitate and

revise it. By Theorem 1.42 of [17], we know that S = inf
u∈D1,2(R3)\{0}

‖∇u‖22
‖u‖26

is attained

by

Uε(x) := 3
1
4

(
ε

ε2 + |x |2
) 1

2

,∀ε > 0.

Furthermore, we have ‖∇Uε‖22 = ‖Uε‖66 = S 3
2 . Take a radially decreasing cut-off

function η ∈ C∞
c

(
R
3
)
such that η ≡ 1 in B1(0), η ≡ 0 in Bc

2(0) := R
3\B2(0), and

let

uε(x) := η(x)Uε(x), and vε(x) := c
uε(x)

‖uε‖2 , ∀ε ∈ (0, 1).

Clearly, vε ∈ Sc, by Lemma 3.7 and Remark 3.11, there exists a unique tvε ∈ R such
that

m0(c) := inf
u∈PV ,c

J0[u] = inf
u∈Sc

max
t>0

J0[t�u] ≤ max
t>0

J0[t�vε] = J0[tvε�vε], ∀ε > 0.

(4.1)
So, it is sufficient to prove max

t>0
J0[t�vε] = J0[tvε�vε] < aS�

3 + bS2�2

12 . By Lemmas

3.4, 3.7 and Remark 3.11, we notice that tvε�vε ∈ P0,c and tvε > 0.
To this end, we need some integral estimates. Similar to Lemma 1.46 in [17], we

can derive that
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‖∇uε‖22 = S 3
2 + O(ε), ‖uε‖66 = S 3

2 + O
(
ε3
)

, ‖uε‖22 = O(ε),

‖∇uε‖22 ≥ C1,
1

C2
≥ ‖uε‖66 ≥ C2, ‖uε‖22 ≥ C3ε,

for some constants Ci > 0(i = 1, 2, 3), which are independent of ε, c and μ. Since
t > 0 and (G2), we have

∫
R3

G(t
3
2 u)dxt−3 >

∫
R3

G(u)dxt4 > 0,

which implies that

J0,vε (t) = a

2
‖∇vε‖22t2 + b

4
‖∇vε‖42t4 −

∫
R3

G(t
3
2 vε)dxt

−3 − 1

6
t6 ‖vε‖66

<
a

2
‖∇vε‖22t2 + b

4
‖∇vε‖42t4 − 1

6
t6 ‖vε‖66 .

Now, we set J̃0,vε (t) := a
2‖∇vε‖22t2 + b

4‖∇vε‖42t4 − 1
6 t

6 ‖vε‖66. It is obviously that
J̃0,vε (t) has a unique maximum point t̃vε such that

t̃2vε
= b ‖∇vε‖42

2 ‖vε‖66
+
√
a ‖∇vε‖22

‖vε‖66
+ b2 ‖∇vε‖82

4 ‖vε‖126
.

Then, we drive that

c2 t̃2vε

‖uε‖22
= b ‖∇uε‖42

2 ‖uε‖66
+
√
a ‖∇uε‖22

‖uε‖66
+ b2 ‖∇uε‖82

4 ‖uε‖126

=
b
(
S 3

2 + O(ε)
)2

2
(
S 3

2 + O
(
ε3
)) +

√√√√√√
a
(
S 3

2 + O(ε)
)

S 3
2 + O

(
ε3
) +

b2
(
S 3

2 + O(ε)
)4

4
(
S 3

2 + O
(
ε3
))2

= bS 3
2

2
+
√
a + b2S3

4
+ O(ε) + O(ε)

≤ bS 3
2

2
+
√
a + b2S3

4
+ O
(
ε

1
2

)
= �√S + O

(
ε

1
2

)
,

where � := bS2

2 +
√
aS + b2S4

4 . This leads to that

J̃0,vε (t̃vε ) = a

2

c2 t̃2vε

‖uε‖22
‖∇uε‖22 + b

4

c4 t̃4vε

‖uε‖42
‖∇uε‖42 − 1

6

c6 t̃6vε

‖uε‖62
‖uε‖66
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= a

2

c2 t̃2vε

‖uε‖22
(
S 3

2 + O(ε)
)

+ b

4

c4 t̃4vε

‖uε‖42
(
S 3

2 + O(ε)
)2 − c6 t̃6vε

‖uε‖62

(
S 3

2 + O
(
ε3
))

6

≤ a

2

(
�√S + O

(
ε

1
2

))(
S 3

2 + O(ε)
)

+ b

4

(
�√S + O

(
ε

1
2

))2 (S3 + O(ε)
)

−
⎛
⎝bS 3

2

2
+
√
a + b2S3

4
+ O(ε) + O(ε)

⎞
⎠

3 (S 3
2 + O

(
ε3
))

6

≤ a�S
2

+ b�2S2

4
+ O
(
ε

1
2

)
−
⎛
⎝bS 3

2

2
+
√
a + b2S3

4

⎞
⎠

3
S 3

2

6

= a�S
2

+ b�2S2

4
− �3

6
+ O
(
ε

1
2

)
= aS�

3
+ bS2�2

12
+ O
(
ε

1
2

)
.

From (4.1), we obtain that

m0(c) ≤ J0(tvε�u) = J0,vε (tvε ) < J̃0,vε (tvε ) = aS�

3
+ bS2�2

12
+ O
(
ε

1
2

)
.

��
Lemma 4.2 Assume that {un} ⊂ P0,c is a minimizing sequence of m0(c). There is a
sequence {xn} ⊂ R

3 and R > 0, κ > 0 such that

∫
BR(xn)

un
2 ≥ κ,

Proof Assuming the contrary that the lemmadoes not hold.By theVanishingTheorem,
it follows that

∫
R3

|un|pdx → 0 as n → ∞, f or 2 < p < 6.

Following from (2.4) and P0(un) = on(1), we have

∫
R3

G̃(un)dx → 0 as n → ∞,

and

� := lim
n→∞ ‖un‖66 = lim

n→∞
(
a ‖∇un‖22 + b ‖∇un‖42

)
.

Thus,weobtain lim
n→∞ ‖∇un‖22 =

√
�
b + a2

4b2
− a

2b . According to theSobolev inequal-

ity, we have � ≥ bS2�
2
3 + aS�

1
3 . Two possible cases may occur: (i) � ≥ �3 and

lim
n→∞ ‖∇un‖22 ≥ S�, (ii) � = 0 = lim

n→∞ ‖∇un‖22, where � = bS2

2 +
√
aS + b2S4

4 .
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If alternative (i) holds, we have

m0(c) = lim
n→+∞ J0(un) = lim

n→+∞

[
a

2
‖∇un‖22 + b

4
‖∇un‖42 − 1

6
‖un‖66

]

= �

12
+ a

4

⎛
⎝
√

�

b
+ a2

4b2
− a

2b

⎞
⎠

≥ �3

12
+ a

4

√
�3

b
+ a2

4b2
− a2

8b

= �3

12
+ aS�

4
= aS�

3
+ bS2�2

12
,

which contradicts to Lemma 4.1.
If alternative (ii) holds, we have

m0(c) = lim
n→+∞ J0(un)

= lim
n→+∞

[
a

2
‖∇un‖22 + b

4
‖∇un‖42 − 1

6
‖un‖66

]
= 0,

which contradicts to Lemma 3.10. Thus, we obtain that
∫
BR(xn)

un2 ≥ κ. ��

The proof of Theorem 1.2: Let {un} ⊂ P0,c be a minimizing sequence for J0
∣∣P0,c

at a

positive levelm0(c). Denote ũn(x) = un(x + xn), where {xn} is the sequence given in
Lemma 4.2. By Lemma 3.9, we see that {ũn} is bounded in H1(R3). Using standard
argument, up to a subsequence, we may assume that there is a ũ ∈ H1(R3) such that

⎧⎪⎨
⎪⎩
ũn⇀ũ in H1(R3),

ũn → ũ in L p
loc(R

3) 1 ≤ p < 6,

ũn → ũ a.e. in R
3.

By Lemma 4.2, we see that ũ is nontrivial. Moreover, ũ satisfies

− (a + bA) �ũ = g(ũ) + |ũ|4ũ,

where A := lim
n→∞

∫
R3 |∇ũn|2 and

∫
R3 |∇ũ|2 ≤ A. Hence, we have the following

Pohozaev identity

PA(ũ) : = (a + Ab)‖∇ũ‖22 − 3
∫
R3

G̃(ũ)dx − ‖ũ‖66 = 0

≥ a‖∇ũ‖22 + b‖∇ũ‖42 − 3
∫
R3

G̃(ũ)dx − ‖ũ‖66 = P0(ũ).
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Now, we prove that P0(ũ) = 0. Just suppose P0(ũ) < 0, then there exists a unique
0 < t̃ < 1 such that P0(t̃�ũ)=0 by Corollary 3.8.

We note that the assumption (G3) implies that s−2F(s) := 3
14g(s)s

−1 − G(s)s−2

increases in (0,+∞) and decreases in (−∞, 0). Therefore

(t̃
3
2 ũ)−2F(t̃

3
2 ũ) ≤ (ũ)−2F(ũ), x ∈ {x ∈ R

3 : ũ �= 0}

where we have used that t̃ ∈ (0, 1). Then we have

t̃−3F(t̃
3
2 ũ) ≤ F(ũ), x ∈ {x ∈ R

3 : ũ �= 0}. (4.2)

It is easy to see that F(0) = 0, which implies that

t̃−3F(t̃
3
2 ũ) = 0 = F(ũ), x ∈ {x ∈ R

3 : ũ = 0}. (4.3)

According to the definition of F(s), combing (4.2) with (4.3), we obtain

t̃−3( 3
14

g(t̃
3
2 ũ)t̃

3
2 ũ − G(t̃

3
2 ũ)
) ≤ 3

14
g(ũ)ũ − G(ũ), x ∈ R

3. (4.4)

Using (4.4), together with P0(t̃�ũ)=0, we obtain

m0(c) ≤ J0(t̃�ũ) − 1

4
P0(t̃�ũ)

= a

4
t̃2‖∇ũ‖22 + 1

12
t̃6‖ũ‖66 + 7

4

∫
R3

t̃−3( 3
14

g(t̃
3
2 ũ)t̃

3
2 ũ − G(t̃

3
2 ũ)
)
dx

<
a

4
‖∇ũ‖22 + 1

12
‖ũ‖66 + 7

4

∫
R3

( 3
14

g(ũ)ũ − G(ũ)
)
dx

≤ lim
n→∞

[a
4
‖∇ũn‖22 + 1

12
‖ũn‖66 + 7

4

∫
R3

( 3
14

g(ũn)ũn − G(ũn)
)
dx]

= lim
n→∞

[I (ũn) − 1

4
P0(ũn)] = m0(c). (4.5)

which cause a contradiction. Thus, we obtain that A = ∫
R3 |∇ũ|2dx and t̃ = 1. Using

(4.5) again with t̃ = 1, we deduce that J0(ũ) = m0(c). By Lemma 3.5 and Remark
3.11, we can see that there exists a λc ∈ R such that (ũ, λc) is a normalized solution
of Problem (1.14)–(1.2). ��

5 Proof of Theorem 1.4

Lemma 5.1 m0(c) is strictly decreasing with respect to c ∈ (0,+∞).

Proof A similar argument, as the proof of Theorem 1.1 of [33], can be used to show
this Lemma. So we omit it here. ��
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Lemma 5.2 Assume that V (x) �= 0 satisfies (V 1), (V 2) and (V 3). For any c > 0,
there holds

mV (c) < m0(c). (5.1)

Proof In Theorem 1.2, we have shown the following fact:m0(c) can be attained. Thus,
wemay let ũ(x) ∈ P0,c attainm0(c). Following from the standard potential theory and
maximum principle, we can see that ũ(x) > 0 in R

3. By Lemma 3.7, we can see that
there exists tũ > 0 such that tũ�ũ ∈ PV ,c, which, combining the fact that V (x) �≡ 0
and sup

x∈R3
V (x) = 0, implies that

mV (c) ≤ JV (tũ�ũ) = J0(tũ�ũ) + 1

2

∫
R3

V (x)t3ũ ũ
2(tũ x)dx

< J0(tũ�ũ) ≤ max
t>0

J0(t�ũ) = J0(ũ) = m0(c).

The proof of Lemma 5.2 is complete. ��
Proposition 5.3 Assume that the assumptions (G1)–(G3) and (V1)–(V3) hold. For any
c > 0, let {ūn} ⊆ PV ,c be a minimizing sequence for JV

∣∣PV ,c
at a positive level

mV (c). Then there exist a subsequence of {ūn} (still denoted by {ūn}), a ū ∈ H1(R3)

satisfying
− (a + bB2)�ū + V (x)ū + λū = g(ū) + |ū|4ū in R

3, (5.2)

k0 ∈ N ∪ {0}, nontrivial solutions w1, ..., wk0 of the following problem

− (a + B2b)�u + λu = |u|4u + g(u) (5.3)

m0 ∈ N ∪ {0}, nontrivial solutions û1, û2, ..., ûm0 of the following problems

− (a + B2b)�u = |u|4u, (5.4)

such that

mV (c) + bB4

4
= JV ,B(ū) +

k0∑
i=1

J0,B(wi ) +
m0∑
j=1

ĴB(û j ),

||∇ūn||22 → ||∇ū||22 +
k0∑
i=1

||∇wi ||22 +
m0∑
j=1

||∇û j ||22 (5.5)

where

λ = lim
n→+∞ λn, B2 = lim

n→∞ ‖∇ūn‖22 , (5.6)

JV ,B(u) := a

2
‖∇u‖22 + bB2

2
‖∇u‖22 + 1

2

∫
R3

V (x)u2dx
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−
∫
R3

G(u)dx − 1

6

∫
R3

|u|6dx, (5.7)

J0,B(u) := a

2
‖∇u‖22 + bB2

2
‖∇u‖22 −

∫
R3

G(u)dx − 1

6

∫
R3

|u|6dx . (5.8)

and

ĴB(u) := a

2
‖∇u‖22 + bB2

2
‖∇u‖22 − 1

6

∫
R3

|u|6dx . (5.9)

Proof We divide the proof into three steps:
step 1: By Lemma 3.9, Remark 3.6 and the fact that {ūn} ⊆ PV ,c, it is easy to see

that {ūn} is bounded in H1(R3) and

J ′
V (ūn) + λnūn → 0 in H−1(R3), (5.10)

which implies that {λn} is bounded in R. Up to a subsequence, we may assume that
there is ū ∈ H1(R3) such that

⎧⎪⎨
⎪⎩
ūn⇀ū in H1(R3),

ūn → ū in L p
loc(R

3), 1 ≤ p < 6,

ūn → ū a.e. in R
3,

which, together with (5.10), conclude that ū is a solution of

−(a + bB2)�ū + V (x)ū + λū = g(ū) + |ū|4ū in R
3.

We claim that ū �= 0. In fact, if ū = 0, then the Brézis-Lieb Lemma and (V1) lead
to
∫
R3

V (x)ū2ndx =
∫
R3

V (x)ū2dx +
∫
R3

V (x)(ūn − ū)2dx + on(1) = on(1),

which implies that mV (c) + on(1) = J0(ūn). Furthermore, we obtain (J0,ūn )
′(1) =

(JV ,ūn )
′(1) + on(1) = on(1). It follows from the uniqueness of the critical point of

J0,ūn (t) (SeeCorollary 3.9, [24]) that there exists tn = 1+on(1) such that tn�ūn ∈ P0,c.
Hence

m0(c) ≤ J0(tn�ūn) = J0(ūn) + on(1) = mV (c) + on(1),

which contradicts to Lemma 5.2. Therefore ū �= 0.
Step 2: If the vanishing case occurs, then we go to step 3. So we may assume that

the vanishing does not occur. Let ū1n = ūn − ū. Since

JV ,B(ūn) → mV (c) + bB4

4
, J

′
V ,B(ūn) + λnūn → 0 in H−1(R3), (5.11)
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the Brezis-Lieb Lemma implies that

||∇ūn||22 − ||∇ū1n||22 → ||∇ū||22, (5.12)

J0,B(ū1n) → mV (c) + bB4

4
− JV ,B(ū), (5.13)

and
J

′
0,B(ū1n) + λū1n → 0 in H−1(R3), (5.14)

which implies that {ū1n} is bounded in H1(R3). Since the vanishing does not occur,
there exists {y1n} with y1n → +∞ as n → +∞ and ω1 �= 0 such that

⎧⎪⎨
⎪⎩
ū1n(x + y1n)⇀ω1 in H1(R3),

ū1n(x + y1n) → ω1 in L p
loc(R

3), 1 ≤ p < 6,

ū1n(x + y1n) → ω1 a.e. in R
3,

which, combining with (5.14), implies that ω1 is a nontrivial solution of (5.3).
Let ū2n = ūn − ū − ω1(x − y1n). If the vanishing occurs, then we stop and go to

step 3. We may assume that lim
n→+∞ sup

y∈RN

∫
B(y,1) |ūn − ū − ω1(x − y1n)|2 dy �= 0. By

the Brezis-Lieb Lemma, we have that

||∇ūn||22 − ||∇ū2n||22 → ||∇ū||22 + ||∇ω1||22,
J0,B(ū2n) → mV (c) + bB4

4
− JV ,B(ū) − J0,B(ω1),

J
′
0,B(ū2n) + λū2n → 0 in H−1(R3), (5.15)

which implies that {ū2n} is bounded in H1(R3). Since the vanishing does not occur,
there exists {y2n } with y1n → +∞ as n → +∞ and ω2 �= 0 such that

⎧⎪⎨
⎪⎩
ū2n(x + y2n )⇀ω2 in H1(R3),

ū2n(x + y2n ) → ω2 in L p
loc(R

3), 1 ≤ p < 6,

ū2n(x + y2n ) → ω2 a.e. in R
3,

which, together with (5.15), implies that ω2 is a nontrivial solution of (5.3). Going
on as above, the vanishing must occur after finite steps, since ||∇ωi ||22 ≥ δc > 0 (See
Lemma 3.4). We may assume that the vanishing occurs after k0 steps, which implies
that ω1, ω2, · · · , ωk0 are nontrivial solutions of (5.3),

∫
R3

|ūk0+1
n |s → 0(2 < s < 2∗), (5.16)

||∇ūn||22 − ||∇ūk0+1
n ||22 → ||∇ū||22 +

k0∑
i=1

||∇ωi ||22, (5.17)
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and

J0,B(ūk0+1
n ) → mV (c) + bB4

4
− JV ,B(ū) −

k0∑
i=1

J0,B(ωi ),

J
′
0,B(ūk0+1

n ) + λūk0+1
n → 0 in H−1(R3), (5.18)

where ūk0+1
n = ūn − ū −

k0∑
i=1

ωi (x − yin).

Step 3: The vanishing occurs. If the vanishing occurs, then, following from (5.16)
and (5.18), we have that

Ĵ0,B(ūk0+1
n ) → mV (c) + bB4

4
− JV ,B(ū) −

k0∑
i=1

JV ,B(ωi ), Ĵ
′
B(ūk0+1

n ) → 0 in H−1(R3).

(5.19)

If mV (c) + bB4

4 − JV ,B(ū) −
k0∑
i=1

JV ,B(ωi ) = 0, we complete the proof. Otherwise,

going on as the proof of Theorem 2.5 in [2], we can see that there exist m0 ∈ N ∪ {0},
{σ j

n }m0
j=1, {z jn}m0

j=1, nontrivial solutions û
1, û2, ..., ûm0 of the following problems

−(a + B2b)�u = |u|4u,

such that

mV (c) + bB4

4
− JB(ū) −

k0∑
i=1

IB(ωi ) =
m0∑
j=1

ÎB(û j ),

and

||∇ūk0+1
n ||22 →

m0∑
j=1

||∇û j ||22,

which, together with (5.17), implies that

||∇ūn||22 → ||∇ū||22 +
k0∑
i=1

||∇ωi ||22 +
m0∑
j=1

||∇û j ||22.

We complete the proof. ��
Lemma 5.4 Assume that the assumptions (G1)–(G3) and (V1)–(V3) hold. If ū ∈
H1(R3) is a nontrivial solution of (5.2), then

JV ,B(ū) ≥ bB2

4
‖∇ū‖22, (5.20)
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where JV ,B(u) has been defined in (5.7).

Proof The argument is similar to [25], for readers’s convenience, we give a detailed
proof.

Since ū is a nontrivial solution of (5.2), ū satisfies the corresponding Pohozaev
identity PB(ū) = 0, where

PB(ū) := a‖∇ū‖22 + bB2‖∇ū‖22 −
∫
R3

W (x)ū2dx − 3
∫
R3

G̃(ū)dx −
∫
R3

|ū|6dx
(5.21)

By the assumptions (G2), (V2) and the Pohozaev identity (5.21), we can deduce by
the assumption (V2) that

(a + σ2)‖∇ū‖22 + bB2‖∇ū‖22 − ‖ū‖66 ≥ a‖∇ū‖22 + bB2‖∇ū‖22 −
∫
R3

W (x)ū2dx − ‖ū‖66

= 3
∫
R3

(
1

2
g(ū)ū − G(ū)

)
dx

≥ 3(α − 2)

2

∫
R3

G(ū)dx .

(5.22)
Hence by the assumptions (V1)–(V2) and (5.22), we conclude that

JV ,B(ū) − bB2

4
‖∇ū‖22

= a

2
‖∇ū‖22 + bB2

4
‖∇ū‖22 + 1

2

∫
R3

V (x)ū2dx −
∫
R3

G(ū)dx − 1

6

∫
R3

|ū|6dx

≥
(
1

2
(a − σ1) − 2(a + σ2)

3(α − 2)

)
‖∇ū‖22 +

(
b

4
− 2b

3(α − 2)

)
B2‖∇ū‖22

+
(

2

3(α − 2)
− 1

6

)
‖ū‖66

≥ 0.

��
Lemma 5.5 Assume that the assumptions (G1)–(G3) and (V1)–(V3) hold. If ωi , i =
1, 2, · · · , k0, is a nontrivial solution of (5.3), then

J0,B(wi ) ≥ m0(‖wi‖22) + bB2

4
‖∇wi‖22 (5.23)

where J0,B(u) has been defined in (5.8).

Proof Since wi is a weak solution to (5.3), it satisfies the corresponding Pohozaev
identity P0,B(wi ) = 0, where

P0,B(u) := a‖∇u‖22 + bB2‖∇u‖22 − 3
∫
R3

G̃(u)dx − ‖u‖66. (5.24)
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It follows that

J0,B(wi ) = a

4
‖∇wi‖22 + a

4
‖∇wi‖22 + bB2

2
‖∇wi‖22 −

∫
R3

G(wi )dx − 1

6
‖wi‖66

= a

4
‖∇wi‖22 + bB2

4
‖∇wi‖22 + 7

4

∫
R3

(
3

14
g(wi )wi − G(wi )

)
dx + 1

12
‖wi‖66.

(5.25)
By (5.6), we can deduce that

P0(w
i ) = a‖∇wi‖22 + b‖∇wi‖42 − 3

∫
R3

G̃(wi )dx − ‖wi‖66

< a‖∇wi‖22 + bB2‖∇wi‖22 − 3
∫
R3

G̃(wi )dx − ‖wi‖66
= P0,B(wi ) = 0.

According to (2.4), for 0 < t < 1 sufficiently small, we have

∫
R3

G̃(t�wi )dx =
∫
R3

(
1

2
g(t�wi )(t�wi ) − G(t�wi )

)
dx

≤
(

β

2
− 1

)
C2

∫
R3

(|t�wi |α + |t�wi |β)dx

=
(

β

2
− 1

)
C2

∫
R3

(t
3α
2 −3|wi |α + t

3β
2 −3|wi |β)dx .

ByCorollary 3.8 ,weobtain that there exists a twi ∈ (0, 1) such that P0(twi �wi ) = 0.
Therefore, we deduce from Proposition 3.2 that twi is the unique critical point of
Iwi (t) = I (t�wi ) and

J0(twi �w
i ) = max

t>0
J0(t�w

i ).

Hence

J0(twi �w
i ) = at2

wi

2
‖∇wi‖22 + bt4

wi

4
‖∇wi‖42 −

∫
R3

G(twi �w
i )dx − t6

wi

6
‖wi‖66

= at2
wi

4
‖∇wi‖22 + 7

4

∫
R3

(
3

14
g(twi �w

k)(twi �w
i ) − G(twi �w

i )

)
dx

+ t6
wi

12
‖wi‖66

<
a

4
‖∇wi‖22 + 1

12
‖wi‖66 + 7

4

∫
R3

( 3
14

g(wi )wi − G(wi )
)
dx

= J0,B(wi ) − bB2

4
‖∇wi‖22.

(5.26)
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So combining with (5.25)–(5.26), we have

J0,B(wi ) ≥ J0(twi �w
i ) + bB2

4
‖∇wi‖22 ≥ m0(‖wi‖22) + bB2

4
‖∇wi‖22. (5.27)

��
Lemma 5.6 Assume that the assumptions (G1)–(G3) and (V1)–(V3) hold. For any
c > 0, let {ūn} ⊆ PV ,c be a minimizing sequence for JV

∣∣PV ,c
at a positive level

mV (c). Then there exist a subsequence of {ūn} (still denoted by {ūn}) anda ū ∈ H1(R3)

satisfying

−(a + bB2)�ū + V (x)ū + λū = g(ū) + |ū|4ū in R
3,

such that, n → +∞,

ūn → ū in H1(R3).

Proof We claim that k0 = 0. To check this, we may suppose that k0 �= 0. If m0 �= 0,
according to (5.5), (5.6), (5.20), (5.23) and (5.27), we deduce that

mV (c) + bB4

4
= JV ,B(ū) +

k0∑
i=1

J0,B(wi ) +
m0∑
j=1

ĴB(û j )

≥ bB2

4
‖∇ū‖22 + k0m0(‖wi‖22) + bB2

4

k0∑
i=1

‖∇wi‖22 + a + bB2

3

m0∑
j=1

‖∇û j‖22

≥ bB2

4
‖∇ū‖22 + k0m0(c) + bB2

4

k0∑
i=1

‖∇wi‖22 + a + bB2

3

m0∑
j=1

‖∇û j‖22

≥ m0(c) + bB4

4
+ (

a

3
+ bB2

12
)

m0∑
j=1

‖∇û j‖22

> mV (c) + bB4

4
,

which is impossible. If m0 = 0, we can complete the proof of k0 = 0 by means of
similar method, the rest being standard.

Now, we consider the case k0 = 0. In this case, Lemma 5.3 allows us to obtain that
if the vanishing case of {ū1n} occurs, from (5.11), (5.12) and (5.13), it follows that

lim
n→n

J0,B(ū1n) = lim
n→n

ĴB(ū1n)

= lim
n→n

(a + bB2

2
‖∇ū1n‖22 − 1

6

∫
R3

|ū1n|6dx
)

= mV (c) + bB4

4
− JV ,B(ū)
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≤ mV (c) + bB4

4
− bB2

4
‖∇ū1‖22

= mV (c) + bB2

4

(
lim
n→n

‖∇ū1n‖22
)

< m0(c) + bB2

4

(
lim
n→n

‖∇ū1n‖22
)
. (5.28)

Using (5.14), we see that

∫
R3

(a + B2b)∇ū1n∇ϕdx =
∫
R3

|ū1n|4ū1nϕdx + on(1), ∀ϕ ∈ H1(R3),

which implies that

γ := lim
n→∞ ‖ū1n‖66 = lim

n→∞
(
a + bB2‖∇ū1n‖22

)

= lim
n→∞

(
(a + b‖∇ū‖22)‖∇ū1n‖22 + b‖∇ū1n‖42

)

= lim
n→∞

(
ā‖∇ū1n‖22 + b‖∇ū1n‖42

)
,

where ā := a + b‖∇ū‖22 > a. Similar to Lemma 4.2 , we have lim
n→∞

∥∥∇ū1n
∥∥2
2 =√

γ
b + ā2

4b2
− ā

2b . According to the Sobolev inequality, we have γ ≥ bS2γ
2
3 + āSγ

1
3 .

Two possible cases may occur: either γ ≥ �̄3 and lim
n→∞

∥∥∇ū1n
∥∥2
2 ≥ S�̄, or γ = 0 =

lim
n→∞

∥∥∇ū1n
∥∥2
2, where �̄ = bS2

2 +
√
āS + b2S4

4 > � = bS2

2 +
√
aS + b2S4

4 .

Assume γ ≥ �̄3. We notice that

√
�̄3

b
+ ā2

4b2
= ā + 2bS�̄

2b
= a + 2bS�

2b
+ ā − a

2b
+ 2bS(�̄ − �)

2b
. (5.29)

Then we deduce from (5.28) and (5.29) that

m0(c) > lim
n→n

(a
2
‖∇ū1n‖22 + bB2

4
‖∇ū1n‖22 − 1

6

∫
R3

|ū1n|6dx
)

= γ

4
− γ

6
+ a

4
lim
n→∞

∥∥∥∇ū1n

∥∥∥2
2

≥ �̄3

12
+ a

4

⎛
⎝
√

�̄3

b
+ ā2

4b2
− ā

2b

⎞
⎠

>
�3

12
+ a

4

√
�3

b
+ a2

4b2
− a2

8b
+ a

4
S(�̄ − �)
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>
�3

12
+ aS�

4
= aS�

3
+ bS2�2

12
,

which contradicts to Lemma 4.1. Hence, γ = 0 = lim
n→∞

∥∥∇ū1n
∥∥2
2, which implies that

m0 = 0 and ūn → ū in H1(R3). ��
The proof of Theorem 1.4: According to Lemma 5.1, Proposition 5.3 and Lemma 5.6,
we can see that, under the assumptions of Theorem 1.4, we obtain ūn → ū in H1(R3).
So JV (ū) = mV (c) and ū ∈ PV ,c, which, together with Lemma 3.5 and Remark
3.11, implies that Problem (1.12)–(1.2) admits a ground state normalized solutions
(ū, λ̄c) ∈ Sc × R. We complete the proof. ��
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