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Abstract
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1 Statement of the Problem and Main Results

The aim of this paper is to find explicitly the second asymptotic term for the eigenvalue
counting functions of the operator of linear elasticity on a smooth d-dimensional
Riemannian manifold with boundary, equipped with either Dirichlet or free boundary
conditions. The main body of the paper is devoted to the proof of our main result,
stated later in this section as Theorem 1.8, using the strategy based on an algorithm
due to Vassiliev [21, 23].

Our paper is in part motivated by incorrect statements published in [13], on two-
term asymptotic expansions for the heat kernel of the operator of linear elasticity in the
same setting. A discussion of [13] is presented in Remark 1.12 and continues further
in Appendix A. In two further Appendices B and C, we provide an “experimental”
verification of the correctness of our results, by numerically computing the quantities
in question for explicit examples in dimensions two and three.

Let (€2, g) be a smooth compact connected d-dimensional (d > 2) Riemannian
manifold with boundary 92 # (). We consider the linear elasticity operator .Z acting
on vector fields u and defined by!

(LW := —p (VgVPu® + Ric* guP) — (0 + W) V¥Vl (1.1)
Here and further on V is the Levi—Civita connection associated with g, Ric is Ricci
curvature, and A, p are real constants called Lamé coefficients which are assumed to
satisfy?

uw >0, dr+2u > 0. (1.2)

We will also use the parameter

7
= . 1.3
o "t 2 (L.3)
Subject to (1.2), we have
cl0 d c,1 (1.4)
o ,—— ) € (0,1). .
2(d —1)

We also assume that the material density of the elastic medium, pp, , iS constant.
More precisely, we assume that ppg differs from the Riemannian density 1/det g by
a constant positive factor.

We complement (1.1) with suitable boundary conditions, for example the Dirichlet
condition

ujyo =0 (1.5)

! We use standard tensor notation and employ Einstein’s summation convention throughout.

2 Without loss of generality, the second condition in (1.2) may be replaced by a physically meaningless but
less restrictive condition A 4+ u > 0, in which case (1.4) becomes « € (0, 1).
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(sometimes called the clamped edge condition in the physics literature), or the free
boundary condition

Tulye =0 (1.6)

(sometimes called the free edge or zero traction condition in the physics literature, and
also the Neumann condition?), where .7 is the boundary traction operator defined by

(Tw)” = An“Vﬂuﬁ+M(nﬂVﬂu°‘+nﬂV“uﬁ). 1.7

Here n is the exterior unit normal vector to the boundary 92.*
It is easy to verify that subject to the restrictions (1.2) the operator .Z is elliptic. Its
principal symbol has eigenvalues

A +2w & ||2 (with multiplicity one), wl& ||2 (with multiplicity d — 1).

Here and further on || || denotes the Riemannian norm of the covector &. The quan-
tities /A + 24 and /i are known as the speeds of propagation of longitudinal and
transverse elastic waves, respectively.

It is also easy to verify that either of the boundary conditions (1.5) and (1.6) is of
the Shapiro—Lopatinski type [10] for ., and therefore, the corresponding boundary
value problems are elliptic.’

The boundary conditions (1.5) and (1.6) are linked by Green’s formula for the
elasticity operator,

(Zu, )2 = Eu]l — (Tu, w20, (1.8)

where the quadratic form

Eu] := / (A (Vo,uo‘)2 + u (Vauﬂ + Vﬂua) V“uﬁ) Vdet g dx (1.9)
Q

equals twice the potential energy of elastic deformations associated with displacements
u, and is non-negative for allu € H'($) and strictly positive for all u € Hé (€2). The
structure of the quadratic functional (1.9) of linear elasticity is the result of certain geo-
metric assumptions, see [3, formula (8.28)], as well as [2, Example 2.3 and formulae
(2.5a), (2.5b) and (4.10e)].

3 We will not call (1.6) the Neumann condition in order to avoid confusion with the erroneous “Neumann”
condition in [13].

4 One can also consider mixed boundary value problems by imposing zero traction conditions only in some
of the d directions, and Dirichlet conditions in the remaining directions; for an example of such a problem
motivated by applications see, e.g., [12].

5 We remark that the ellipticity of the corresponding boundary value problems may be broken if A, u lie
outside the range u > 0, A + u > 0. This is the subject of a distinct but very interesting Cosserat problem
see, e.g., [22] or [11].
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Consider the Dirichlet eigenvalue problem
Zu = Au, (1.10)

subject to the boundary condition (1.5), where A denotes the spectral parameter. The
spectral parameter A has the physical meaning A = (pmat/~/det g ) w*, where pmat
is the material density, »/det g is the Riemannian density and w is the angular natural
frequency of oscillations of the elastic medium. With account of ellipticity and Green’s
formula (1.8), it is a standard exercise to show that one can associate with (1.10), (1.5),
the spectral problem for a self-adjoint elliptic operator £pj; with form domain H& ();
we omit the details. The spectrum of the problem is discrete and consists of isolated
eigenvalues

(0 <)ADTT < ADF <. (1.11)

enumerated with account of multiplicities and accumulating to +o0c. A similar state-
ment holds for the free edge boundary problem (1.10), (1.6), which is associated with
a self-adjoint operator Zee whose form domain is H 1 (£2); we denote its eigenvalues
by

(0 S)Aliree < Agree <...

We associate with the spectrum (1.11) of the Dirichlet elasticity problem on €2 the
following functions. Firstly, we introduce the eigenvalue counting function

Mo (A) = # {n : ADIr A} , (1.12)

defined for A € R. Obviously, A4pi:(A) is monotone increasing in A, takes integer
values, and is identically zero for A < A]l)ir. An analogous eigenvalue counting
function of the free boundary problem will be denoted JI/free(A).6

Secondly, we introduce the partition function, or the trace of the heat semigroup,

o
Fie(r) 1= Tr e For = 3 et (1.13)

m=1

defined for r > 0 and monotone decreasing in 7. The free boundary partition function
Ziree(t) is defined in the same manner.’

The existence of asymptotic expansions of .4 (A) as A — +oo and of Z'(¢) as
t — 0%, and precise expressions for the coefficients of these expansions in terms of
the geometric invariants of €2, for either the Dirichlet or the free boundary conditions,
and similar questions for the Dirichlet and Neumann Laplacians, have been a topic

6 In what follows, we will write .4/ (A) if a corresponding statement is true for either Ap; (A) or Afpee (A)
irrespective of the boundary conditions.

7 In what follows, we will write 2°(¢) if a corresponding statement is true for either Zp;;(¢) or Zfpee (1)
irrespective of the boundary conditions.
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of immense interest among mathematicians and physicists since the publication of
the first edition of Lord Rayleigh’s® The Theory of Sound in 1877 [19]. A detailed
historical review of the field is beyond the scope of this article; we refer the interested
reader to [21], [1], and [9], and references therein.

Before stating our main results, we summarise below some known facts concerning
the asymptotics of (1.12) and (1.13), and their free boundary analogues. Further on,
we always assume that (€2, g) is a d-dimensional Riemannian manifold satisfying the
conditions stated at the beginning of the article.

Fact 1.1 For any (2, g) we have
N (A) = a Volg(Q) AY? + 0 (Ad/z) as A — +oo, (1.14)

where

1 d—1 1
a= + (1.15)
@)1 (14 4) ( wd2 O+ 2u)"/2>
is the Weyl constant for linear elasticity, and Vol (2) denotes the Riemannian volume
of Q.
This immediately implies

Fact 1.2 Forany (2, g) we have

Z(1) =5Vold(sz)fd/2+o(t—d/2) ast — 07, (1.16)
with
- d
a:l“(l—{—E) a. (1.17)

The one-term asymptotic law (1.16), (1.17) was established, at a physical level
of rigour, by P. Debye® [5] in 1912.10 The one-term asymptotics (1.14), (1.15) was
rigorously plroved11 by H. Weyl in 1915 [26]. We note that (1.16), (1.17) immedi-
ately follow from (1.14), (1.15) since the partition function 2 (¢) is just the Laplace
transform of the (distributional) derivative of the counting function .4 (A),

Z(1) = /OO e "M (A)dA. (1.18)

8 The 1904 Nobel Laureate (Physics).
9 The 1936 Nobel Laureate (Chemistry).

10 Debye (and many other physicists following him) was in fact studying not the partition function but
a closely related quantity called the specific heat of Q2. The asymptotic behaviour of these two quantities
follow from each other; we omit the details here and further on in order not to overload this paper with
physical background.

n Strictly speaking, for d = 3 in the Euclidean case only, but the generalisation is trivial in view of
subsequent advances.
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We also have, see, e.g., [7] and also [13, Remark 4.1(ii)], the following

Fact 1.3 Ler N € {Dir, free}. Then

Pa(t) = @ Volg ()42 + By Voly_ (0Q)1~@=D/2 4 (z—<d—1>/2) as 1 — 0T,
(1.19)

with some constants by. The quantity Voly_1(0S2) is the volume of the boundary 02
as a (d — 1)-dimensional Riemannian manifold with metric induced by g.

We note that the expansions (1.19) do not in themselves imply the existence of two-
term asymptotic formulae for 4% (A). However, formula (1.18) implies the following

Fact1.4 Let N € {Dir, free}, and suppose that we have

Ma(A) = a Vol g (A2 4 by Voly_13)AY=D/2 1y (A“H)/z) as A — +o0,
(1.20)

with some constant by. Then
~ d—1
bg:l"(l—l—T) by. (1.21)

In general, the validity of two-term asymptotic expansions (1.20) is still an open
question (as it is for the scalar Dirichlet or Neumann Laplacian). However, similarly
to the scalar case, there exist sufficient conditions which guarantee that (1.20) hold.
These conditions are expressed in terms of the corresponding branching Hamiltonian
billiards on the cotangent bundle 7*€2, see [24] for precise statements.

Fact 1.5 Suppose that (2, g) is such that the corresponding billiards is neither dead-
end nor absolutely periodic. Then (1.20) holds for both the Dirichlet and the free
boundary conditions.

Fact 1.5 is a re-statement of a more general [23, Theorem 6.1] which is applicable
to the elasticity operator . since the multiplicities of the eigenvalues of its principal
symbol are constant on 7*€2, as we have mentioned previously.

We conclude this overview with the following observation, see also [13, Remark
4.1(1)].

Fact 1.6 The coefficients by are numerical constants which do not contain any infor-
mation on the geometry of the manifold Q2 or its boundary 0<2. Therefore, to determine
these coefficients, it is enough to find them in the Euclidean case.

Fact 1.6 easily follows from a rescaling argument: stretch 2 by a linear factor « > 0,
note that the eigenvalues then rescale as « ~2, and check the rescaling of the geometric
invariants and of (1.19).
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Fact 1.6 allows us to work from now on in the Euclidean setting, in which case
(1.1) simplifies to

2= (—puA — (A + p) grad div) u, (1.22)

where the vector Laplacian A is a diagonal d x d operator-matrix having a scalar
Laplacian A := Zi: 1 % in each diagonal entry. In dimensions d = 2 and d = 3,
k
(1.22) simplifies further to
Zu = (ucurlcurl — (& 4 2p) grad div) u.
Note that we define the curl of a planar vector field by embedding R? into R?; thus,
curl curl applied to a planar vector field is a planar vector field.
We are now in a position to state the main results of this paper. Before doing so, let
us introduce some additional notation.
Let
Ro(w) :=w> —8w? + 8B —20)w + 16 (@ — 1). (1.23)

The cubic equation Ry (w) = 0 has three roots w;, j = 1,2, 3, over C, where w; is
the distinguished real root in the interval (0, 1). We further define

YR ‘= JW]. (1.24)
Remark 1.7 The subscript R in yg stands for “Rayleigh”. Indeed, the quantity

CR = ILVR

has the physical meaning of velocity of the celebrated Rayleigh’s surface wave [19,
20]. The cubic equation

Ry(w) =0 (1.25)

is often referred to as Rayleigh’s equation, and it admits the equivalent formulation

Ry(w) :=4y/(1 —aw) (1 —w) — (w —2)> = 0. (1.26)

Equation (1.25) can be obtained from (1.26) by multiplying through by
4/(T —aw) (I — w)+ (w—2)? and dropping the common factor w corresponding to
the spurious solution w = 0. It is well-known [18, 25] that for all @ € (0, 1) equation
(1.25) — or, equivalently, (1.26) — admits precisely one real root wi = y,% € (0,1).
The nature of the other two roots w;, j = 2, 3, depends on o; we will revisit this in
Appendix D.2.

Observe that yr can be equivalently defined as the unique real root in (0, 1) of the
sextic equation Ry (yz) = 0, see also [21, §6.3].
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1 -1)/2 -1)/2 — —
2d+ ”(d )/ ”(d )/ Dboir 2d+1”(d 1)/2H(d l)lzbﬁee

-2.25

-2.5

-2.75

—_—d=2 d=3 — d=4 —— d=5

Fig. 1 The appropriately rescaled coefficients bpi, (left image) and bgee (right image) as functions of the
parameter « for dimensions two to five. The inset in the right image shows the graph of yg as a function of
a. We note that lim,,_, g+ yg ~ 0.9553 and lim,,_, |- yg =0

As we shall see, the Rayleigh wave contributes to the second asymptotic term in
the free boundary case.

Theorem 1.8 Let (2, g) be a smooth compact connected d-dimensional Riemannian
manifold with boundary 9S2. Then the second asymptotic coefficients in the two-term
expansion (1.20) for the eigenvalue counting function of the elasticity operator (1.1)
with Dirichlet and free boundary conditions read

1-d 1
bpir = — 5;12 e (4(617[_ D f 7972 arctan <\/(1 —at?) (‘[_2 — 1)) dr
2d+17f > (T) ﬁ
+a'T +d—1), (1.27)
and

1—d 1 -2 2
2 a4(d — 1 =2
bfree = ad ( ( ) /rd_z arctan( < ) )dr

2"“71%F(%) Vi 40 —ar=2) (172 -

a7 +d—5+4y};d>, (1.28)

respectively, where o is given by (1.3) and yr is given by (1.24).

Theorem 1.8 will be proved in Sects. 3-5 by implementing the algorithm described
in Sect. 2.

Remark 1.9 The bound (1.4) guarantees that (1.27) and (1.28) are well-defined and
real.

We show the appropriately rescaled (for the ease of comparison and to remove the
explicit dependence on w) coefficients bpir and by as functions of « in Fig. 1.
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Table 1 The coefficient bpj, for odd dimensions

d bpir
202 +a43)p
3 ~Ten@i)
5 (7a4+12a3+6a2+36a+19)u2

51272 (a+1)2
(13a6+36a5+27a4+16a3+147a2+156a+53)u3
1228873 (a+1)3
(99«18+3760t7+500a6+200a5+146a4+1992a3 +3188a2+2168a+547) ut
157286474 (414

7 —

9 —

As it turns out, in odd dimensions,the integrals in formulae (1.27) and (1.28) can
be evaluated explicitly.

Theorem 1.10 In dimension d = 2k + 1, k = 1,2, ..., formulae (1.27) and (1.28)
can be rewritten as

) k 2 gk f2r— 2t 1
Pir = 700 217k \ k1 dik f— el JT—an( -0/,

k
—2( “ ) +ak+2k>, (1.29)
a+1

and

1k

22k+2k!nk
5 < B 8dk<(2at2 +@=3)+20—a)EJ/A—an)(d—1) + (t — 2)2)>
(t —2)(t3 = 812 + 8(3 — 2a)t + 16(cx — )/ —at)(1 — 1)

k! drk
—ak 2k + 27k - 1)). (1.30)

Dfree =

t=0

The proof of Theorem 1.10 is given in Appendix D.
We list, in Tables 1 and 2, the explicit expressions for by, X € {Dir, free}, for the
first few odd dimensions.

Remark 1.11 (i) Integrals in formulae (1.27) and (1.28) can be evaluated explic-
itly in even dimensions as well, but in this case,one ends up with complicated
expressions involving elliptic integrals. Given that the outcome would not be
much simpler or more elegant than the original formulae (1.27) and (1.28), we
omit the explicit evaluation of the integrals in even dimensions.

(ii) In dimensions d = 2 and d = 3, formulae for the second Weyl coefficient for
the operator of linear elasticity both for Dirichlet and free boundary conditions
are given in [21, Sect. 6.3]. The formulae in [21] have been obtained by apply-
ing the algorithm described below in Sect. 2, but the level of detail therein is
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Table 2 The coefficient bee for odd dimensions

d Dfree

2a2—3a+3)u
3 “Ter(—w
s (—7a4+12a3+14a2—360{+21)p_2

51272 (1—a)?
; (13&6736a5+30a4756a3+159a27 l680¢+62>u3
1228873 (1—a)3

0 (—99a8+376a7—516a6+296a5+47Oa4—2200a3+3468a2—2440a+661) ut

157286474 (1—a)*

somewhat insufficient, with only the final expressions being provided, without
any intermediate steps. Our results, when specialised to d = 2 and d = 3, agree
with those of [21] and allow one to recover these results whilst providing the
detailed derivation missing in [21].

Remark 1.12 Genquian Liu [13] claims to have obtained formulae for EDir and Efree.
However, the strategy adopted in [13] is fundamentally flawed, because the “method
of images” does not work for the operator of linear elasticity. Consequently, the main
results from [13] are wrong.

We postpone a more detailed discussions of [13], including the limitations of the
method of images and a brief historical account of the development of the subject,
until Appendix A. Below, we provide a preliminary “experimental” comparison of
our results and those in [13].

Essentially, [13] aims to deduce the expression for the second asymptotic heat trace
expansion coefficient bpjr in the Dirichlet case, as well as a corresponding expression in

the case of the boundary conditions [13, formula (1.5)] (called there the “Neumann”!2
conditions) which in our notation!? read
nPVgu® = 0. (1.31)

We observe that the boundary conditions (1.31) are not self-adjoint for (1.10), as
easily seen by simple integration by parts. Therefore, it is hard to assign a meaning to
Liu’s result in this case [13, Theorem 1.1, the lower sign version of formula (1.10)].
Nevertheless, even if one interprets the “Neumann” conditions (1.31) as our free
boundary conditions (1.6), as the author suggests in a post-publication revision [14,
formula (1.3)], the result of [13] in the free boundary case remains wrong.

For the sake of clarity, let us compare the results in the case of Dirichlet boundary
conditions only. The main result of [13] in the Dirichlet case is [13, Theorem 1.1, the
upper sign version of formula (1.10)], which correctly states the coefficient @ (cf. our

12 The quotation marks are ours.
13 Note that our notation often differs from that of [13].
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bt/ boix
1.~
0.9
— d=2
0.8
d=3
0.7 -
— d=4
0.99
0.6 - —_— d=5
0.5 L L L
\ 0.7 0.8 0.9 1)
1 1 1 1 1 a
0.2 0.4 0.6 0.8 1.
Fig.2 The ratio blliiilrl /bpir for different dimensions, shown as functions of «
formulae (1.15) and (1.17)), and also states, in our notation, that
. 1 d—1 1
7Liu .__
by 1= 4(47r)d=D)/2 (M(d—l)/Z + (A + 2M)(d—1)/2> : (1.32)
This also implies, by (1.21),
. pliv w7t
Kw_ D ___ _ (@2 ra-1), 133
A (e T ey

which differs from our expression (1.27) by a missing integral term.

For the reasons explained in Appendix A, formula (1.32) is incorrect. We illustrate
this by first showing, in Fig. 2, the ratio of the coefficient b]L)ii‘r‘ and our coefficient bpj;.

This ratio depends only on the dimension d and the parameter «. For each d, the
ratio is monotone increasing in « (and is therefore monotone decreasing in A /). As
a— 17 (ork — —u™), b]ﬁii‘r‘/b])ir — 17 in any dimension, see inset to Fig. 2. Thus,
for the smallest possible values of the Lamé coefficient A, Liu’s asymptotic formula
would produce an almost correct result; however, the error would become more and
more noticeable as A/u gets large.

We illustrate this phenomenon “experimentally” in Fig.3 where we take Q C R?
to be the unit square. Neither the Dirichlet nor the free boundary problem in this case
can be solved by separation of variables, so we find the eigenvalues using the finite
element package FreeFEM [8]. As Vol»(2) = 1 and Vol{(0€2) = 4, (1.20) in the
Dirichlet case may be interpreted as

Noir(A) — aA ~ dbpy VA
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1400 2800

-20

-30

-40

—— computed Apir(A) — aA — 4bpirVA bV

Fig.3 The Dirichlet problem for the unit square. The second Weyl terms, both Liu’s and ours, are compared
to the actual numerically computed counting functions. In all three images, we take u = 1

. LA . . A . .
750 1500 1000 2000 1300 2600
— computed Hree(A) — aA — 4bgeeVA

Fig. 4 The free boundary problem for the unit square. The second Weyl terms are compared to the actual
numerically computed counting functions. In all three images, we take © = 1

for sufficiently large A, and we compare the numerically computed left-hand sides with
the right-hand sides given by our expression (1.27) and Liu’s expression (1.33). As
we have predicted, for A = —1/2, both asymptotic formulae give a good agreement
with the numerics; however, for larger values of A, our formulae match the actual
eigenvalue counting functions exceptionally well, whereas Liu’s ones are obviously
incorrect.

Of course, the boundary of a square is not smooth, only piecewise smooth, but this
does not cause problems because this case is covered by [24, Theorem 1]. Furthermore,
[24, Theorem 2] guarantees that sufficient conditions ensuring the validity of two-term
asymptotic expansions (1.20) are satisfied.

For an additional illustration of the validity of our asymptotics in the free boundary
case, see Fig. 4. For further examples, both in the Dirichlet and the free boundary case,
see Appendices B and C.

2 Second Weyl Coefficient for Systems: An Algorithm

In this section,we provide an algorithm for the determination of the second Weyl
coefficient for more general elliptic systems. The algorithm given below is not new
and appeared in [23, 24] as well as in [21] for scalar operators, with [23, §6] briefly
outlining the changes needed to adapt the results to systems. However, [23, 24] are
not widely known and their English translations are somewhat unclear; therefore, we
reproduce the algorithm here in a self-contained fashion and for matrix operators,
for the reader’s convenience. In the next section, we will explicitly implement the
algorithm for Zpj; and Lree.

@ Springer
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Let 7 be a formally self-adjoint elliptic m x m differential operator of even order
2s, semibounded from below. Consider the spectral problem

Au = Au, @1
Biul,, =0, j=1,...ms, 2.2)

where the %;’s are differential operators implementing self-adjoint boundary condi-
tions of the Shapiro—Lopatinski type.
It is well-known that the spectrum of (2.1), (2.2) is discrete. Let us denote by

A;f{“@, n e N,

the eigenvalues of (2.1), (2.2), with account of multiplicity, and let
WD BN = # {n L AT A] 2.3)

be the corresponding eigenvalue counting function.
In a neighbourhood of the boundary 9€2 we introduce local coordinates

x=ux"2), 0Q={z=0}, z=dist(x,dQ), 2.4)
sothatz > 0 forx € Q°, where 2° is the interior of 2. We will also adopt the notation

£=@E0. (2.5)

Let #yin (x, &) be the principal symbol of .7 and suppose that £ # 0. Let hy(x, &),
ey h 7 (x, &) be the distinct eigenvalues of %ﬁn (x, &) enumerated in increasing order.
Here m = m(x, &) is a positive integer smaller than or equal to m.

Assumption 2.1 The eigenvalues fzk (x,&),k =1,...,m, have constant multiplicities.
In particular, the quantity m is constant, independent of (x, ).

We will see in Sect. 3 that the above assumption is satisfied for the operator of
linear elasticity .Z.

Theorem 2.2 ([23, Theorem 6.1]) Suppose that (2, g) is such that the corresponding
billiards is neither dead-end nor absolutely periodic. Then the eigenvalue counting
function (2.3) admits a two-term asymptotic expansion

ND BNy = AN% + BgAT +o (A?) as A — 400
for some real constants A and Bg. Furthermore:
(a) The first Weyl coefficient A is given by

1

A= W/ﬁgn(x,& 1) dxdé,

@ Springer
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where n(x, &, A) is the eigenvalue counting function for the matrix-function

%rin(x: §). 14
(b) The second Weyl coefficient B is given by

1

By = ———
B (zn)d—l

/ shift(x’, &, 1) dx’ d&’, (2.6)
T*9Q
where the spectral shift function is defined in accordance with

/ /
6L A
Shift(_x/’ E/’ A) = go(xz—f[) + N('x/ﬂ %_/7 A)a

and the phase shift ¢(x’, &', A) and the one-dimensional counting function
N(x', &, A) are determined via the algorithm given below.

Step 1: One-dimensional spectral problem. Construct the ordinary differential oper-
ators &/’ and %3 from the partial differential operators .27 and #; as follows:

(i) retain only the terms containing the derivatives of the highest order in <7 and
B jo

(ii) replace partial derivatives along the boundary with i times the corresponding
component of momentum:

dy > iE";

(iii) evaluate all coefficients at z = 0.

The operators .«7' = o7’ (x’, §’) and 553 = ,%’; (x’, &’) are ordinary differential opera-
tors in the variable z with coefficients depending on x” and &'.
Consider the one-dimensional spectral problem

'a(z) = Au(z), 2.7)
%’;u(z) o= 0, j=1...,sm. (2.8)

Step 2: Thresholds and continuous spectrum. Suppose that &' # 0. Let 7 (¢),
k = 1,...,m, be the distinct eigenvalues of (&’ )prin(¢) enumerated in increasing
order and let mj be their multiplicities, so that

m
ka =m.
k=1
Clearly, for fixed (x', §") we have

he(§) = he((x',0), (€',¢)),  k=1,...,m.

14 That is, for each (x, &) € T*Q, the quantity n(x, &, A) is the number of eigenvalues less than A, with
account of multiplicity, of the m x m matrix ,prrin (x, ).

@ Springer



Two-Term Spectral Asymptotics in Linear Elasticity Page 150f45 242

In what follows, up to and including Step 6, we suppress, for the sake of brevity, the
dependence on x" and &’.

Compute the thresholds of the continuous spectrum, namely, non-negative real
numbers A, such that the equation

I’lk(f) = Ay

in the variable ¢ has a multiple real root for at least one k € {1, ..., m}. We enumerate
the m thresholds in increasing order

Afkl) << Afkm).

The thresholds partition the continuous spectrum [Afkl), +00) of the problem (2.7),
(2.8) into m intervals

(ASP,ASJ“’) forl=1,....m—1,

1D =
(Aim, —}—oo) for [ = m.

For A € IO, let k,&’@m be the largest k& for which the equation

hi($) = A 2.9)

has real roots. Given a k € {1, ..., kfflgx}, let 2q,§l) be the number of real roots'> of

equation (2.9). We define the multiplicity of the continuous spectrum in /) as

(1)

kmax

!
PO =Y migl.
k=1

Step 3: Eigenfunctions of the continuous spectrum. At this step we suppress, for

the sake of brevity, the dependence on / and write kpax = kffléx, qr = q,El), p= p(l).

In each interval I© denote the real roots of (2.9) foragiven k =1, ..., kmax by

C/fq(A)5 qzla'-~aqk5

where the superscript = is chosen in such a way that

i (dhk@) ) o
A fe—gt )

and the roots are ordered in accordance with

Lo (M) < ;k‘f] () <o <G, (D) < §lijk (A).

15 The number of such roots is independent of the choice of a particular A € 1 0,
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Let
) _ ~ .
v (), k=1,....m, j=1,...my,

be orthonormal eigenvectors of (&7’ )prin (&) corresponding to the eigenvalues 7 (¢).
Of course, these eigenvectors are not uniquely defined: there is a U (my) gauge freedom
in their choice.

For givenk € {1,.... k), g € {1,..., g} and @ € {+, —}, let

Wity () = v (G, (M),

where the gauge is chosen so that

Ik dw® (A)
Z<wﬁq,]~<A>, —aa =0

J=1

This defines each of the two orthonormal bases w,:f q j(A), j =1,...myg, and

(A) Jj =1, ...my ,uniquely modulo a composition of a rigid (A-independent)
U(mk) transformatlon and a A-dependent SU(my) transformation.
We seek eigenfunctions of the continuous spectrum (generalised eigenfunctions)
for the one-dimensional spectral problem (2.7), (2.8) corresponding to A € 1) in the
form

kmax gk Mk @

u@EA =3 >, e () ela s

k 4]
k=1g=1 j=1 @€{+,- \/@2” (dhy/dE)l,— =42, (M)
ms—p

+ ) af@ A, (2.10)

r=1

where 1, ..., £, are linearly independent solutions of (2.7) tending to 0 as z —
+o00, and the coefficients ck ; are not all zero.

The coefficients ck q,j are called incoming (@ = —) and outgoing (@ = +)
complex wave amphtudes

Step 4: The scattering matrix. Requiring that (2.10) satisfies the boundary condi-
tions (2.8) allows one to express the outgoing amplitudes ¢* in terms of the incoming
amplitudes ¢~ . This defines the scattering matrix SO (A), a p) x p® unitary matrix,
via

=85Oy e.

The order in which coefficients ck@ q.j are arranged into p)-dimensional columns ¢©

is unimportant.
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Step 5: The phase shift. Compute the phase shift ¢ (A), defined in accordance with

0 for A < Afkl),
p(A) = arg (det S " o (2.11)
g (det S (A))+5 for A € I'V.
The quantities s [ =1, ..., m,are some real constants whose role is to account for

the fact that our construction of orthonormal bases for incoming and outgoing complex
wave amplitudes involves a rigid (A-independent) unitary gauge degree of freedom,
see Step 3 above. The branch of the multi-valued function arg appearing in formula
(2.11) is assumed to be chosen in such a way that the phase shift ¢(A) is continuous
in each interval 7@,

For each [, suppose that equation (2.9) with A = Afkl) has a multiple real root for
precisely one k = k), and that this multiple real root { = 5*(1) is unique and is a
double root.'® Then the constants s in (2.11) are determined by requiring that the
jumps of the phase shift at the thresholds satisfy

mya)
(00 +0 —p(a! — ) = i - L2, 2.12)

1
— lim
T e—~0t

(D)

where j,’ is the number of linearly independent vectors v such that

u(x) = vel& = 4 £(2) (2.13)

is a solution of the one-dimensional problem (2.7), (2.8), with f(z) = o(1) as z
— 4-00.

The threshold Afk) is called rigid if ](1) = 0 and soft if jf) = my . For rigid and
soft thresholds formula (2.12) simplifies and reads

mya)

1
— hm (ga(A(l)—f-e) (p(Afkl)—e)) = S

T e~

minus for rigid and plus for soft.
Step 6: The one-dimensional counting function. Compute the one-dimensional
counting function

N(A) := #{eigenvalues of (2.7), (2.8) smaller than A}.
Application of Steps 1-6 of the above algorithm to the elasticity operator with

Dirichlet or free boundary conditions, which will be done in the next three sections,
gives

16 This is the generic situation. In the general case the constants 5() are obtained by integrating the trace
of an appropriate generalised resolvent, see [23, Eq. (1.14)].
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Theorem 2.3

shiftpir (€', A)

0 for A < I,
= |~ arctan <\/(1 ~ i) ey - 1)) — a7 for g1 < A < G+ 20112,
-4 for A > G+ 21112,
(2.14)
and
Theorem 2.4

shiftfree (E/ s )

0 for A < uy3IE"2,
1 Jor uyalg'I? < A < ul€'|%,

A 1
A -2
(“ [BIE

2
A 1 A1
4\/(1_ 2 Hs’u2)</7 ’2 _1>

=11
T arctan

+ 4L for pllg'1? < A < (42w 118112,

for A > (42w €112

ISEN

(2.15)

In particular, Theorem 2.3 will follow from (5.1), and Lemmas 4.1 and 5.2, whereas
Theorem 2.4 will follow from (5.1), and Lemmas 4.4 and 5.5.

Substituting (2.14) and (2.15) into (2.6) and performing straightforward algebraic
manipulations we arrive at (1.27) and (1.28), respectively, thus proving Theorem 1.8.
Note that

By = Vol;_1(092) by, R € {Dir, free}.

3 Second Weyl Coefficients for Linear Elasticity: Invariant Subspaces

In this and the next two sections,we will compute the spectral shift function for the
operator of linear elasticity on a Riemannian manifold with boundary of arbitrary
dimension d > 2, both for Dirichlet and free boundary conditions, by explicitly
implementing the algorithm from Sect. 2. This will establish Theorems 2.3 and 2.4.

In order to substantially simplify the calculations, we will turn some ideas of
Dupuis—Mazo—Onsager [6] into a rigorous mathematical argument, in the spirit of
[4]. Namely, we will introduce two invariant subspaces for the elasticity operator
compatible with the boundary conditions, implement the algorithm in each invariant
subspace separately, and combine the results in the end.

As explained in Sect. 1 (see Fact 1.6) it is sufficient to determine the second
Weyl coefficients in the Euclidean setting, gog = Jup. Furthermore, the construction
presented in the beginning of Sect. 2 (see formulae (2.4), (2.5)) allows us to work
in a Euclidean half-space. Hence, further on x = (xl, o xd ) are Cartesian coor-
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dinates, x’ = (xl, ...,xd’l), z=x%and Q = {z > 0}. Accordingly, we write

E=(&1,....8),8 =(&1,....&-1)and { = &,.

For starters, let us observe that the standard separation of variables leading to the
one-dimensional problem (2.7), (2.8) can be achieved by seeking a solution of the
form

ei(x,'§/>u(z).

Next, suppose we have fixed & € R?~1\{0}. Consider the pair of constant

d'dimensional COlumnS
< /) <O/>

where 0/ stands for the (d — 1)-dimensional column of zeros. These define a two-

dimensional plane
U (¢ o’ d
P::span{—( ), < >} C R%.
"1\ O 1

Let us denote by II the orthogonal projection onto P.
Now, the principal symbol of the elasticity operator reads

Lin(€) = (L prin(©) = REITT + O + wEET. (3.1
Formula (3.1) immediately implies that the eigenvalues of the principal symbol are
hi(€) =hi(¢) = pll€)?,  of multiplicity m; =d — 1, (3.2)
and
ha(€) = hy(2) = O+ 2w)||E]1>,  of multiplicity my = 1. (3.3)

Formulae (1.2), (3.2) and (3.3) imply that Assumption 2.1 is satisfied. The eigenspaces
corresponding to (3.2) and (3.3) are

(I —Ig1%eTH)RY and  span{g},

respectively.
It is easy to see that £ € P, Pt c (I — |&I7%eT)RY, and that P and
P+ are invariant subspaces of .Z}iy. Furthermore, Jprin] p has two simple eigen-

values, (A + 2u)[|€]|® and | €%, whereas fprin|Pl has one eigenvalue wll€]1? of
multiplicity d — 2.
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The above decomposition can be lifted to the space of vector fields. We define

Vi :={ue C®[0,+00) :u=Ilu}

and
Vi i={ue C®0,+c0):u=(—T)ul.
Let
/ 2 d2 i%_/ csr d
L =pllE] — 32 I—+mw(a)E g) (3.4
Z dz
and

T'=—x <2/> (& &) —n <1diZ - (‘i) (0 1)) 3.5)

dz

be the one-dimensional operators associated with . and .7, respectively; recall that
the latter are defined by formulae (1.1) and (1.7). It turns out that the linear spaces V)
and V| are invariant subspaces of .’ compatible with the boundary conditions.

Lemma 3.1 We have

(a)
L'V C vy, (3.6
L'V, C VL. (3.7)

(b)
(Z'Vi)l.—o € Vill.—o- (3.8)
(7'V1)|._y C Vilizo- 3.9)

Proof (a) A generic element of V| reads

u(z) =

1 g o
) , c*0, .
T (0>f1(1)+<1>f2(z) f1, fr € C™[0, +00)
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Acting with (3.4) on u;(z), we get
/ 2 1 ‘i:/ 7 0/ 17
(L) (2) = wllE" Iy (z) — Mm (0) 1@ —n <1) fr (@)

- o (iA@Y i f3(2)
i+ Wl ||< o ) (>»+u)( fz”(z)>

_ ! (E) (u F2IE N2 f1(@) — f @) — i+ wll%’“fz‘@)
g \ 0

+ (?) (BIE'P @) — 6+ 20) f/@) =i+ wIE 1)

which is an element of V). This proves (3.6).
A generic element of V| reads

d=2

u @)=y, (“g) fi@.  fj € CP[0, +00),
j=1
where ¥, j =1, ..., d — 2, are linearly independent columns in Rd~1 orthogonal to

&’. Acting with (3.4) on u_ (z),we get
d-2 v
(L@ =3 ( 0,) (18125 = 1/ @),
Jj=1
which is an element of V. This proves (3.7).

(b) Acting with (3.5) on uj(z),we get

1 /
~(T'w)|—o = 157 (%) (1 F{ O + i€ £2(0))
+ <? ) (IZIE'1LA10) + Gu +21) £3(0)).

from which one obtains (3.8).
Acting with (3.5) on u} (z), we get

d-2 v
j=1
which immediately implies (3.9). O

Lemma 3.1 implies, via a standard density argument, that the operators £, R €
{Dir, free}, decompose as

g}é == f?‘é,l @ g}g’"a
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where .iﬁ L= D (%) being the domain
of Z.

It is then a straightforward consequence of the Spectral Theorem that we can com-
pute the spectral shift function for ,,2”}2 | and "gé,l\ separately, and sum up the results

in the end. More formally, we have

A /
|(1—H)D($§) and Zy | 1= $R|HD($§)’

shifty = shifty | + shifty |, R € {Dir, free}.

Additional simplification: it suffices to implement our algorithm for the special
case

g =] er-. (3.10)

The general case can then be recovered by rescaling the spectral parameter in the end,
in accordance with

> —.
€112

In the next two sections, we assume (3.10).

4 First Invariant Subspace: Normally Polarised Waves

In this section,we will compute the spectral shift functions shiftx | for the operators
2 >N e (Dir, free}.

4.1 Dirichlet Boundary Conditions

Consider the spectral problem

d2
fj_uLzu(l—dﬂ)uL:AuL, “4.1)

ul,—0=0. “4.2)

The goal of this subsection is to prove the following result.

Lemma4.1 We have

_(d—2)n

¢pir, L(A) = >

Xl +o00) (A)
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and
Npir, 1 (A) =0,

so that

‘ d—2
shiftpir, 1L (A) = i X A00) (A).

Here and further on x4 denotes the indicator function of a set A C R.
We shall prove Lemma 4.1 in several steps.
The principal symbol (2] )prin » as a linear operator in P+, has only one eigenvalue

h, 1 @) = (@) = p( +¢%) 43)
of multiplicity m{- = d — 2. The eigenvalue (4.3) determines the threshold
AY =pu (4.4)

which, in turn, yields exponents

[ A
(M) =% = —1.
7

Therefore, the continuous spectrum of the operator .#’| contains a single interval

Iil) = (u, +00) and the multiplicity of the continuous spectrum on this interval is
pil) =1.For A € Iil), the eigenfunctions of the continuous spectrum read

d—2
LA _i /A
uL@zA) =) ¢ (cjelw FopereTVa “), 4.5)
j=1
where (€;)q = Jjq.
Substituting (4.5) into (4.2), we obtain
Spir.1(A) = 1
which, in turn, yields

" 0 ifd iseven,
es® (x)o 46
arg det Sp;; | (A) :n if d is odd. 0

Lemma 4.2 The threshold (4.4) for the problem (4.1), (4.2) is rigid.
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Proof 1t is straightforward to see that the problem (4.1), (4.2) does not admit any
solution of the form!”

Cl
can | 4.7
0
0
c1,...,cq—> € C, other than the trivial one, from which the claim follows. O

Lemma 4.3 The problem (4.1), (4.2) does not have eigenvalues.

Proof 1t is easy to see that the problem (4.1), (4.2) does not admit eigenvalues for
A > u, i.e. eigenvalues embedded in the continuous spectrum. Furthermore, for
A < p a straightforward substitution shows that the only solution of (4.1), (4.2) of
the form

d-2
_[i_A
ul@A) =Y ejeze VITES (4.8)
j=1
is the trivial one. This concludes the proof. O

Combining formula (4.6), and Lemmas 4.2 and 4.3, one obtains Lemma 4.1.

4.2 Free Boundary Conditions

Consider the spectral problem

2
Ziu =p <1 - @) u; =Auy, 4.9)
Ty |;=0 = —p ' (0) = 0. (4.10)

The goal of this subsection is to prove the following result.

Lemma 4.4 We have

d—2)7

) X[,u,+oo)(A)

Pfree, L (A) =
and

Nfree,J_ (A) = Oa

17 Observe that the only real root of the equation i | (§) = A,(kl) is the double root ¢ = 0.
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so that

. d—2
Shlftfree,J_(A) = T X[u,+oo)(A)-

Formulae (4.3)—(4.5) apply unchanged to the free boundary case. Substituting (4.5)
into (4.10),we obtain

Siree, 1 (1) =1
which, in turn, yields
argdet S, | (A) = 0. (4.11)

Lemma 4.5 The threshold (4.4) for the problem (4.9), (4.10) is soft.

Proof Result follows from the fact that (4.7) is a solution of (4.9), (4.10) for all
Cl,...,Cd_QG(C. O

Lemma 4.6 The problem (4.9), (4.10) does not have eigenvalues.

Proof 1t is easy to see that the problem (4.9), (4.10) does not admit eigenvalues for
A > u, i.e. eigenvalues embedded in the continuous spectrum. Furthermore, for
A < p a straightforward substitution shows that the only solution of (4.9), (4.10) of
the form (4.8) is the trivial one. This concludes the proof. O

Combining (4.11), and Lemmas 4.5 and 4.6, one obtains Lemma 4.4.

5 Second Invariant Subspace: Reduction to the Two-Dimensional
Case

In this section,we will compute the spectral shift functions shifty |, 8 € {Dir, free},
for the "ZI/

Calculations in the second invariant subspace are trickier, in that, unlike .| , the
operator '%Il is not diagonal. However, our decomposition into invariant subspaces
implies the following

Fact5.1 Let us denote by ZLyjane the operator of linear elasticity for d = 2. Then the
spectral shift function for the problem

Zju| = Auy,

with Dirichlet/free boundary conditions coincides with the spectral shift function for

the operator fp’lane with the same boundary conditions. Namely,

shifty | (A) = shifty prane(A), N € {Dir, free}. 5.1)
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Fact (5.1) can be easily established by observing that, under assumption (3.10), ele-
ments in the domain of ,,2””’ are of the form

y@=| o
f1(@)
f2@)

In the remainder of this section, we will compute the spectral shift function for the
operator of linear elasticity in dimension 2.

The principal symbol (92”/ ) ~ has two simple eigenvalues'®
11

plane prin

h@) =pd+2d,  h@)=0+200+ 7).
These give us the two thresholds
AV =p, AP =r+2u

and the corresponding exponents

Lo o [N I S
() == M L o)==+ ton 1,

so that the continuous spectrum [, +00) is partitioned into the two intervals

IV = (u, A +2p), 1% = (0 +2u, +00)
of multiplicities p(V' = 1 and p® = 2, respectively.

are

. . ,
The normalised eigenvectors of <,,$fplane rin

1

1 _ 1 —c)
~/1+§2(§>’ v2(0) \/1+;2(1 '

Hence, the eigenfunctions of the continuous spectrum for A in 7V and 1 read

5 1
@e(+,—) / @4m g (A)

A _ 1A
e e VITTm e (5.2)
A+ 2u

18 In our notation, mp =my = 1.

vi(¢) =

@
uz; A) = ¢ vi (2 (A))elét Mz
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and
1 @
uzGA) = Y | " i (AT W=
@c+.—) \ /4T 15 (D))
(5.3)
1 @
+ o5 va (& (A))els (W=
a0+ 20 122 ()]

respectively.

5.1 Dirichlet Boundary Conditions

Consider the spectral problem

2 .
N R = —1(A+u)§72 (f](z)> . (f](z)) 5.4)
plane S+ wE n- o+ | NG ROV
SO _ (0
( n (0)> - (o) . (5.5)
The goal of this subsection is to prove the following result.

Lemma 5.2 We have

0 for A < pu,
®Dir,plane (A) = { —2 arctan <\/(1 - ﬁ) (% - 1)) - % foru < A < A+2u,
- for A > L +2u
and
NDir,plane(A) = 0,
so that
0 Jor A < p,
shiftpir, plane (A) = {1 — L arctan (/(1 - ﬁ) (% - 1)) L forp <A <n+2u,
—% Jor A > A+ 2u.

We shall prove Lemma 5.2 in several steps.
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Substituting (5.2) and (5.3) into (5.5), we get

A A :
(1—m)(,7—1)+1

(A=) (==

o’—-1 _ 20
o2+1 g2+l for A e I®
o021 s

for A € 1D,
SDir,plane(A) =

20
o241 o241

/ 1/4
where o := (% - 1) (ﬁ — 1) . The above equation implies

—2arct (1 - L) (é - 1) for A e IV,
arg det SDir,plane(A) = arean (\/ At2u ® o ©
0 for A € D,

(5.6)

Lemma 5.3 The thresholds Afkl) and Af) for the problem (5.4), (5.5) are rigid.

Proof Let us first consider Ail). The general solution to (5.4) of the form (2.13) reads

1 _ [ Atp
c1 ( I ) e VH2S 4oy <?) ) (5.7)
1
A2u

Substituting the above expression into (5.5) gives us ¢; = ¢a = 0. Hence, Ail) is
rigid.
Let us now examine AS). The general solution to (5.4) of the form (2.13) reads

c (é) . (5.8)

The latter can only satisfy the Dirichlet boundary conditions if ¢ = 0, which implies
that Af) is rigid as well. O

Lemma 5.4 The problem (5.4), (5.5) does not have eigenvalues, either below or embed-
ded in the continuous spectrum.

Proof Arguing as in the proof of Lemma 5.3, it is easy to see that thresholds are not
eigenvalues.
For A € (0, ), we seek an eigenfunction of (5.4) in the form

_ /1A _ 1A
u(Z;A)=C]v1<iH)e 1“Z+62V2<i 1— A )e =g 5.9

A+2u

@ Springer



Two-Term Spectral Asymptotics in Linear Elasticity Page 29 of 45 242

Substituting (5.9) into (5.5) we get

so that the characteristic equation in (0, p) reads

AN =1-]1 A A,
A= A+2u wo

The latter has no solutions in (0, w).
For A € IV, we seek an eigenfunction in the form (5.2) with ¢ = 0, so that the
solution is square-integrable:

A _f1—_Aa_
u(z; A)=cvy (i 1-— ) e 1= ‘) (5.10)
V A+20

The latter satisfies (5.5) if and only if ¢ = 0, which means there are no eigenfunctions
for A e 1D,

By looking at (5.3), it is easy to see that there are no (square-integrable) eigenfunc-
tions corresponding to A € I, which completes the proof. O

Combining (5.6), and Lemmas 5.3 and 5.4, one obtains Lemma 5.2.

5.2 Free Boundary Conditions

Consider the spectral problem

Cae [P ni i <f1(z)> A (fm))
plane S IR T 2;4,)% f2(2) f@))

(5.11)
/ r(f{(0) +if2(0)) 0
— =1. = . 12
(7). (mfl O+ +2m 50) = \o 612
The goal of this subsection is to prove the following result.
Lemma 5.5 We have
0 for A < u,
(%_2)2 3
Pfree,plane (A) = { 2 arctan — 5 forp <A <A+2u,
(17 (1)
-1 for A > A+2u
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and

Nfree,plane (A) = X(V,%H»'FOO) (A),

where yg is given by (1.24), so that

0 for A < /J,)/I%,
1 for ,uyI% <A <upu,
shiftfree, plane (A) = 1 (A_z)z 1
P — arctan - + 3 forpw <A <i+2pu,
(1-5t) (1)
% for A > L +2u.
We shall prove Lemma 5.5 in several steps.
Substituting (5.2) and (5.3) into (5.12),we get
(%72>2 1
2 arctan for A e 1D,
arg det Sfree,plane(A) = 4\/(17ﬁ><%—]) (5.13)
0 for A e I?,

We now have

Lemma 5.6
The threshold AL for the problem (5.11), (5.12) is rigid. That is,

i =o.
(&) The threshold Aiz) for the problem (5.11), (5.12) is soft if . = 0 and rigid other-

wise. That is,

](2) — 0 fOr)\. ?é 0,
¥ 1 forx=0.

Proof (a) Substituting (5.7) into (5.12) we obtain the linear system

PN
=2\ 553 ) (1) = 0),
—iw 0/ \2 0

which has no non-trivial solutions. Indeed,

s [
det( L= 1) =—u <0.

—ip 0
(b) The claim follows at once by substituting (5.8) into (5.12). O
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Lemma 5.7 The problem (5.11), (5.12) has precisely one eigenvalue

AR = nyg, (5.14)
where yR is given by (1.24).

Proof Arguing as in the proof of Lemma 5.6, it is easy to see that thresholds are not
eigenvalues.
For A € (0, ), we seek an eigenfunction in the form (5.9). Substituting (5.9) into

(5.12),we get
S -0
—iu<2—%) —opf1- A '

Therefore, the characteristic equation reads

Ay=4f1- A 1—£—(2—£)2—0 A€ (0,p)
K= A+2u I w) -

We observe that

X(1LA) = Ry (A), (5.15)

cf. (1.26). But ﬁa (A) = 0 has a unique solution A = )/1% in (0, 1), as discussed in
Remark 1.7. Hence, (5.15) implies (5.14).

For A € I we seek an eigenfunction in the form (5.10). Substituting (5.10) into
(5.12), one sees that the latter can only be satisfied if ¢ = 0. Therefore, there are no
eigenvalues in 7(D.

Lastly, by looking at (5.3), it is easy to see that there are no (square-integrable)
eigenfunctions corresponding to A € I®. This concludes the proof. O

Observe that Agp < Ail), that is, the Rayleigh eigenvalue is located below the
continuous spectrum.

Combining (5.13), and Lemmas 5.6, and 5.7, one obtains Lemma 5.5.

Note that in Lemma 5.5 there is no distinction between the cases A # 0 and
A = 0, which prima facie may seem at odds with Lemma 5.6. However, there is no
contradiction, because the different values of j,Ez) in the two cases are compensated
exactly by the different values of the jump of (5.13) at the threshold Af):

|-
— lim (arg det Sfree,plane(Aiz) + €) — argdet Sfree,plane(Af) - e))
T e—0t

_ —1 forA #0,
“lo fora=o0.
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Appendix A: On the Paper [13]

In this appendix, we continue the discussion of the paper [13], which we started in
Remark 1.12.

Let us begin by observing that, at a qualitative level, the two-term expansion [13,
Theorem 1.1] cannot be correct, because the two leading coefficients in the heat trace
expansion have the same structure in the way the Lamé parameters appear in these coef-
ficients. The boundary conditions mix up longitudinal and transverse waves; hence,
one expects that contributions from the Lamé parameters A and © would mix up in a
rather complicated way in the second coefficient. Mathematically, the reason for the
erroneous expressions comes from the fact that the method of images does not work
for the operator of linear elasticity, as we explain below.

For simplicity, in the spirit of Fact 1.6, we work in Euclidean space R? endowed
with coordinates (x, y), with Q := {(x, y) | y > 0} being the upper half-plane and its
boundary 9€2 being the x-axis {y = 0}.

Let 7 : (x, y) — (x, —y) be a reflection with respect to the x-axis. For a function
u (vector- or scalar-valued), consider the involution Ju := u o t, so that (Ju)(x,y) =
u(x, —y). Itis obvious that J commutes with either the vector or the scalar Laplacian
on sufficiently smooth functions:

(J o Au = (Ao J)u = (Au)|eyaluated at the point (x,—y) *
Let now £ be the elasticity operator, which acts on vector-valued functions

_ ul(x’ }’)
u(x,y) = <u2(x, y)) as

gu (THATOFWR —OF w3, Uy
—0+ g, —uA = O+ o5, ) \u2
_ (—(A +2m0)05 101 — udg,uy — (. + ma%yuz)
—(A+ 2M)a§,yu2 — M&fxuz - (A 4+ M)B)%yul
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Then
(J o L)u = (L) |evaluated at the point (x,—y) >
but by the chain rule

(LoJ)u= <_()» +2w)d%ur — Mayz,yul + A+ ,U«)a)%yuz)

—(h + 287 uy — 17 uz + (h+ g uy

evaluated at the point (x,—y)

(i.e. the signs of the off-diagonal terms involving mixed derivatives change), and there-
fore the commutator [J, Z’] does not vanish. Since the elasticity operator does not
commute with reflections, the reflection method (or the method of images) is inappli-
cable.

The above argument shows that the principal symbol of the Laplacian (or the
Laplace—Beltrami operator when working in curved space) is invariant under reflec-
tion, whereas the principal symbol of the operator of linear elasticity is not. This is
what makes the method of images work for the Laplacian, but not for the operator of
linear elasticity. The key difference between the Laplacian (or the Laplace—Beltrami
operator) and the operator of linear elasticity is the presence of mixed derivatives in
the leading term of the latter.

For the reader’s convenience, let us spell out the precise points in [13] where the
main mistakes occur, as a result of the operator . not being invariant under reflections.
Below we use the notation from [13].

The author defines .#Z := Q U 0 U Q* to be the “double” of 2, and £ to be
the “double” of the operator of linear elasticity in .#. In the simplified setting of this
appendix, .# = R? and

KA in Q = {y > 0},

P = 0 0y .

$+2()»+M)<a 0)% in Q* ={y < 0}.
N )

Givenu,v e C¥ (R?) (the space of infinitely smooth functions with compact support),
by a straightforward integration by parts,one obtains

(Pu,v) — (u, Pv) =4+ 1) (951 V2 — up 0yv1) dx. (A.1)
{y=0}

Here (-, -) denotes the natural L? inner product and overline denotes complex conju-
gation. But (A.1) implies that & is not symmetric; therefore, it does not give rise to
a heat operator.

As aresult, the statement “ & generates a strongly continuous semigroup (e’ &z ) o
1>

on LX) with integral kernel K (t, x, y)” in [13, p. 10169, third line after (1.14)] is
wrong, and all the analysis based on it breaks down (including [13, formula (4.3)]).
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In [13], the author states that they borrow their technique from McKean and Singer
[15]. Indeed, the paragraph preceding formula (4.3) in [13, p. 10183] is taken, almost
verbatim, from the beginning of Sect. 5 of [15, p. 53]. However, McKean and Singer
applied the method of images to the Laplacian, for which the “double” operator is
self-adjoint.

Let us conclude this appendix with a brief historical account. We note that the
expression for bp;; was already found!® in the 1960 paper by M. Dupuis, R. Mazo,
and L. Onsager”° [6]. Remarkably, this paper includes the critique of the 1950 paper by
E. W. Montroll who presented exactly Liu’s expression (1.32) for the second asymp-
totic coefficient, modulo some scaling, see [16, formulae (3)—(5)]. Dupuis, Mazo, and
Onsager wrote, we quote: “Montroll ...pointed out in 1950 a defect in the usual count-
ing process of the normal modes of vibration and derived a corresponding correction
term for the Debye frequency spectrum, ..., proportional to the area of the solid. But
it must be clearly realised that he used as a model a parallelopiped with perfectly
reflecting faces, and that such boundary conditions are not realistic. It is well known
that in the case of a free surface as well as in the case of a clamped surface, one cannot
satisfy the boundary conditions by the simple superposition of an incident wave and
of a reflected wave of the same kind; one must add a transverse reflected wave if the
incident is longitudinal and vice versa. The surface “scrambles” the waves so that one
can no longer analyse the vibrations of the solid in terms of pure transverse and pure
longitudinal modes.”

The results of Dupuis, Mazo, and Onsager for d = 3 were reproduced, for both the
Dirichlet and the free boundary conditions, as rigorous theorems?! in [21, Sect. 6.3],
who also extended these results to the planar case d = 2.

Appendix B: A Two-Dimensional Example: The Disk

Our aim in this (and in the next) appendix to give an experimental verification of the
correctness of the second asymptotic coefficients (1.27) and (1.28) and to demonstrate
the incorrectness of the second asymptotic coefficient (1.32)—(1.33). We work with
counting functions rather than with partition functions since the former can, in some
cases, be explicitly?? calculated for reasonably large values of the parameter, whereas
computing the latter would require additional trickery.

Let © C R< be the unit disk, equipped with standard polar coordinates (r, ¢»). The
equations of elasticity (1.10) with Dirichlet boundary conditions in the disk allow the
separation of variables.?3 To this end, we, in essence, separate variables in the three-
dimensional cylinder 2 x R following [17, Chap. XIII] and looking for solutions

19 Not in a mathematically rigorous way, and for specific heat.
20 The 1968 Nobel Laureate (Chemistry).

21 we acknowledge that the level of detail in [21] is somewhat insufficient, as observed in Remark 1.11(ii).
One should also note that the spectral parameter used in [21] is the square of our spectral parameter A.

22 As we will see, such calculations involve solving some transcendental equations, which can be easily
done pretty accurately numerically. Still, “explicitly”” should not be taken literally.

23 Like balls in higher dimensions and unlike rectangles, or boxes in higher dimensions—this was already
known to Debye.
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independent of the third coordinate, cf. also [12, Supplementary materials]. More
precisely, we take

u(r, ) = grad ¥ (r, ¢) + curl (z ¥2(r, 9)) (B.1)

where z is the third coordinate vector. Then it is easily seen that the scalar potentials
¥i(r, @), j = 1,2, should satisfy the Helmholtz equations

- Alﬁj = a).,',/ﬁﬁj, (B_ 3)
where
= = — ( )
w = . w = B.3
1,A 2 ) 2,A

The general solution of (B.2) regular at the origin is well-known,

Vi(r,¢) = cjodo (Jojar +ZJ1< NIV <Cjk+e Kt cjr—e 'k¢),

(B.4)

where the Ji are Bessel functions, and the ¢’s are constants. Substituting (B.1), (B.3),
and (B.4) into the boundary condition u(1, ¢) = 0 leads, after simplifications, to the
secular equations

Ji (Vora) h (Vo2 a) =0,  ifk=0, (B.5)
and
Jir1 (V@2 n)

%Jk (VoI,8) i1 (Vo2 n) + VST (kJx (Vor,n) — 02, Ak (V@2,1))

=0, ifk>0. (B.6)

Every solution A > 0 of the secular equation (B.5) is an eigenvalue of multiplicity one
of the Dirichlet elasticity operator .Z'" on the unit disk, and every solution A > 0 of
the secular equation (B.6) is an eigenvalue of multiplicity two.

Note that for the case of the disk the branching Hamiltonian billiards associated
with the operator of elasticity can be analysed explicitly, and one can check that the
two-term asymptotics (1.20) is valid.

The numerical results are shown in Fig. 5.

The free boundary problem for the disk is treated in the same manner, the results
are shown in Fig. 6.
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n n LA n n LA n n LA
1000 2000 3000 1000 2000 3000 1000 2000 3000

20 -20

—4
-40 0

-60

— computed Apir(A) — awA — 2mbpirVA Zﬂblf)ii‘,“/K

Fig.5 The Dirichlet problem for the unit disk. In this case, (1.20) may be interpreted as Apjr (A) —amw A ~
27 bpirv/ A, and we compare the numerically computed left-hand sides with the right-hand sides computed
using our and Liu’s expressions for bp;;. In all three images,we take u = 1

. LA . LA . LA
1000 2000 1000 2000 1000 2000
— computed Afree(A) — aw A — 27bgee VA
Fig.6 The free boundary counting function for the unit disk: in all three figures u = 1
Appendix C: Three-Dimensional Examples: Flat Cylinders
We consider?* Q = Q3p = T2 x [0, k], where T2 is a flat square torus with side 2

and h > 0 is the height of the cylinder, so that Vol3(£2) = (27)%h and Vol (9Q2) =
872. We can once again separate variables by first setting

u(xl, xz, x3) = grad ¥ (xl, x2, x3) + curl (z wz(xl,xz, x3))

+curl curl (z Ua(x!, X2, x3)) , .1

where the v/; are scalar potentials, and z is the coordinate vector in the direction of
x3. Once again, it is easy to see that each potential v/; satisfies (B.2), (B.3), with

W3 A = W A- (C.2)
The general solutions of (B.2) are now

t/Jj(xl,xz,xS) = Z Cj ki ko, + EXP (i (klxl +k2x2 + o)A fk% fk% x3>>

(ky.kp)eZ?

+Cj ki ky,— EXP (i (klxl +hox? — \/mﬁ)) . (C3)

24 This example goes back to [6].
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. A . A . A
500 1000 500 1000 500 1000
—2500 —2500 —2500
A=-05 h=05 A=3, h=05 A=100, h=05
-5000 L -5000 - -5000 -
. DA . A . A
250 500 250 500 250 500
—1250 - —1250 —1250
A=-05 h=2 A=3, h=2 A=100, h=2
—2500 - —2500 - —2500 -
— computed Apir(A) - a2m)*hA>? — 8n’bpiA — 8nlbyiA

Fig.7 The Dirichlet problem for flat cylinders. In all images u = 1

2000

2000
2000

1000
1000 1000

n N
200 400

— computed Hree (A) — a(2m)*hA®? — 87 bree A

Fig.8 The free boundary problem for flat cylinders. In all images u = 1

Substitution of (C.1), (B.3), (C.2), and (C.3) into the boundary conditions at =0
and x> = h leads to some secular equations®> which, as it turns out, depend only on
the values of

K =k} + k3 e NU{0}

rather than on the values of k1, k> themselves; we therefore only need to consider the
values of K with ¥,(K) > 0 where

S2(K) 1= # [thi ko) € 72 K} + 43 = K|

is the sum of squares function. Each solution A > 0 of a secular equation correspond-
ing to such a K will be an eigenvalue of multiplicity ¥, (K).

The results of our computations in the Dirichlet case are collated in Fig.7 and in
the free boundary case in Fig. 8.

25 We omit quite complicated explicit formulae and note only that in this case the numerical solution of
these equations is non-trivial, in particular in the free boundary case.
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Appendix D: Second Weyl Coefficients in Odd Dimensions: Proof of
Theorem 1.10

This appendix is devoted to the proof of Theorem 1.10. We will prove (1.29) and
(1.30) separately, in Appendices D.1 and D.2, respectively, by explicitly evaluating
the integrals in the right-hand sides of (1.27) and (1.28).

In this appendix, we denote complex variables by

w=t++1is, t,s € R.

D.1 Dirichlet Case: Proof of (1.29)

-2

We begin by observing that, by performing a change of variable t = ™=, one obtains

| 1/a
_ \/f
/ .[Zk 1 arctan (\/(1 — at72) (-[72 _ ])) dr = % / arctan( (l[k+flt) (t 1)) i
1

Ja
Therefore, proving (1.29) reduces to establishing the following
LemmaD.1 Fork =1,2,... we have

1/a
- -
gfarct.m (VT =an( 1))dl
s
1

pras

-(25)

1 dk (- 1
Cokak \ et T —an( -0 -
(D.1)

Proof The task at hand is to evaluate the integral

1/a
— —
/ rctan «/(1 at) (t 1))dt

tk+1

1

for k € N. Observing that the inverse tangent turns to zero at the endpoints of the
interval of integration and integrating by parts, one obtains

1/a

1 1 (2t —<ot 1
jk:_/ k+1 fl dr
2% ) ¢ t— el T—an(—1)

1

Let

B 1 1 2w — Ot-‘rl 1 C
Sew) = =y w_aT+1 Ji—em@-n) "7
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s=Imw

Cr

r=Rew

0 1+1/a

€

Fig.9 The contour of integration for the Dirichlet problem. The two small circles centred at 1 and 1/« have
radius €

It is easy to see that the function f; with branch cut [1, a1is holomorphic in a
neighbourhood of [1, a1 and meromorphic in C\[1, a1 with poles at

w=0 (oforderk + 1), w=1+a! (of order 1).

We choose the branch of the square root so that it is positive above the branch cut and
negative below the branch cut. Note that the poles are not on the branch cut.

Let I'c be a negatively oriented (clockwise) dog-bone contour around [1, a1, see
Fig.9. Then

1
I = — lim/ Sfr(w) dw. (D.2)
2 e—0 Te

Let C, be a positively oriented (counterclockwise) circular curve of radius r, see
Fig.9, with r > 1 4+ a~!. Then by Cauchy’s Residue Theorem we have

/ fe(w) dw = 27 (Res(fk,O) +Res(fi, 1 +or1)), (D.3)
r.uc,
so that, combining (D.2) and (D.3), we obtain

S =i (Res(fk, 0) + Res(fi, 1 + oc_l) + Res( f, oo)) . D.4)
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Straightforward calculations give us

Res( . 0) 11 dk [2r—ott 1 05
(0= 500 ak (—el JT—and-n)| '
1 k
Res(f, 1 +ahH=-—— ¢
’ 2ki \ae+1) "~
Res( fi, 0c0) = 0. (D.6)
Here we used that JA—at)t —1) = i/A —ar)(1 —1) for t < 1, and that
VI —an@—1)],_ g =~
Substituting (D.5)— (D 6) into (D.4) we arrive at (D.1). m]

D.2 Free Boundary Case: Proof of (1.30)

As above, we observe that by performing a change of variable 1 = 72, one obtains

1 2 _5)? 1/a (t=2?
2%-1 (-2 _ 1 [ dretan (4«1 —an—D) )
T arctan dr = 5 pra
U 4\/(1 —ar2) (2 1) !
(D.7)
We have
LemmaD.2 Fork =1,2,... we have
/o )
4k rCtan 4«/(1 a1 )
T th+1
1
8 d (1 —2)Qar? 4 (@ —3) +2(1 — ) ..
Tkl dik \ 13— 82+ 83 —2a)r + 16( — 1) (D.8)
(== 7))
I—an(d—-0 —-22))_
+ 257 2(1 — ak) —dy
Proof The task at hand is to evaluate the integral
1/a (1—2)*
~ arctan (4«/(1 —at)(t—1) )
Sy = ] (D.9)
t
1
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fork e N.

In what follows, we assume, for simplicity, that o 7% % (this corresponds to A # 0).
The case o = % can be handled in a similar fashion.

Observing that the inverse tangent tends to 7 at the endpoints of the interval of
integration and integrating by parts, one obtains

~ T
Je= —ab)

2 fL <(t—2)(2ozt2+(ot—3)t+2(l—ot)) 1 )dt
k 1 rk+1 Ry (1) JOd=anc—-10)
(D.10)

where R, is defined in accordance with (1.23). Hence, evaluating (D.9) reduces to
evaluating

7 . 7a 1 <(t - 2)(205[2 + (CY — 3)[ +2(1 —a)) 1 )
= / tk+1 Ry (1) T—anG -1
(D.11)
Let
Fow) = 1 ((w—Z)(Zaw2+(oz—3)w+2(1—a)) 1 )
r(w) (= wk+1 Ry (w) \/(1 —aw) w 1) s
(D.12)

where we choose the branch of the square root in such a way that on the upper side
of the branch cut [0, a1 we have /(I —aw) (w — 1) > 0. Itis easy to see that the
function fj is holomorphic in

C\({O}u{wj, j=1,2,3}U[0,a_1]>,
with poles at
w=0 (oforderk + 1), w=w;, j=1,2,3, (oforderl),

where the w;, j = 1,2, 3, are the roots Ry(w), with 0 < w; < 1 — recall the
discussion from Remark 1.7.

The nature of the other two roots w;, j = 2, 3, depends on «. Let a® € (0,1) be
the unique real root of

107 31 11
3 00 2 00

o — =
64 32 64
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s=Imw

@ polesof Ik
@ poles of fi wy

t=Rew

Fig. 10 The contour of integration for the free boundary problem

Then we have the three cases [18]:

(i) for 0 < o < a* there are two complex-conjugate roots wy = w3, Im wy > 0;
(ii) for @ = o™ there are two coinciding real roots wy = w3;
(iii) for a* < a < 1 there are two distinct real roots wy < ws3.

We will carry out the proof for the case (i); the other two cases are analogous, and
lead to the same final result.
Let I'c be a dog-bone contour as in Fig. 10. Then

jk: — lim / fk(u))dw

26*)

Hence, since the function f; is regular at infinity, Cauchy’s Residue Theorem gives
us

3
i =i [Res(fi. 0) + > Res(fe. w)) |- (D.13)

j=1

From (D.12) we immediately obtain

i d (1 =2)Qar? + (@ —3) +2(1 —a)) 1
Reslio 00 == @ ( R () Ja—an(- t))
(D.14)
In what follows, we evaluate
Res( fx, w2) + Res(fi, w3) — Res( fi, wy) (D.15)
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and
2Res(fi, wi). (D.16)
separately and then add the results together.

Let us start with (D.15). In view of the equivalence between (1.25) and (1.26), and
our choice of branch of the square root, it is not hard to check that

JA—aw) w—1) = L =202, (D.17)

w=w| 4

Ji—awy@=D| =—c@;-27% =23
w=w; 4
Hence, one can recast (D.15) as

~ _ 3
Res( fr, wa) + Res(fk, w3) — Res(fi, w1) = ZRes(hk, w;), (D.18)

j=1

where

4i <2aw2+(a—3)w+2(1 —oz)>. D19

hy(w) = v (w —=2)Ry(w)

Now, ;. is a meromorphic function regular at infinity, with simple poles at w = 2
and w = wj, j = 1,2, 3, and a pole of order k + 1 at w = 0. Therefore, Cauchy’s
Residue Theorem implies

3
> Res(hy, wj) = —Res(h. 0) — Res(i. 2). (D.20)
j=1

Combining (D.20) and (D.18) with account of (D.19), we obtain

Res(fk, wo) + Res(fk, w3) — Res(fk, wi)
4i dk <2at2 + (@ —3)+2(1 — a))

_ad i (D.21)
(t —2)Ry (1) '

k
=0 2

k! dk
Finally, let us deal with (D.16). Using the fact that w = w; satisfies (1.25) and the
elementary Vieta’s formulae

w) + wy + w3 =8, wiwowsz = —16(ax — 1),
one can establish via a straightforward calculation that

wi (w1 — w2) (w1 — w3)(wy —2) = 16 <2awf + (0 = wi +2(1 — a)) .
(D.22)
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Formulae (D.17) and (D.22) imply

k

2Res(fi, wy) = ———. (D.23)
2w1

Substituting (D.14), (D.21) and (D.23) into (D.13) and then into (D.11),we obtain

F ___gﬁifﬁi(O—QXZaﬂ+%a—3ﬂ+2(L—aD ( 1 L4 ))
KT Tk ark Ra (1) Ja—an -0  -22))],_
2 T X T
+E?~+§%agfa)gfz;?. (D.24)

Formula (D.8) now follows from (D.24) after rescaling and minimal simplifications
with account of wy = y,%. m|

Lemma D.2 and (D.7) immediately imply (1.30).
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