The Journal of Geometric Analysis (2021) 31:5372-5394
https://doi.org/10.1007/s12220-020-00483-2

®

Check for
updates

Some results of nontrivial solutions for
Klein-Gordon—-Maxwell systems with local super-quadratic
conditions

Qiongfen Zhang'® - Canlin Gan' - Ting Xiao' - Zhen Jia'

Received: 29 April 2020 / Published online: 26 July 2020
© Mathematica Josephina, Inc. 2020

Abstract
The existence of nontrivial solutions for the following kind of Klein—-Gordon—-Maxwell
system
—Au+V@u— Quw+ d)opu = f(x,u), xe€ R3,
{Ad):(a)—{—(b)uz, x € R3,

is investigated, where w > Oisaconstant, V € C (R3 , R) is either periodic or coercive
and is allowed to be sign-changing, f € C(R® x R, R) and f is subcritical and local
super-linear. Using local super-quadratic conditions and other suitable assumptions on
the nonlinearity f(x, «) and the potential V (x), the existence of nontrivial solutions
for the above system is established. The obtained results in this paper improve the
related ones in the literature.
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1 Introduction

Consider the following kind of Klein—-Gordon—-Maxwell system:

{ —Au+V@u — Qo+ ¢)pu = f(x,u), xeR3, (L1

Ap = (v + p)u?, x € R3,
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where @ > 0 is a constant, V : R3 — R, ¢,u : R3 — R, f: R3 xR — R. We
assume that the following basic conditions hold:

(A1) f € C(R? x R, R), and there are constants p € (2, 6) and co > 0 such that
If@.Dl <co+1e1"h, ¥, eR xR

(A2) f(x,t)/|t] — 0 as |t| — O uniformly in x € R3, and F(x,7) > 0 for all
(x,1) € R? x R, where F(x, 1) := fot f(x,s)ds.

Benci and Fortunato [1] first introduced the Klein—-Gordon—-Maxwell (we use KGM
for short from now on) equations to simulate the Klein-Gordon equation interacting
with the electromagnetic field. Specifically speaking, the model represents standing
waves ¥ = u(x)e!™! in equilibrium with a purely electrostatic field E= —V¢ (x),
where ¢ is the gauge potential. By applying a well known equivariant version of
mountain pass theorem, Benci and Fortunato [1,2] first studied the following special

KGM system with constant potential mg —w?,

—Au + [m2 —(w+ ¢)2] u=ul42u, xeR3,
{ Ap = (0 +O¢)u2, x € R3, (1.2)

where g € (4, 6), mg > 0 and w > 0 are constants. When |w| < |mg| and g € (4, 6),
Benci and Fortunato acquired the existence and multiplicity of solitary wave solutions
for system (1.2).
In [3], D’ Aprile and Mugnai also obtained multiplicity of solitary wave solutions
for system (1.2) if one of the following assumptions is satisfied:
(i) 0 <w < /(g —2)2mpand q € (2,4);
(i) g € (4,6) and 0 < w < my.
The results obtained by D’ Aprile and Mugnai filled the gap for g € (2, 4). In [4],
by a Pohozaev-type argument, nonexistence of nontrivial solution of system (1.2)
for 0 < g <2org > 6is established by D’ Aprile and Mugnai. Afterwards, by
minimizing the functional of system (1.2), a least energy solution of system (1.2)
was obtained by Azzollini and Pomponio [5] if one of the following assumptions
is satisfied:
(i) g € (4,6) and 0 < w < my;
@iv) g € 2,4) and 0 < w < aj(q)mg, where aj(q) = /(g —2)/(6 — q).
Later, the existence range of (mg, w) for ¢ € (2,4) was improved by Azzollini,
Pisani and Pomponio [6] as follows:

Vg —=2)4—q) if q€(2,3), (1.3)

0 < w < mpaz(g) with ax(g) = { 1 if g €[3.4),

In [7], Wang also obtained similar existence result by relaxing the range of (mg, »)
for g € (2, 4) as follows:

4(q —2)
G—?+4q -2

0 < w < mpaz(q) with az(g) = \/ (1.4)
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It is easy to see that ax(q) is larger than a3(q), so the range of w in (1.3) is wider than
that in (1.4). If system (1.2) is added by a lower order perturbation, in the year 2004,
Cassani [8] studied this kind of KGM system:

A = (¢ + w)u?, x € R3, (1.5)

{ —Au + [m% — (¢ +a))2] u=plul%u+ ul*u, xeR3,
where mg, u > 0 and g € [4, 6). The author proved that : (1) system (1.5) has trivial
solution when g = 6; (2) system (1.5) has at least a radial symmetric solution when
qg € (4,6) and 0 < w < myg; (3) system (1.5) admits a nontrivial solution when
g = 4 and p is large enough. Soon, in [9], Wang considered a kind of nonlinear KGM
system:

—Au+ [m§ — (e¢p — )] u = plul!™2u + |ul*u, xeR, (16)
Ap = e(ep — w)u?, x € R, ’

where mo, e, w, u > 0 and g € (2, 6). By studying system (1.6) on the constraint
space H,1 R = {u € H'R?) : u(x) = u(]x|)} and by applying the reduction
method, Wang proved that system (1.6) has at least a radially symmetric nontrivial
solution.
In [10], Carriao et al. investigated the following KGM system:
—Au+V@)u — Qo+ ¢)pu = pwlul92u + |ul*u, x e R3,
{ Ap = (¢ + w)u?, x € R3, A7

where w, 0 > 0, g € (2,6) and V(x) is periodic potential. By minimizing the
corresponding functional associated with problem (1.7) on some Nehari manifold
with the so called Brézis-Nirenberg technique, Carriao, Cunha and Miyagaki obtained
that problem (1.7) possesses positive ground state solutions. Later, Chen et al. [11]
improved the results in [8,10] under weaker conditions.
In [12], Colin and Watanabe investigated the following type of KGM system:
—Au+[m%—(e¢—a))2]u = |ul%u, xeR3, 13
{A(p:—e(eqb—f-w)uz, x € R3, (1.8)

wheremg > 0,¢ € R,w € R,and g € (2, 6). Unlike the results aforementioned, Colin
and Watanabe did not reduce the functional associated with (1.8) to a single variable
action and did not consider the minimization problem on the Nehari manifold, so the
result obtained by them requires no restriction on ¢ and .

Replacing the nonlinear term |u|? 2« by a more general function f (), Benci and
Fortunato [13] studied system (1.2) with nonlinear term f (u#) and established the exis-
tence of three dimensional vortex solutions under suitable conditions. If a solitary wave
Y satisfies a non-vanishing angular momentum, it is called a vortex. Later, Mugnai and
Rinaldi [14] studied the existence of cylindrically symmetric electro-magneto-static
solitary waves for (1.2) with a positive mass and a nonnegative nonlinear potential.
They also obtained nonexistence results. The results obtained in [14] improve the
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results in [13]. As point out in [13], the nonlinear KGM equations are the models for
the interaction between the matter and the electromagnetic field. For more physical
background, please see [13,14]. For more related results of KGM equations, we refer
the readers to [15-24] and the references therein.

Using symmetric mountain pass theorem and variant fountain theorem in critical
point theory, the multiplicity of solutions for (1.1) were first obtained by He [25] if
(A1) and the following conditions hold:

(V1)) V € C(R3,R), infps V(x) > 0 and there exists a constant r > 0 such that

lim meas{xe]R3:|x—y|§r,V(x)§M}=0, VM >O0;

[y|—00

(A0) f(x,1)=—f(x,—1), ¥V (x,1) e R3xR;
(AR) there exists u > 4 such that

wF(x,1) < fx,nt, ¥V (x,1) € R? x R;

or

(AR’) limys|— o0 % = 400 uniformly in x € R?, and

f(x,0)t —4F(x,1) — 0o as |t| — oo uniformly in x € R>.

Condition (AR) or (AR’) is very important since it plays a role both in achieving
the mountain pass geometry of the functional associated with system (1.1) and in
obtaining the boundedness of Palais-Smale (PS) sequence or Cerami sequence. In the
recent years, many authors devoted to replacing (AR) (or (AR’)) and (V1) by weaker
conditions. For example, Ding and Li [26] and Li and Tang [27] used the following
weaker conditions instead of (V17), (AR) and (AR’) to investigate system (1.1):

(V1) V e C(R3 R), infps V(x) > —oo and there exists a constant » > 0 such that

lim meas{x e R*: [x —y| <r,V(x) <M}=0, VM > 0;

[y|—o00

(SQ) limj— oo Fl(txf) = 400 uniformly in x € R?;

(SQ’) there is 81 > 0 such that
fx, )t —4F(x,t) + 0112 > 0, uniformly in (x, t) € R3 x R.

Recently, Chen and Tang [28] used the following weaker conditions to relax (AR),
(AR?), (SQ) and (SQ’):
(A3’)
F(x,t)

" TE = 400 uniformly in x € R?, (1.9)
t|— 00

and there is 7| > 0 such that F(x,¢) >0,V x € R3, || > ry;
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(A3”) there exists u > 2 and 6 > 0 such that
fx, 0t —uF(x, 1) +0:2>0, V(x,1) e R® xR. (1.10)

It is well known that (1.9) was first introduce by Liu and Wang [29]. Subsequently,
it has been commonly used in obtaining nontrivial solutions for system (1.2) in all
literature. Recently, Tang, Lin and Yu [30] used the following local super-quadratic
condition to study Schrodinger equation.

(A3) there exists a domain A C R> such that

F(x,t)

lrl—>oco  |t]?

=400 ae. x € A. (1.11)

(1.11)is also used in the very recent paper [31] for seeking the existence of ground state
solutions and infinitely many geometrically distinct solutions for a kind of Schrodinger
equations. For more new works about Schrodinger equation, please see [32,33] and
references therein.

As is known, KGM system is different from the Schrodinger equation because of
the presence of the solitary wave ¥/ = u(x)e!™! in equilibrium which linked with a
purely electrostatic field E= —V¢ (x), that is the term (2w + ¢)pu presented in KGM
system. The appearance of (2w +-¢)¢u brings some difficulties not only in showing the
link geometry of the functional of system (1.1) but also in verifying the boundedness of
Cerami sequences. A natural question is whether the local super-quadratic condition
is applicable for system (1.1). The purpose of this paper is to solve this problem. We
will generalize and improve the results which obtained in [25-28] in another direction
under (A3) and other conditions. To state our conclusions, in addition to (A1)-(A3)
and (V1), we also need the following conditions:

(V) Ve C(R3,R), V(x)is 1-periodic in each of x1, x2, x3 and
sup[o(—A + V)N (—00,0)] <0 < ® :=infl[c(—A 4+ V) N (0, c0)];
(A4) there exists a constant ¢; > 0 such that .Z (x, 1) := %f(x, )t — F(x,t) >

(%2 + c1) t2 > 0, and there are c2 > 0,80 € (0,0) and o € (0, 1) such that

6
UT;CTM} <oz

1 . .
f(); ) > @ — §p implies |:

(AS) Z(x,1) > (%2 +cl)t2 > 0, and there are ¢3 > 0, Ry > O and 0 € (0, 1)
such that

[If(x, 2]

6
35—
e ] <c3F(x,1), |t| = Ro;

We state the following two main theorems.
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Theorem 1.1 Suppose that (V), (A1)—(A4) hold. Assume that f(x,t) is I-periodic in
X1, X3 and x3. Then problem (1.1) has at least one nontrivial solution.

Theorem 1.2 Suppose that (V1), (A1)—(A3) and (AS) hold. Then problem (1.1) has
at least one nontrivial solution.

Remark 1.3 We must point out that (A3), (A4) and (AS5) are used to obtain nontrivial
solutions for Schrodinger equation in [30,31]. In this paper, the periodic case and non-
periodic case for KGM systems are investigated, respectively. As far as we known,
there are only three papers [10,18,28] considering the periodic case for KGM systems.
Besides, the potential V (x) is allowed to be sign-changing. From this point, the results
in this paper seem new. When V is periodic and f(x, ) = f(¢) satisfies some other
super-linear conditions, Cunha [18] obtained the existence of a least energy solution
for system (1.1).

Remark 1.4 1t is pointed out that (A3) and (A4) (or (A5)) are much weaker than (AR),
(AR’),(SQ), (SQ’), (A3*) and (A3”). (A3) is said to be local super-quadratic condition.
As far as we known, it is first used by Tang et. al. [30] to obtain nontrivial solutions for
Schrodinger equation. Tang et. al used new skills to conquer the difficulties arose in
proving the existence of solutions for the functional of Schrédinger equation under the
local super-quadratic condition. Following the strategy of [30], in the present paper,
we use (A3) and other suitable conditions to obtain nontrivial solutions for KGM
systems.

Now, we give two examples which satisfy (A3), (A4) and (AS), but not (AR), (AR’),
(SQ), (5Q*), (A3’) and (A3").

Example 1.5 Let F(x,t) = w22+1 [| cos(2mx1)| + cos(2mx1)]t? In(e + ¢2). Then

o?+1

3
flx,t) = [|cos(2mx1)| + cos(Rmxy)] |:2t In(e + t2) + 2t :| ,

e+ 12
(@2 + Dt|*[| cos(2x1)| + cos2x)]

ﬁ(x,t): 2(e+t2)

It is not difficult to see that f satisfies (Al1)-(A5) with 0 < o < 1 and A =
(—1/6,1/6) x R2, but f does not satisfy any of (AR), (AR’), (SQ), (SQ’), (A3")
and (A3”).

Example 1.6 Let B be a closed set of R3, and F(x, 1) = “’22+“ [2 - 1n(e£rz2)] |£|>Hb0)

where a > 0is a constant, b € C(R>, R), b(x) = 0 forx € Band 0 < b(x) < 2 for
x € R3\ B. Then,

@+ a)2+bX) [ 1 ] (@ + a) ||y
100 = 2 e T e Ame s Hr
2 24+b(x) 2 44b(x)
Fx.t) = (w” 4+ a)b(x)|t] 5_ 1 (w” + a)lt| .
4 In(e + £2) 2(e + t2)[In(e + 2)]2
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It is not difficult to see that f satisfies (A1)-(A5) withO < o < land A C A C R3\B,
but neither of (AR), (AR”), (SQ), (SQ’), (A3’) and (A3”). Moreover, f(x, t) is allowed
to be asymptotically linear when x € B and to be super-linear when x € R3\3

The remainder of this paper is organized as follows. We present the variational
setting for system (1.1) and give some preliminaries in the next section. The proof
of Theorem 1.1 is given in Sect. 3 and the proof of Theorem 1.2 is given in Sect. 4.
In the following, for convenient, C;(i = 1,2, ...) are different positive constants in
different places.

2 The Variational Setting and Preliminary Results

Let A = —A + V. Then A is self-adjoint in L%(R?) with domain D = H(R?)
(see [34], Theorem 4.26). Let {£(X) : —oo < A < 400} be the spectral family of
A, and |A] is the absolute value of A. |A]'/? denotes the square root of |Al. Set
U =id — £(0) — £(0_). Then, I commutes with A, |A| and |.4]'/2, and A = U|A|
is the polar decomposition of A (see [35], Theorem IV 3.3). Let

E=D(AI"?), E- =£(0-)E, E° = [§(0)—=§(0)]E, E* = [id—£(0)]E. (2.1)
Forany u € E, one has u = u~ + u® + u*, where
u” =60 ue E”, u® :=1[£0) -0 )u e E®°, ut :=[id — £O0)Ju € E*,
(2.2)
and
Au=—|Alu,Vu e E=; Au=0,Vu € E°; Au = |Alu, Vu € E-ND(A). (2.3)
Define an inner product
(,v) = (A" 2u, JA?v) 2 + @0, 2% 2, Yu,veE, (2.4)
and the corresponding norm is
lell = CILAI2ull + 161D, Yu € E, 2.5)
where (-, -);2 is the inner product of L2(R3), || - |Is denote the norm of L5 (RY),
2 < s < 6.Since E = H'(R?) with equivalent norms under (V) and £ C H LR3)

under (V1), E embeds continuously in L* (R3) for all s € [2, 6], hence there is a

constant y; > 0 such that
lulls < ysllull, YuekE. (2.6)
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We have the orthogonal decomposition E = E~ @ E® @ E™ with respect to both
(-, )2 and (-, -), and E is a Hilbert space with the inner product and the norm given
by (2.4) and (2.5), respectively. From (2.3) and (2.5), one has

/ 3(|Vu|2 + V@)uHdx = lut > = llu”|% 2.7)
R

If (V) (or (V1)) and (A1) hold, then the weak solutions of problem (1.1), named
(u, ¢y) € E x DV2(R3) are critical points of the functional given by

T(u, ¢) = %/3[|Vu|2+V(x)u2—|V¢|2—(2a)+¢)¢u2]dx—f3 F(x,u)dx, u € E,

. . (2.8)
where D12(R3) := {u € LO(R?) : |Vu| € L?>(R?)}. The functional Y is strongly
indefinite, that is both unbounded from below and from above on infinitely dimensional
spaces. To overcome this difficulty, we borrowed the idea from [2,3] to reduce the
study of (2.8) to the study of Y with only one variable u, which has been used by most
authors. The following technical results obtained in [3—5] will be used in our proofs.

Lemma 2.1 [3,4] For any u € H'(R?), there is a unique ¢ = ¢, € ©2(R>) which
solves equation
— A + ¢u® = —ou’. (2.9)

Moreover, the map J : u € H'(R3) — ¢, € DV2(R3) is continuously differentiable,
and —w < ¢, < 0 on the set {x € R3|u(x) # 0}.

Lemma 2.2 [5] Ifu,—u € H'(R?), then up to subsequences, ¢, —¢, in D12(R3).
Moreover, J'(u,) — J'(u) in the sense of distributions, where J is the same as that
in Lemma 2.1.

Multiplying (2.9) by ¢,, and integrating by parts, one has

/ |V |*dx = —f a)d)uuzdx—/ 2utdx = —/ (@ + ) pyudx. (2.10)
R3 R3 R3 R3

Using (2.7), (2.8) and (2.10), the functional ® (u) := Y (u, ¢) reduces to the following
form

1 1
Du) = 5<||u+u2— ||u‘||2)—/ [5w¢uu2+F<x,u)] dx

R3

= %nun2 —f |:la)¢uu2 + F(x,u)] dx, Vu=u +u’+ut eE. (2.11)
R3 2

By Lemmas 2.1 and 2.2, if (V) (or (V1)) and (A1) hold, then one has ® € CYE,R),
and

(®' (1), v) =/ (Vu~Vv+V(x)uv)dx—/ [Coto)pyu+f(x,u)]vdx, Yv e E,
R3 R3
2.12)

@ Springer
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moreover,
(@ (), u) = luT 1> —flu >~ / [Qew+¢u)puu’+ f (x, wyuldx, Yu € E, . (2.13)
]R3

Furthermore, as in [6], the pair (u, ¢,) € E X D12(R3) is a solution of system (1.1)
if and only if u is a critical point of ® and ¢ = ¢, which is unique. For simplicity,
in the following, we just say that u € E is a weak solution of system (1.1) instead of
(u, pu) € E x DV2(R3). The following two lemmas are very useful in our proofs.

Lemma 2.3 [36,37] Let (X, || - ||) be a real Hilbert space with X = X~ ® X and
X~ LX* andlet I € CY(X,R) of the form

1
1) = 5(||u+||2 — P — @), u=u"+uteX ®XT. (2.14)

Suppose that the following conditions are satisfied:

(S1) ¥ € CY(X,R) is bounded from below and weakly sequentially lower semi-
continuous;

(S2) V' is weakly sequentially continuous;

(S3) there existsr > p > 0and e € X* with ||le|| = 1 such that

k :=inf I(S}) > sup 1(dQ),
where
S;r =ueX :ul=p}, Q={v+se:veX ,s>0, |[v+sel <r}

Then there exist a constant ¢ € [k, sup 1(Q)] and a sequence {u,} C X satis-

fying
L(up) = ¢, ") (1 + Jlunll) = 0, asn — oo.

As is known, a functional / € C!'(X, R) is said to be weakly sequentially lower
semi-continuous if 7 (1) < liminf,_ o I (1) for any u,—u in X, and 1’ is said to be
weakly sequentially continuous if lim,,— o0 (I’ (1,,), v) = (I (1), v) for each v € X.

Lemma 2.4 [38] If assumption (V1) holds, then the embedding from E into L*(R3) is
compact for s € [2, 6).

Let 1
U(u) = / |:§a)¢uu2 + F(x, u):| dx, u€E. (2.15)
R3
By Lemmas 2.1 and 2.2, we can easily obtain and prove the following lemma by
employing a standard argument.

Lemma 2.5 Assume that (V) (or (V1)), (A1), (A2) and (A3) are satisfied. Then V is
bounded from below, weakly sequentially lower semi-continuous, and V' is weakly
sequentially continuous.

@ Springer



Some results of nontrivial solutions for Klein-Gordon-Maxwell systems 5381

3 Proof of Theorem 1.1

The periodic case for KGM system is considered and the proof of Theorem 1.1 is
given in this section. To do this, assume that (V) holds and V (x) and f (x, t) are both
1-periodic in each of x1, x» and x3. Hence, E0 = {0}, and then E = E- @ E™.

Lemma 3.1 Assume that (V), (Al) and (A2) are satisfied. Then there exists p > 0
such that

k:=inf{®w):u € ET, |lul| = p} > 0. 3.1)
Proof From (A1) and (A2), for e = #, there exists a constant C; > 0 such that
2
1
f(x,u)§3—2|u|+C1|u|p_1, ‘*7’()c,u)eR3 x R. (3.2)
)
From (3.2), we have
Lo G 3
Fx,u) < —5lul + —ul?, V(x,u) e R° xR. (3.3)
67/2 p

From Lemma 2.1, we know that —w < ¢, < 0 on the set {x € R3|u(x) # 0}, then
we have 0 < —w¢, < w? on the set {x € R3|u(x) # 0}. Hence, for all > 0 and
u € E, from (2.6), (2.11) and (3.3), one has

1 1
®(u) = —||u||2——/ w(ﬁuuzdx—/ Fr, w)dx
2 2 Jr3 R3

1 2
> lull” — | F(x,u)dx
2 R3
1 1 Cy
> —||u||2—f — |ul® + = |u|” | dx
2 3 \ 65 p
1 Cy _
> lull <§||u||——y,§’||u||f’ 1). (34
p

Set
1 Cq
h(t) = =t — — PP~ > 0.
() 3 pyp =

Since p € (2, 6), one can easily obtain that

p—2
max h(t) = h(p) = —— 0,
nax () () 3(p_1)p>
here p = P """ Hence, there exists @ = ph(p) > 0 such th
where p = (m> . Hence, there exists @« = ph(p) > 0 such that

D ju=p (@) > o > 0.

@ Springer



5382 Q. Zhang et al.

The proof Lemma 3.1 is complete. O

From (A3), one can assume that A C R3 is a bounded domain without loss of
generality. Choose w € C§°(A, RT) N CS°(R3, RT) such that

lw 1> — Jlw™||1* = /RS(IVwIZ + V(@x)wdx = /A<|Vw|2 + V(x)wHdx > 1,

which shows that w* # 0.
We need Lemma 3.2 to show the mountain pass geometry of .

Lemma 3.2 Assume that (V), (A1), (A2) and (A3) hold. Then sup ®(E~ @R w™) <
o0 and there exists Ry, > 0 such that

du) <0, uec E-dR w™, |lul| > Ry. (3.5)

Proof Arguing by contradiction, one can assume that there is a sequence {a, +
by,wT} C E-@RTwt with ||a, +b,wT| — +ocasn — oo, ®(a,+b,wt) > 0for
alln € N.Letz, = (ay+byw™)/llan+byw™| = z,, +t,w™. Then ||z, +t,w™| = 1.
Without loss of generality, one may assume thatt, — ¢,z, =~z ,z, — z_ in L*(A)
fors € [2,6) and z;;, — z~ a.e. on R3 passing to a subsequence. From (2.11), one
gets
+ 2 +

0 < ®(a, + byw 2) _ t£”w+”2 B 1”2;”2 _/ F(x,ay +bnw2) ¥

lan + byw|| 2 2 r  llan + byw™||

1
/ §w¢c1n+b,,w+ (an + by w+)2
R3 lan + bnw+”2

dx. (3.6)

From (A2) and (A3), there are constants Cy > “’72 and C3 such that
F(x,u) > Clul> = C3, VxeR?} VueR. (3.7)

If t = 0, then from w™ # 0, (3.6), (3.7) and Lemma 2.1, as n — 00, one gets

0=

e+ [ Sl b oGy, /‘%w2<an+bnw+>2
27" R ||an+bnw+||2 R3 ||an+bnw+||2

L F(x,a, + byw™) %w¢an+bnw+ (an + bnw+)2
=z, 17+ ———"dx
2 R3 R3

= X
llan +bnw+”2 lla, +bnw+”2
L _ 5 1 F(x,a, + b,w™) _ 12
= E"Zn <+ /R3 [§w¢an+bnw+ + m (z,, +taw™)“dx
12
= St =0, (3.8)
which implies that ||z, || — 0 as n — oo, and we have 1 = ||z, + f,w™|| — 0 as

n — 00, a contradiction. Therefore, t 7~ 0.
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Now, we prove that
(z~ +twh)|a #0. (3.9)

The proof of (3.9) is similar to that of [30], for the reader’s convenience, the details
are given here. Suppose that (3.9) is not true, then we have

(z~ +twh)s = 0. (3.10)

It follows from supp w C A, (2.7), (2.11), (3.6), (3.7) and (3.10) that

0< 2/ F(x,a,,——f—b,,w'*') OPa, 4w (n + byw™t)? x
=2/,

llan +bnw+”2 R3 lan +bnw+”2
2 +112 -2
< Lilw™l =z, |l

_ /3[|V(z,; FhwHP V@ + )l
R
= /[W(z; + Lw N+ V) (z, + taw™)?ldx
A
+/ (IV(z, + tawH? + V) (z, + nwhH)?dx
R3\A
= /[W(z; +twH P+ V) (z, + pwh)dx
A
+/ [(IV(z, —taw)* + V(x)(z, — tyw )?1dx
R3\A

= /[|Vz;|2 — |Vz7[*1dx + o(1) +/ (IV(z, — tawD)? + V(x)(z, — taw™)?]dx
A R3\A

/[|Vz;|2 —|Vz~ [*ldx + o(1) +/ (IV(z, — taw ) + V(x)(z, — taw™)?]dx
A R3

- f (IV(z, — tawD)I? + V(X)(z, — tyw™)*]dx
A

—llzy — taw™ > = / [IV(z, — taw )I* + V(x)(z; — taw)*1dx + o(1)
A

—llzy = tw > =12 / (IVw]* + V(x)w?dx + o(1)
A

IA

-2 +0(1), 3.11)

which is a contradiction and implies that (3.9) holds. From (2.6), (3.6), (3.9), (A2),
(A3), Lemma 2.1 and Fatou’s Lemma, we have

2 +

. t 1 F(x,a, + b,w™)
0 < limsup | Z|wt|? = = —/ Y
o n%OOup|:2”w | 2”Zn : Rr3 lan anw-'—”z *

1 / w‘ﬁan-i-bnuﬁr (an + bnw+)2
- = dx
R3 lan + bnw+”2

2

2
t ..

< —lwt|® = liminf + twh)dx
2 n—o00

/ F(xaan +bnw+)( _
A (an+bgwh)? "
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w?
+ — lim (z,, + fwt)2dx
3

n—00 Jp3
2 2
t ®

2 . - 2

= 3||w+|| +7nli>néo llz,, +tw™ll3

F(x, byw*
~ Jiminf /A PO 4 a0 oy gty

=00 Jo (an + byw )
2 2.2 +
t W F(x, b
< Dt + 22 —1iminf/ FO0an +ba) - p*y2dx
2 n—>00 Ja  (an + bywt)?
= —00, (3.12)
which is a contradiction. We now complete the proof of Lemma 3.2. O

Corollary 3.3 Assume that (V), (A1), (A2) and (A3) hold. Then there is r > p such
that sup ® (3 Q) < 0, where p is the same as that in Lemma 3.1 and

OQ=f{a+bwt:acE",b>0,|a+bw"| <r}. (3.13)

From Lemmas 2.3, 2.5, 3.1 and Corollary 3.3, one can obtain Lemma 3.4.

Lemma 3.4 Assume that (V), (A1), (A2) and (A3) hold. Then there are a constant
¢ > 0 and a sequence {u,} C E satisfying

@ (uy) = ¢, | (uy) (1 + luul) = 0 asn — oo. (3.14)

Lemma 3.5 Assume that (V), (Al), (A2), (A3) and (A4) hold. Then any sequence
{un} C E satisfying

O (uy) = ¢ >0, (D' (uy), ut) - 0 asn — oo (3.15)

is bounded in E.

Proof From (2.11),(2.12),(3.15), Lemma 2.1 and (A4), there exists a constant C4 > 0
such that

1
Cs > O(uy) — 5(‘1)/(1471), un)
1
= / F (x, up)dx + / (@ + Gu,)bu, undx
R3 R3 2
602 a)2
> /R3 <? +c1> uﬁdx -3 - uﬁdx
= / cru’dx. (3.16)
R3

It follows from (3.16) that there is a positive constant Cs such that

lunll2 < Cs. (3.17)
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From (3.17) and Lemma 2.1, we have

1 2
’gz(-xa un)dx S C4 - —(C() + ¢Mn)¢llnundx
R3 R3 2

< C a)_2 2
=G+ A 3u,,dx
R
<, (3.18)

where C7 is a positive constant. To prove the boundedness of {u,}, arguing by con-
tradiction, we assume that ||u,| — oo asn — oo. Let z, = u,/||u||. Therefore,
llz)l* = 1. Set

Q, = {xeR3:M§®—5o}. (3.19)

Up
Since O||z, |5 < lIz;7 |12, from (3.19), we get

, 8
[ FE e < @ - sl B < 1- (3:20)
Q, Un ©

From (A4), (3.18) and Holder inequality, one has

X, Up _
/ Mk: -z, |dx
R3\Qn

llun
1 [ f(x, up)l 0.+ _
— —z, |dx
TG /ﬂ@\ﬂn PG |znl®lzy — 2, |
1 e\ 1T ‘ 5
= 60 6
= T f (L) . (/ lanl etz —z;l‘*@dx>
lunll'=¢ | Jr3\Q, [, |@ R3O\Q,
1 e\ 1
X, Un - o+ _ —
= a1 UR\Q< 2 ) dx} febollen =l
5—o
Ce o~ 6
< W s J(x,u,,)dx = 0(]) (321)
n RA\Q,

Let m(s) = 2ws + 2, —w<s<O. By a direct calculation, we see that

—w? <m(s) <0, —w<s<0. (3.22)

From (3.17), (3.22), Lemma 2.1 and Hoélder inequality, one obtains
: |2 + ) Pu, i () — u;)|d
fuag 12 Jis 70 T G2t = PR

1

(]

/]1%3 |(2w+¢un)¢u,,||un||1;1r -z, |dx

@ Springer



5386 Q. Zhang et al.

/ iz — 2 |dx
||un||

||“n||2||zn Zn ”2

IIMnII
w*Cq

= uall

= o(1). (3.23)

From (A4), we have uf (x, u) > 0. Therefore, from (2.11), (3.15), (3.20), (3.21) and
(3.23), one obtains

llanll* = (D' (un), uf —uy)
llun 12

S un)(z =z, )dx
R;

1+ o0(1)

1

llean

1
+ W f Qo + ¢un )¢u”un (”;ﬁ— - u;)dx

— f(x Un) EACILIT +)2 (Zn ]dx
Qn Up
1 fGun) ot -
+ ”un”]—g /];S\Q |14n|9 |Zn| (Zn Zn )dx

|u ”2/ (2w+¢un)¢u,,un(u —u, )dx

X, u X, u _
< f M(Zf{)zdx—l— / M|Zn|Q|Z; -z, |dx
R\,

unl®
|u ”2/ |(2w+¢u,,)¢u,,un(u —u, )|dx
<1-04o0(l). (3.24)

779

This is a contradiction which implies that {u, } is bounded. The proof is complete. O

Proof of Theorem 1.1 From Lemmas 3.4 and 3.5, we know that there is a bounded
sequence {u,} C E satisfying (3.15). Passing to a subsequence if necessary, one has
up—uin E, u, — uin L*(R>) for s € [2, 6) and u, — u a.e. on R?. Together with
Lemma 2.2, up to a subsequence, one can show that u,, — u by a standard argument
(see [26], Lemma 3.1). Jointly with Lemmas 3.1, 3.2 and Corollary 3.3, one can obtain
that system (1.1) possesses at least one nontrivial solution. We complete the proof of
Theorem 1.1 now. O

4 Proof of Theorem 1.2

The non-periodic case for system (1.1) is considered now, that is V (x) is coercive.
One supposes that (V1) holds. Hence E = E~ @ E° @ E™, and one has that the
embedding from E into L* (R?) is compact for s € [2, 6).
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Lemma 4.1 Assume that (V1), (Al) and (A2) hold. Then there is p > 0 such that
k:=inf{®u):u € ET, |lul| = p} > 0. 4.1

The proof of the above lemma is very similar to that of Lemma 3.1, so we do not
give the detail here. From unique continuation theorem [39], the following lemma
holds which comes from [30].

Lemma 4.2 [30] Assume that (V1) hold. If Az = —Az+ V(x)z = 0and z|4 = 0,
then z = 0.

We have dim(E~ @ E%) := m < oo under (V1). Let wy, wa, --- , w,, be an
orthogonal basis. We can assume that A C R? is a bounded domain without loss of
generality. Choose w € CSO(R3, RT) N CE (A, RT) such that w]a, wila, -+, Winla

are linearly independent and

1P = = [ (9l + v @utids

= /(|Vw|2 + V@xw)dx > 1,
A

which shows that w* # 0.

Lemma 4.3 Assume that (V1), (A1), (A2) and (A3) hold. Then sup ®(E~ & E'®
Rtw™) < oo and there is Ry, > 0 such that

Ou) <0, uc E-DE @R w™, |u| > Ry. (4.2)

Proof Arguing by contradiction, one can assume that there is a sequence {a, +
bywt) c E-®E@®RTwt with |la, +b,wt || — coasn — oo, ®(a,+b,wt) > 0
forall n € N. Let z, = (ay + byw™)/llay + byw*|| = z; + 20 + t,w™, then
llz,, + zg + t,wt|| = 1. Since the dimension of E~ @ E° is finite, passing to a
subsequence if neccessary, one may assume that z, — z°, zg — 20 in L*(R?) for
2 <s < 6,t, — t. Thus, it follows from (2.11) that

S(ay +bwt) ty Lo 1o F(x,a, +b,w™)
lan + ogur 2~ 21 Rl _/Rs lan + byt |2
Oy byu (n + bywt)?
_/Rs 2llan + byw |2

dx. 4.3)

We need to consider three cases:
Case1 r = 0 and z° = 0. From (3.7), (4.3) and Lemma 2.1, as n — oo, we have

Colan + bnw+|2 - C3 + / _%wz(an + bnw+)2
X
R3

1
0< -z, 2+/
2” ol R3 llan + bywt|? llan + byw*|?
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1 F(x,a, + b,w™ 2(a, + byw™)?
< _”2 / (x, an n )dx _/ w*(ay n )
R3 R

Z
-2 lla, + bnw+”2 3 2la, + bnw+”2
< 1”Z7”2 / F(X, ay + bnw+)dx (I)¢an+bnw+ ((ln —+ bnw+)2d
B R’ llan + byw™|? R? 2|la, + bywt||?
< E"||w+||2 — 0 asn — oo,
which implies that ||z, || — 0 asn — oo. Hence, 1 = ||z;; + z?l +twt|| = Oas

n — oo, this is a contradiction.
Case2 r = 0and z° # 0. We have z~ = 0 and Az° = 0 in this case. It follows from
Lemma 4.2 that z°|4 # 0. From Lemma 2.1, (2.6), (4.3) and (A3), we obtain

2 +
F(x, b
O<l1msup[—||w+|| __“ - /de
msup| 5 R |lan + bywt|

1 / w¢a,1+bnw+ (an + by w+)2
- = dx
2 Jgs llan + byw*

.. F(x,a, +b,w™)  _ 0 412
f—llnlglogf/l;m( +z, +thw )“dx

+w— 11m/(z + 29 + tw*)%dx

2 n—o0o
2
@ . _
= — lim |z, +2) + taw™ |3
2 n—o00

.. F(xan+bw+) - 0 42
— hnIElOIéf//; m( ~|—zn+t,,w ) dx
2.2
F by
<2 —/ liminf/ a4 b 0040 ool @
2 A (an + byw™)?
which is a contradiction.
Case 3 1 # 0. We should prove that
"+ 20+ w4 #0. 4.5)

Arguing by indirection, one may suppose that
@ +2+rwha=0. (4.6)
Since z~ + 70 —t(w™ + w%) € E~ @ EO, there exist Y1, Y2, - .., Ym such that

T+ —rwT +w’) = yiwr 4 yowa + -+ YW,
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which together with (4.6) implies that

m m
0=(Z_+z0+tw+)|A= (Zyiwi—{—tw)‘ =Zaiwi|A+tw|A. “4.7)
A

i=1 i=l1

It follows from (4.7) that w|4, wila, -, Wn|4 are linearly dependent, a contradic-
tion, which shows that (4.5) holds. From (2.6), (4.3), (4.5), (A3), Lemma 2.1 and
Fatou’s lemma, one obtains

2 +

. t I _ F(x,a, +b,w™)
0 <lims 2wt? = = —/ —d
< n_)olip|:2||w ll 2||Zn I TP x

1 / w¢an+bnw+ (an + bnw+)2 ]
dx
R3

2 lan + byw*|?

2
2
t o F(x,a, +b,w _
< —||w+||2 _ hmmf/ ﬁ( +Z2 +lnw+)2dx
A n

+ & hm/(z + 20 + fw™)%dx

2 n—oo
2 2 0 2
= E||w+|| +— hm Iz, + z, + tawT |3

/F(x ,ay + bywt )(,
A (an+bnw+)2

2

t_ 2 7/2_ R F(xan+bw)_ 0 +\2
2||w I +—2 Ahnrgloréf (an+bw+)2 (z7 4+ 7z +tw)“dx
= —00, (4.8)

—lim inf + 20 4+ r,wh)’dx

n—00

IA

a contradiction. We now finish the proof of Lemma 4.3. O

Corollary 4.4 Assume that (V1), (A1), (A2) and (A3) hold. Then there is r > p such
that sup (0 Q) < 0, where p is the same as that in Lemma 4.1 and

O={a+bwt:ac EZ®E’ b>0,|la+bw’| <r}.

From Lemmas 2.3, 2.5, 4.1 and Corollary 4.4, we obtain Lemma 4.5.

Lemma 4.5 Assume that (V1), (A1), (A2) and (A3) hold. Then there exists a constant
¢ > 0 and a sequence {u,} C E satisfying

D) = ¢, 19" )1+ llunl)) = 0 asn — oo. 4.9)

Lemma 4.6 Under assupmtions (V1), (A1)-(A3) and (AS), any sequence {u,} C E
satisfying (4.9) is bounded in E

Proof In order to obtain the boundedness of {u, }, we argue by indirection, assume that
lun|l = ooasn — oo.Letz, = u,/||unll. Then ||z, || = 1. Up to a subsequence, one
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may assume that z,—z in E. Then by Lemma 2.4, z, — z in L5(R3) for s € [2,6),
and z, — z a.e. on R? as n — oo. From (4.9), we obtain

c+o(l) > ®(u,) — %(‘D/(Mn), Up)

1
= /. F(x, uy)dx + fw §(w+¢un)¢unuﬁdx asn — 00. (4.10)

Similar to (3.17) and (3.18), there exists positive constants Cg and Cé such that
lunll2 < Cs, (4.11)

and

- F(x,up)dx < Cg. (4.12)

From (2.6), (3.22), (4.11), Lemma 2.1 and Holder inequality, we get

1
2/ |Qw + Gu,, ) Pu, unu,; |dx = /I(2w+¢un)¢unllunllz;fldx
lunll= Jr3 lunll Jr3
2
()
< lun ||z |dx
flun /Rs e
2
[0}
= ——|lunll2llz,} 2
(7
a)2C9
< = o(1). (4.13)
llun

In the following, we consider two possible cases.
Case 1 z = 0. In this case, ||z, || + ||z2|| — 0,2z, — 0in LS(R3) for s € [2,6),
Zn — 0 a.e on R3 as n — o0o. Hence, from (A1) and (A2), we get

[f(x,upn)l
/ —— 7,z dx < Ciolznlalz) 12 — 0 asn — oo. (4.14)
O<|un|<Ro |un|

From (2.6), (4.12), (AS) and Holder inequality, we obtain

1 X, U
/ O 801 o)
[unl=Ro

llun |10 |y |@
1 o\ 1
X, Un - 0+

< — —_— dx b4 zZ

”un”l—g |:f|MnI>R0< |Mn|g ) :| || n”()” n ”6

Cii e

< — F(x, uy)dx =o(1). (4.15)

lunll* =€ LSy, 1=Ro
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From (2.6), (4.13), (4.14) and (4.15), we get

2 -2 2
llanll® =l 12 = 1> = (D' (un), ;)
llun 12

1
= linll Jes .f(-x7 un)Z:dx + [ /]1;% Qw + d’u,,)(bu””nz;:dx
n . n -

1+o(1) =

1
=< f(-x7 ”n)z;:—dx + / |Qw + ¢u”)¢u,lunz;:_|dx
llunll Jr3 llunll Jr3

|f (e, un) 1 [f (e, un)l

/ " |znz, |dx + = o 1anl®lzy ldx
0<|u,|<Ro 174 [zt |tn|>Ro 17

1

[lee,

= o(D), (4.16)

IA

—+

/3 |Cw + d)u")qsununzimx
R

this is a contradiction.
Case 2. z # 0. For any v € C{° (R3), from (2.12) and (4.9), we get

o(1) = (@' (un), llunllv)
= ”“n”/ (Vuy - Vo + V(x)uv)dx — IIMnII/ [Cw + du, )Pu, un + f(x, up)lvdx
R’3 R’3

= Jlun | fRs(vZ" Vo4 V(x)zav)dx — [lun|| fR3[(2w + bu)Pu,tn + f (x, up)vdx,

4.17)

which implies that

1
/ (Vz, - Vv + V(x)z,v)dx — / [Qw + ¢u,)Pu,un + f(x, up)]vdx = o(1).
R3 lunll Jrs
(4.18)
From Lemma 2.1, (3.22), (4.11) and Holder inequality, we get
1 w?
/ Q0+ Gy tnvldy < Jenl[01dx
lunll Jr3 llunll Jr3
: : :
<@ [/ |un|2dx} (/ |v|2dx>
llunll [Jr3 R3
2
= ——|luxll2llvll2
llunl
ng2
< lvll2 = o(1). (4.19)
llunll
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From (Al), (A2), (AS), (2.6), (4.12) and Holder inequality, one obtains

1
/ | f(x, up)v|dx
lunll Jr3

1 X, U
/ |f( ")||zn|4’|v|dx
70

=<
llun = lunl®
1 [f(x, un)l [f(x, un)
= —————|za[%lv|dx +/ 7|Zn|9|v|dxi|
e, ”17@ |:-/0<\un|<R0 [un]@ |tn|>Ro [un|@
5—o
I IEBN N
c . 0 ~ s Un d -,
< TR 12llzell3 Ivll2 -0y + |:/un|>R0< AT ) x} lzallglivile
c 5o
13 6
< Ivll2/@2—e) + lIVII |:/ ﬁ(x,u,,)dx}
R Rl
Cuy
< W(llvllz/(z—g) + llvlle) = o(1). (4.20)
From (4.18), (4.19) and (4.20), we have
f (Vz, - Vv + V(x)zpv)dx = o(1), v e CSO(R3). 4.21)
R3
Since z;,—z as n — o0, from (4.21), one obtains
/ (Vz-Vu+ V(x)zv)dx =0, ve CPRY), (4.22)
R3

which shows that Az = —Az + V(x)z = 0. It follows from Lemma 4.2 that z|4 #~ 0.
From (2.6), (2.11), (A3), Lemma 2.1 and Fatou’s Lemma, one has

0 i CFOD L D)

= lim
n=00 |lun|®  n=o0 flunll?

M1 F(x,uy) 5 1/' 5
/3 e 7, dx 3 | Py, z,dx

2
. 1 F(x,un) 5 o’ 2
< lim _E—LTanx-F?”Zn”z

n— oo
2.2
w F(x,
+ 2 / (xzun)zzdx]
A

< lim
n—0oo

1
2 2 u

n

IA

n—oo

lim

1 2.,2 F(x,
=_+M_ lim/Mzzdx
A

2 2 n—00 M%

—00, asn — 0o, (4.23)

this is a contradiction. Hence {u,,} is bounded in E. We complete the proof Lemma 4.6
now. O
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Proof of Theorem 1.2 From Lemmas 4.5 and 4.6, there is abounded sequence {u,} C E
satisfying (4.9). Passing to a subsequence if necessary, one has u,—u in E, u, — u
in LS(R?) for s € [2,6) and u, — u a.e. on R3. Together with Lemma 2.2, up to
a subsequence, we can show that ¥, — u in E by a standard argument (see [26],
Lemma 3.1). Thus, jointly with Lemmas 4.1, 4.3 and Corollary 4.4, we can obtain that
system (1.1) possesses at least one nontrivial solution. The proof of Theorem 1.2 is
complete.
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