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Abstract Motivated by a classical comparison result of J. C. F. Sturm, we introduce a
curvature-dimension conditionCD(k, N ) for general metric measure spaces, variable
lower curvature bound k and upper dimension bound N ≥ 1. In the case of non-zero
constant lower curvature, our approach coincideswith the celebrated condition thatwas
proposed by Sturm (Acta Math 196(1):133–177, 2006). We prove several geometric
properties as sharp Bishop–Gromov volume growth comparison or a sharp generalized
Bonnet–Myers theorem (Schneider’s Theorem). In addition, the curvature-dimension
condition is stable with respect to measured Gromov–Hausdorff convergence, and it
is stable with respect to tensorization of finitely many metric measure spaces provided
a non-branching condition is assumed. We also briefly describe possible extensions
for variable dimension bounds.

Keywords Optimal transport · Curvature-dimension · Variable curvature · General-
ized Myer theorem
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1 Introduction

Metric measure spaces with generalized lower Ricci curvature bounds have become
objects of interest in various fields of mathematics. Since Lott, Sturm, and Villani
introduced the so-called curvature-dimension condition CD(K , N ) for K ∈ R and
N ∈ [1,∞] via displacement convexity of the Shanon and Reny entropy on the
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L2-Wasserstein space [24,33,34], a rather complete picture of the geometric and ana-
lytic properties of these spaces has been developed (e.g. [1,2,14,16,20–22,30]). Their
approach is based on and inspired by recent fundamental breakthroughs in the theory
of optimal transport (e.g. [7,9,25,27]).

However, the condition of lower-bounded Ricci curvature is also very restrictive.
Neither non-compact smooth Riemannian manifolds do admit global lower curvature
bounds in general, nor does Hamilton’s Ricci flow in general. Moreover, one cannot
exceed the information that is encoded by the constant curvature bound. Therefore,
the regime of results is limited. However, in the context of smooth Riemannian mani-
folds, variable lower Ricci curvature plays an important role. One can deduce refined
statements for the geometry of the space, e.g. [5,18,28,29,31,36]. Therefore, it seems
natural to ask for an extension of the theory of Lott, Sturm, and Villani. For dimension-
independent situations, a definition is proposed by Sturm in [35]. However, to deduce
refined geometric statements, one also must bring a dimension bound into play.

In this article, we will focus on the finite dimensional case and introduce a
curvature-dimension condition CD(k, N ) for metric measure spaces (X, dX ,mX),
where the lower curvature bound k : X → R is a lower semi-continuous function and
N = const ≥ 1 (variable dimension bounds will be discussed in Sect. 9). Before we
describe our approach, let us recall that Lott, Sturm, and Villani define the curvature-
dimension condition CD(0, N ) of an arbitrary metric measure space (X, dX ,mX) via
displacement convexity for the N -Rény entropy functional

SN (�mX) = −
∫
X

�1− 1
N d mX .

(The definitions in [24] and in [34] slightly differ.) In [34], Sturm gave a definition of
CD(K , N ) for general K ∈ R via the so-called distorted displacement convexity (see
also [37]). This approach involves the concept of modified volume distortion coeffi-
cients τ

(t)
k,N (θ) that do not come from a linear ODE but are motivated by the geometry

of Riemannian manifolds. They capture the geometric fact that Ricci curvature of a
tangent vector v is the mean value of sectional curvatures of planes intersecting in v.
Roughly speaking, non-zero curvature only happens perpendicular to v. Our idea is
to introduce generalized volume distortion coefficients as follows. We define

τ
(t)
kγ ,N (θ) = t

1
N

[
σ

(t)
kγ ,N−1(θ)

] N−1
N

where kγ (tθ) = k ◦ γ (t), γ : [0, 1] → X is a constant-speed geodesic and σ
(t)
kγ ,N (θ)

is the solution of

u′′(t)+ k(γ (t))
N θ2u = 0 (1)

with u(0) = 0 and u(1) = 1 where θ = |γ̇ |. We remark, that in the case of constant
curvature k = K this yields σ

(t)
K ,N (|γ̇ |) = sinK/N (t |γ̇ |)/sinK/N (|γ̇ |) that is precisely the

definition of Sturm in [34].
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Metric Measure Spaces with Variable Curvature Bounds 1953

A key property of the distortion coefficients is their monotonicity w.r.t. k which is
a consequence of a classical comparison result of J. C. F. Sturm for one-dimensional
Sturm–Liouville-type operators.

Theorem 1.1 (Sturm’s comparison theorem) Let k, k′ : [a, b] → R be continuous
function such that k′ ≥ k on [a, b] and sk′ > 0 on (a, b]. Then, sk ≥ sk′ on [a, b].
sk is a solution of (1) with θk/N = k and γ (t) = t , an initial condition u(0) = 0
and u′(0) = 1. The theorem is well known in the context of Riemannian manifolds
and smooth Jacobi field calculus. Its geometric counterpart is the celebrated Rauch
comparison theorem.

In particular, from generalized distortion coefficients, we also obtain a new char-
acterization of the differential inequality u′′ ≤ −ku (see Proposition 3.8) that appears
naturally in connection with lower curvature bounds on smooth Riemannian mani-
folds.

Then our curvature-dimension condition takes the following form. Let (X, dX ,mX)

be a metric measure space as in Definition 2.1 and assume for simplicity that for m2
X -

a.e. pair (x, y) there exists a unique geodesic. Then (X, dX ,mX) satisfies the condition
CD(k, N ) for N ≥ 1 and a lower semi-continuous function k : X → R, if for any pair
of absolutely continuous probability measures μ0 and μ1 on X with bounded support,
there exists a dynamic optimal coupling � ∈ P(G(X)) such that (et )�� = μt is an
L2-Wasserstein geodesic in P2(mX) and

�t (γt )
− 1

N ≥ τ
(1−t)
k−γ ,N ′(|γ̇ |)�0(γ0)−

1
N + τ

(t)

k+γ ,N
(|γ̇ |)�1(γ0)− 1

N .

for all t ∈ [0, 1] and �-a.e. geodesic γ . Here k+γ = kγ and k−γ = kγ− where γ− is
the time reverse reparametrization of γ . �t is the density of the push-forward of �

under the map γ 	→ γt . If we replace τk,N by σk/N , we say X satisfies the reduced
curvature-dimension condition CD∗(k, N ). Let us emphasize that we do not assume
any non-branching assumption for the metric measure space in general, and we also
do not assume a quadratic Cheeger energy as in [1] or an a priori lower curvature
bound as in [35].

This is the first part of two articles where we investigate the geometric and and
analytic consequences of our curvature-dimension condition. The main results in this
article are

• The condition CD(k, N ) for N ∈ [1,∞) implies CD(k,∞) in the sense of [35]
(Proposition 4.11).

• ForRiemannianmanifolds, the curvature-dimension conditionCD(k, N ) is equiv-
alent to a lower bound k for theRicci tensor and anupper bound N for the dimension
(Theorem 4.12).

• A generalized Brunn–Minkowski theorem and a generalized Bishop–Gromov
comparison theorem hold (Theorems 5.1, 5.3, 5.9). The latter result in particu-
lar yields a local volume doubling property and finite Hausdorff dimension for the
support of mX .

• A generalized Bonnet–Myers theorem (Theorem 5.10). This is a non-smooth ver-
sion of a result by Schneider [31] (see also [3,15]). It states that if the curvature
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does not decrease too quickly for large distances from a point in the support of the
measure, then the support is compact with explicit bound for the diameter. There
are also similar statements in the context of smooth Finsler manifolds and for the
Bakry–Emery–Ricci tensor in a smooth context [4,38].

• The curvature-dimension condition is stable with respect to measured Gromov
convergence (Theorem 6.6). In particular, it implies that any family of compact
Riemannianmanifoldswith uniformupper bound for the dimension, uniformupper
bound for the diameter, and Ricci curvature uniformly bounded from below admit
a converging subsequence such that the liminf function of the variable lower Ricci
curvature bounds (that is the function that assigns to each point the smallest eigen-
value of the Ricci tensor) is a lower Ricci curvature bound for the limit space
(Corollary 6.8).

• The curvature-dimension condition is stable under tensorization of finitely many
metric measure spaces provided a non-branching assumption is satisfied (Theorem
7.4).

• The reduced curvature-dimension condition admits a globalization property (The-
orem 8.3).

In the forthcoming addendum to this article [19], we also investigate variants
of the condition CD(k, N ). Namely, following [14,26], we introduce an entropic
curvature-dimension condition and a measure contraction property as well as an
EV Ik,N -condition for gradient flows on metric spaces where k is a lower semi-
continuous function. We will investigate their relation to each other and also to the
reduced curvature-dimension condition presented in this paper. Given stronger regu-
larity assumptions, we establish various equivalences and consequences.

In addition, considering the recent approach of Cavalletti and Mondino in [11] to
prove isoperimetric inequalities and various other functional inequalities in the context
of non-branchingCD-spaces with constant curvature bound, our approach seems very
well adapted for transforming their ideas to a non-constant curvature setting.

In the second section of this paper, we will present necessary preliminaries of opti-
mal transport, Wasserstein calculus and geometry of metric spaces. In Sect. 3, we will
introduce generalized distortion coefficients and we will present a new characteriza-
tion of ku-convexity of a function u. In Sect. 4 we give the definition of CD(k, N ) in
the general context of metric measure spaces, and in particular we will prove that is
consistent with Sturm’s definition in [35]. The topic of Sect. 5 will be geometric con-
sequences of the curvature-dimension condition. In Sects. 6, 7, and 8, we will prove
the stability property, the tensorization property under a branching assumption, and
the globalization property of the reduced curvature-dimension condition, respectively.

In Sect. 9, we briefly discuss extensions of our approach that also capture a variable
dimension bound. This is not obvious since the condition CD(k, N ) is defined via
N -Reny entropy functionals where N > 0 has to be a constant parameter.

2 Preliminaries

Definition 2.1 (Metricmeasure space)Let (X, dX)be a complete and separablemetric
space, and let mX be a locally finite Borel measure on (X, dX). That is, for all x ∈ X
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there exists r > 0 such that mX(Br (x)) ∈ (0,∞). Let OX and BX be the topology
of open sets and the family of Borel sets, respectively. A triple (X, dX ,mX) will be
called metric measure space. We assume that mX(X) �= 0. If mX(X) = 1 we say
(X, dX ,mX) is normalized.

(X, dX) is called length space if dX(x, y) = inf L(γ ) for all x, y ∈ X , where the
infimum runs over all rectifiable curves γ in X connecting x and y. (X, dX ) is called
geodesic space if every two points x, y ∈ X are connected by a curve γ such that
dX(x, y) = L(γ ). Distance minimizing curves of constant speed are called geodesics.
A length space, which is complete and locally compact, is a geodesic space and proper
[6, Theorem 2.5.23 ]. Rectifiable curves always admit a reparametrization proportional
to arc length, and therefore become Lipschitz curves. In general, we assume that a
geodesic γ : [0, 1] → X is parametrized proportional to its length, and the set of all
such geodesics γ : [0, 1] → X is denoted with G(X). The set of all Lipschitz curves
γ : [0, 1] → X parametrized proportional to arc-length is denoted with LC(X).
(X, dX) is called non-branching if for every quadruple (z, x0, x1, x2) of points in X
for which z is a midpoint of x0 and x1 as well as of x0 and x2, it follows that x1 = x2.

P(X) denotes the space of probability measures on (X,BX ), and P2(X, dX) =:
P2(X) denotes the L2-Wasserstein space of probability measures μ on (X,BX ) with
finite second moments, which means that

∫
X d2X(x0, x)dμ(x) < ∞ for some (hence

all) x0 ∈ X . The L2-Wasserstein distance dW (μ0, μ1) between two probability mea-
sures μ0, μ1 ∈ P2(X) is defined as

dW (μ0, μ1) := dX,W (μ0, μ1) :=
√
inf
π

∫
X×X

d2X(x, y) dπ(x, y). (2)

Here the infimum ranges over all couplings of μ0 and μ1, i.e. over all probability
measures on X × X with marginals μ0 and μ1. (P2(X), dW ) is a complete sepa-
rable metric space. The subspace of mX -absolutely continuous measures is denoted
by P2(X,mX) =: P2(mX). A minimizer of (2) always exists and is called optimal
coupling between μ0 and μ1.

A probability measure � on G(X) is called dynamic optimal transference plan if
and only if the probability measure (e0, e1)∗� on X × X is an optimal coupling of the
probability measures (e0)∗� and (e1)∗� on X . Here and in the sequel et : 
(X) → X
for t ∈ [0, 1] denotes the evaluation map γ 	→ γt . An absolutely continuous curve μt

in P2(X,mX) is a geodesic if and only if there is a dynamic optimal transference plan
� such that (et )∗� = μt . We write DyCpl(μ0, μ1) for the set of dynamic optimal
transference plans between μ0 and μ1.

Let us recall the notion ofMarkov kernel. Let (Y, dY ) be a separable and complete
metric space. A Markov kernel is a map Q : Y × BY → [0, 1] with the following
properties. Q(y, ·) is a probability measure for each y ∈ Y . The function Q(·, A) is
measurable for each A ∈ BX .

Lemma 2.2 For each pair μ0, μ1 ∈ P2(X), there exists a dynamic optimal coupling
� such that

dW (μ0, μ1)
2 =

∫
dX(γ (0), γ (1))d�(γ ).
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and there exist Markov kernels �x0,x1 , �x0 and �x1 such that

d�(γ ) = d�x0,x1(γ )dπ(x0, x1) = d�x0(γ )dμ0(x0) = d�x1(γ )dμ1(x1)

where (e0, e1)�� =: π .
Proof For the existence of a dynamic optimal coupling, see [37]. The existence of
the corresponding Markov kernels comes from the existence of regular conditional
probability measures. �

3 ku-Convexity

Let k : [a, b] → R be a continuous function. We study solutions of

v′′ + kv = 0. (3)

The generalized sin-functions sk : [a, b] → R is the unique solution of (3) such that
sk(a) = 0 and s′k(a) = 1. The generalized cos-function is ck = s′k . Solutions of (3)
depend continuously on the coefficient k. More precisely, for each ε > 0 there exists
δ > 0 such that |k − k′|∞ < δ implies | sk − sk′ |∞ < ε where k, k′ : [a, b] → R are
continuous. If γ (t) = (1 − t)a + tb and v : [a, b] → R is any solution of (3), then
v ◦ γ = u : [0, 1] → R solves

u′′ + k ◦ γ |γ̇ |2u = 0. (4)

In particular, sk(γt ) solves (4) with sk(γ0) = 0 and d
dt |t=0 sk(γt ) = |γ̇ (0)| = b − a.

The next theorems are well-known.

Theorem 3.1 (J. C. F. Sturm’s comparison theorem) Let k, k′ : [a, b] → R be con-
tinuous function such that k′ ≥ k on [a, b] and sk′ > 0 on (a, b]. Then sk ≥ sk′ .

Theorem 3.2 (Sturm–Picone oscillation theorem) Let k, k′ : [a, b] → R be contin-
uous such that k′ ≥ k on [a, b]. Let u and v be solutions of (3) with respect to k and
k′ respectively. If u(a) = u(b) = 0 and u > 0 on (a, b), then either u = λv for some
λ > 0 or there exists x1 ∈ (a, b] such that v(x1) = 0.

Definition 3.3 (generalized distortion coefficients) Consider k : [0, L] → R that is
continuous and θ ∈ (0, L]. Then

σ
(t)
k (θ) =

{
sk (tθ)
sk (θ)

if sk |(0,θ] > c > 0,

∞ otherwise .

We also define πk = sup {t ∈ [0, L] : sk(s) > 0 for all s ≤ t} . If σ
(t)
k (θ) < ∞, t 	→

σ
(t)
k (θ) is a solution of
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u′′(t)+ k(tθ)θ2u(t) = 0 (5)

satisfying u(0) = 0 and u(1) = 1.

Proposition 3.4 σ
(t)
k (θ) is non-decreasing with respect to k : [0, θ ] → R. More

precisely k(x) ≥ k′(x) ∀x ∈ [0, θ ] implies σ
(t)
k (θ) ≥ σ

(t)

k′ (θ) ∀t ∈ [0, 1].
Proof Consider σ (t)

k (θ) and σ
(t)

k′ (θ) for k and k′ such that k(t) ≥ k′(t) for all t ∈ [0, 1].
By Sturm–Picone oscillation theorem, σ (t)

k (θ) = ∞ implies σ
(t)

k′ (θ) = ∞. Hence, we
only need to check the case when σ

(t)
k (θ) <∞ and σ

(t)

k′ (θ) <∞.
We use the idea of the proof of Theorem 14.28 in [37]. We know that σ

(0)
k (θ) =

σ
(0)
k′ (θ) = 0 and σ

(1)
k (θ) = σ

(1)
k′ (θ) = 1. Consider σ (t)

k′ (θ)/σ
(t)
k (θ) =: h(t) for t ∈ (0, 1].

We know that h(1) = 1 and L’Hospital’s rule yields

lim
t↓0 h(t) = sk(θ)

sk′(θ)
lim
t↓0

ck′(tθ)

ck(tθ)
= sk(θ)

sk′(θ)
≤ 1.

Hence, it is sufficient to check that h(t) has no local maximum in (0, 1). For this
reason, first we assume that k > k′. Set σ (t)

k′ (θ) = f and σ
(t)
k (θ) = g. Assume there is

a maximum in t0 ∈ (0, 1). Hence, ( f/g)′(t0) = 0 and ( f/g)′′(t0) ≤ 0. We compute
the second derivative of f/g.

(
f

g

)′′
= f ′′g3 − g′′ f g2

g4
+ 2gg′ f g′ − 2g′ f ′g2

g4

= −k′θ2 f

g
+ kθ2

f

g
− 2gg′

g2
f ′g − f g′

g2

and therefore

(
f

g

)′′
(t0) = (k′(t0 θ)− k(t0θ))θ2

f (t0)

g(t0)
> 0.

The case where k ≥ k′ follows from that if we replace k by k + ε. Then σ
(t)
k+ε(θ)

converges uniformly to σ
(t)
k (θ) if ε → 0. �

Proposition 3.5 For θ ∈ (0, L] and t ∈ (0, 1), the map k ∈ (C([0, L]), | · |∞) 	→
σ

(t)
k (θ) ∈ R≥0 ∪ {∞} is continuous where R≥0 ∪ {∞} is equipped with the usual

topology.

Proof If all the distortion coefficients are finite, this follows from the stability of (3)
under uniform changes of k. We only have to check the following. If kn → k with
respect to |·|∞, and if σ (t)

k (θ) = ∞, then σ
(t)
kn

(θ) ↑ ∞. If σ (t)
k (θ) = ∞, then there exists

r ≤ θ such that sk(r) = 0. If r < θ , then by the stability property, skn (rn) = 0 for
some rn < θ and n ∈ N sufficiently large. Hence, σ (t)

kn
(θ) = ∞ for n sufficiently large.

Otherwise, r = θ and sk > 0 on (0, θ). Again by stability, it follows that skn (θ)→ 0
and skn → sk w.r.t. | · |∞ if n → ∞. Therefore, for any compact J ⊂ (0, 1), there
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exists n0 such that for each n ≥ n0, we have skn (·θ)|J > c > 0 for some c > 0.
Hence, σ (t)

kn
(θ) ↑ ∞ for each t ∈ (0, 1). �

Lemma 3.6 Let a, b ∈ R≥0 and k : [0, θ ] → R as before. If σ (t)
k (θ) <∞, then

v(t) = σ
(1−t)
k− (θ)a + σ

(t)

k+(θ)b (6)

solves (5) in the distributional sense satisfying u(0) = a and u(1) = b.

Remark 3.7 Given k as above we set k− = k ◦ φ where φ(t) = b + a − t . We also
write k =: k+. σ

(t)
k (θ) < ∞ if and only if σ

(t)

k−(θ) < ∞. This follows from Sturm’s
oscillation theorem.

To see this, we assume σ
(t)
k (θ) = ∞ and σ

(t)

k−(θ) is finite. Then sk has a zero in
[0, θ ] and sk− has no zero in [0, θ ]. However, sk(t) and sk(θ − t) are solutions of
u′′ + ku = 0, and therefore Sturm’s oscillation theorem yields a contradiction.

Proof We have

v′′(t) = −k−((1− t)θ)θ2σ
(1−t)
k− (θ)a − k(tθ)θ2σ

(t)

k+(θ)b

and

k−((1− t)θ) = k+ ◦ φ((1− t)θ) = k+(θ − (1− t)θ)) = k+(tθ).

Hence (6) solves (5) in the classical sense with the right boundary condition. �
Proposition 3.8 Let k : [a, b] → R be continuous and u : [a, b] → R≥0 be an upper
semi-continuous. Then the following 4 statements are equivalent:

(i) u′′ + ku ≤ 0 in the distributional sense, that is

∫ b

a
ϕ′′(t)u(t)dt ≤ −

∫ b

a
ϕ(t)k(t)u(t)dt (7)

for any ϕ ∈ C∞0 ((a, b)) with ϕ ≥ 0.
(ii) It holds

u(γ (t)) ≥ (1− t)u(γ (0))+ tu(γ (1)+
∫ 1

0
g(t, s)k(γ (s))θ2u(γ (s))ds (8)

for any constant-speed geodesic γ : [0, 1] → [a, b] where θ = |γ̇ | = L(γ ) with
g(s, t) being the Green function of [0, 1].

(iii) There is a constant 0 < L ≤ b − a such that

u(γ (t)) ≥ σ
(1−t)
k−γ

(θ)u(γ (0))+ σ
(t)

k+γ
(θ)u(γ (1)) (9)

for any constant-speed geodesic γ : [0, 1] → [a, b] with θ = |γ̇ | = L(γ ) ≤ L.
We set kγ = k ◦ γ̄ : [0, θ ] → R. γ̄ : [0, θ ] → [a, b] denotes the unit-speed
reparametrization of γ . We use the convention∞ · 0 = 0.
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(iv) The statement in (iii) holds for any geodesic γ : [0, 1] → [a, b].

Proof 1. First, we prove that (iii) implies (i). Since u is upper semi-continuous, it is
bounded from above. Hence, σ (t)

kγ
(θ) = ∞ implies u ◦ γ (1) = 0 for any geodesic γ .

Therefore, one can find L > L ′ > 0 such that that skγ > 0 on (0, θ ] for any constant-
speed geodesic γ : [0, 1] → [a, b] with θ = |γ̇ | ≤ L ′. Otherwise u = const = 0.
skγ > 0 implies σ

(t)
kγ

(θ ′) <∞ for any θ ′ ∈ (0, θ ]. �

Claim For k and t , fixed f : h 	→ σ
(t)
k (h) is twice differentiable at h = 0, and we

have

h ∈ [0, L] 	→ σ
(t)
k (h) = t

[
1+ 1

6
(1− t2)k(0)h2

]
+ o(h2)tk . (10)

�

Proof of the claim We can compute the first and second derivative of f at 0 explicitly
by application of L’Hospital’s rule. Then we apply the Taylor expansion formula and
the claim follows.

If k ≥ k ≥ k, then

o(h2)tk = σ
(t)
k (h)− 1

3
t (1− t2)k(0)h2 − t

≤ σ
(t)
k

(h)− t

[
1

3
(1− t2)kh2 + 1

]
= t

1

3
(1− t2)(k − k)h2 + o(h2)t

k

and similarly,

o(h2)tk ≥ t
1

3
(1− t2)(k − k)h2 + o(h2)tk .

Since k is uniformly continuous on [a, b], we can choose h > 0 and (ri )i=1,...,N such
that

max k|[ri−h,ri+h] −min k|[ri−h,ri+h] < ε

for each i = 1, . . . N and each h ∈ [0, h].
Upper semi-continuity of u together with the condition (9) yields continuity of u

on [a, b]. We consider s ∈ [a, b], h > 0 and a geodesic γ : [0, 1] → [a, b] such that
γ0 = s−h, γ1 = s+h and γ1/2 = s and s±h ∈ [ri−k, ri+k] for some i = 1, . . . N .
Then, from (10) and (9), it follows that
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2u(s)− u(s − h)− u(s + h)

h2
≥ k(s − h)u(s − h)+ k(s + h)u(s + h)

2︸ ︷︷ ︸
→k(s)u(s)

−ε

+
mini=1,...,N o(h2)tmin k|[ri−h,ri+h]

h2︸ ︷︷ ︸
→0

.

Multiplication with φ ∈ C∞0 ((a, b)) such that φ ≥ 0, integration with respect to s, a
change of variables and taking the limit h → 0 yields

∫
u(s)φ′′(s)ds ≤ −

∫
k(s)u(s)φ(s)ds + ε

∫
φ(s)ds.

Since ε > 0 can be chosen arbitrarily small, we obtain the result.
2. We prove the equivalence between (i) and (ii). We assume (i) holds. Consider

v(t) = ∫ 1
0 g(t, s)k(γ (s))θ2u(γ (s))ds. Then v solves

v′′(t) = −k(γ (s))θ2u(γ (s))

in distributional sense by definition of the Green function. Hence, u ◦ γ − v has non-
positive derivative in the distributional sense, and it follows that u◦γ−v is concave (see
Theorem 1.29 in [32]). This implies (ii). The backwards direction is straightforward
and works like in the previous step.

3. We prove that (i) implies (iv). The implication (iv)⇒ (iii) is obvious. First, we
assume that u ∈ C([a, b]) ∩ C2((a, b)). We consider the case when skγ > 0 for any
constant-speed geodesic γ : [0, 1] → (a, b). The right-hand-side of (9) is denoted
by v(t) where t ∈ [0, 1]. It is positive for any t and solves v′′ + kγ ◦ γ θ2v = 0
with boundary condition v(0) = u(γ (0)) and v(1) = u(γ (1)). Hence, it suffices to
check that u◦γ

v
has no local minimum in (0, 1). Otherwise, there is τ ∈ (0, 1) such

that ( u◦γ
v

)′(τ ) = 0 and (
u◦γ
v

)′′(τ ) ≥ 0. We can deduce a contradiction exactly like in
the proof of Proposition 3.4. �

Next, we consider when there is a a constant-speed geodesic γ : [0, 1] → (a, b)
such that skγ (t0) = 0 for some t0 ∈ (0, θ ]. Again we adapt parts of the proof of
Theorem14.28 in [37].We show that u = 0. Let v(t) = skγ (γ (t)) andw(t) = u◦γ (t).
v satisfies v′′ + kγ ◦ γ θ2v = 0 and w satisfies w′′ + kγ ◦ γ θ2 ≤ 0. Consider w

v
=: h.

Then

(h′v2)′ = h′′v2 + 2vv′h′ =
(

w′v − v′w
v2

)′
v2 + 2vv′h′

= w′′v − v′′w − v′w′ + 2(v′)2uw

v2
+ 2v′w′v2 − 2(v′)2vw

v2

≤ −kθ2w

v
+ kθ2

w

v
= 0
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Hence, h′v2 is non-increasing. Suppose there is τ ∈ [0, 1] such that h′(τ ) > 0 then
we also have that h′v2(τ ) > 0 and h′v2 ≥ C > 0 on [τ, 1]. for some constant
C > 0. Hence h′ ≥ C 1

v2
. v = skγ ◦γ is in C2([0, 1]). Especially, it follows that

v(δ) = δ + o(δ2). Thus, h′(h) ≥ C 1
δ2
. It follows

∫ ε

δ

h′(τ )dτ = h(ε)− h(δ) ≥ C
∫ ε

δ

1

τ 2
dτ →∞ if δ → 0.

Hence h(δ) → −∞ if δ → 0 which contradicts h ≥ 0. On the other hand, if there
is τ ∈ [0, 1] such that h′(τ ) < 0, the same argument yields h(ε) → −∞ if δ → 0.
It follows that h′ = 0 and w(t) = c · skγ (γ (t)). Especially u is differentiable at
γ (1) ∈ (a, b) with u|(γ (0),γ (1)) > 0, u(γ (1)) = 0 and u′(γ (1)) �= 0 if u �= 0
since u′(γ (1)) = 0 would contradict the uniqueness of the solution of (3). However,
u(γ (1)) = 0 and u′(γ (1)) �= 0 yields u(x) < 0 for x ≥ γ (1) which is not possible.
Hence, u = 0 and (9) holds.

Now, let u be just upper semi-continuous. The equivalence between (i) and (ii)
yields that u is continuous. Consider φ ∈ C∞0 ((0, 1))with

∫ 1
0 φ(t)dt = 1 and φε(t) =

1
ε
φ( t

ε
). φε ∈ C∞0 ((0, ε)). We set

ũ(s) = u � φε(s) =
∫ 0

−ε

φε(−r)u(s − r)dr =
∫ b

a
φε(t − s)u(t)dr

for s ∈ [a, c] with c < b such that c + ε ≥ b and ε > 0 sufficiently small. k is
uniformly continuous on [a, b]. Hence, for δ > 0, we can find ε̄ > 0 such that for all
ε < ε̄ we have k(s − r) ≤ k(s)+ δ. Then

ũ′′(s) = u � φ′′ε (s) =
∫ b

a
(φε(t − s))′′u(t)dt =

∫ b

a
φ′′ε (t − s)u(t)dt

≤ −
∫ b

a
φε(−r)k(s − r)u(r − s)dr ≤ −(k(s)+ δ)ũ(s).

Since ũ ∈ C2((a, c))∩C0([a, c]), the previous conclusion holds for ũ and k̃ = k+ δ.
Now, since u is continuous, ũ → u with respect to uniform convergence on [a, c].
And since solutions of (3) change uniformly continuous if the coefficient k changes
uniformly continuous on [a, c], we obtain that sk̃γ

→ skγ where γ is a geodesic
in (c, b). Hence, in the case that where skγ > 0 for any constant-speed geodesic
γ : [0, 1] → (a, b), we obtain that sk̃γ

> 0 for any constant-speed geodesic γ in (a, c)

by Sturm’s comparison theorem. It follows that (3) holds for ũ : [a, c] → [0,∞) and
by uniform convergence, it also holds for u|[a,c] if ε → 0. Then, it holds for u since c
can be chosen arbitrarily close to b.

Finally, consider the case when there is a geodesic γ in (a, b) such that skγ (γ (1)) =
0. Then we can choose c sufficiently close to b and ε > 0 sufficiently small such that
there is a geodesic γ̃ in (a, c) with sk̃γ

(γ (1)) = 0. By the previous steps, it follows

that ũ = φε � u = 0 that implies u = 0.
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3.1 ku-Concavity in Metric Spaces

We consider a metric space (X, dX) and a lower semi-continuous function k : X →
R∪{∞} = R̄. R̄ is equipped with the usual topology. We define continuous functions
kn : X → R that are bounded from above in the following way:

kn(x) = inf
y∈X {min(k(y)+ n dX(x, y), n)} ≤ k(x).

We retain this notation for the rest of the article. kn is monotone non-decreasing
and converges pointwise to k as n → ∞. For each kn and for each Lipschitz curve
γ ∈ LC(X), we can consider skn,γ where kn,γ = kn ◦ γ̄ and γ̄ : [0,L(γ )] → X
is the 1-speed reparametrization of γ . If skn,γ > 0 for all n, the generalized sin-
function skn,γ ≥ 0 ismonotone non-increasingwith respect to n. Hence, the limit exists
pointwise in [0,L(γ )]. It is again denoted with skγ . skγ is upper semi-continuous and
if k is continuous, skγ coincides with the previous definition. This follows since kn,γ

converges uniformly to kγ by Dini’s theorem. Therefore, the stability of solutions of
(3) under uniform changes of the coefficient kγ implies that skn,γ converges uniformly
to the solution of (3) with coefficient kγ . We can see that skγ ≥ sk′γ if k, k′ : X → R

are lower semi-continuous and k′ ≥ k. In particular, we can consider X = [a, b] ⊂ R.

Definition 3.9 Let k : X → R̄ be lower semi-continuous and let γ : [0, 1] → X be
in LC(X) with |γ̇ | = θ . Consider the sequence kn defined as above. Then σ

(t)
kn,γ

(θ) is
monotone non-decreasing inR∪{∞}. We define the distortion coefficient with respect
to k : X → R along γ as

σ
(t)
kγ

(θ) := lim
n→∞ σ

(t)
kn,γ

(θ) ∈ R ∪ {∞} for t ∈ [0, 1].

If k is continuous, the definition is consistent with the previous one. That is σ
(t)
kγ

(θ)

equals σ
(t)
k◦γ̄ (θ) as in Definition 3.3.

Lemma 3.10 Let k : X → R̄ be lower semi-continuous, and let γ ∈ LC(X) with
|γ̇ | = θ . If σ (t0)

kγ
(θ) = ∞ for some t0 ∈ (0, 1) then σ

(t)
kγ

(θ) = ∞ for any t ∈ (0, 1).

In particular, either one has σ
(t)
kγ

(θ) <∞ for any t ∈ (0, 1) and

σ
(t)
kγ

(θ) = skγ (tθ)/skγ (θ) where skγ (θ) �= 0,

or σ
(·)
kγ

(θ) ≡ ∞.

Proof For the proof, we write kn,γ = kn and kγ = k. Assume limn→∞ σ
(t)
kn

(θ) < ∞.
We must have that skn (t0θ)/ skn (θ) → ∞. Since kn ↑, let k = const ≤ kn for all
n. Hence, skn (tθ) satisfies u′′ + ku ≤ 0 for every n. By proposition 3.8, we have for
every s ∈ [0, 1] that

skn (st0θ) ≥ σ
(s)
k (t0θ) skn (t0θ)+ σ

(1−s)
k (t0θ) skn (0) = σ

(s)
k (t0θ) skn (t0θ)
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and

skn (((1− s)t0 + s)θ) ≥ σ
(1−s)
k (t0θ) skn (t0θ)+ σ

(s)
k (t0θ) skn (θ) ≥ σ

(1−s)
k (t0θ) skn (t0θ)

Hence, if we pick t ∈ (0, 1), we can write t = st0 or t = (1− s)t0 + s. If t = st0, it
follows:

skn (tθ)/ skn (θ) ≥ σ
(s)
k (t0θ) skn (t0θ)/ skn (θ)︸ ︷︷ ︸

→∞
.

and similarly, for t = (1− s)t0+ s. Thus, σ (t)
kn

(θ)→∞ for each t ∈ (0, 1) if n →∞.
�

Corollary 3.11 Let k : X → R̄ be lower semi-continuous, γ is a geodesic in X. Then
k 	→ σ

(t)
kγ

(θ) is monotone non-decreasing in the sense of Proposition 3.4.

Proof If k′ ≥ k, let k′n and kn be the corresponding approximations. It is clear from

the definition that k′n,γ ≥ kn,γ . Hence, σ
(t)
k′n,γ

(θ) ≥ σ
(t)
kn,γ

(θ). Taking the limit n →∞
yields the result.

Remark 3.12 If γ ∈ LC(X), we define γ−(t) = γ (1− t), and we set

σ
(t)

k−γ
(θ) = σ

(t)
kγ−

(θ).

Therefore, one can see again that σ (t)
k (θ) = ∞ if and only if σ

(t)

k−(θ) = ∞.

Corollary 3.13 Let k : X → R̄ be lower semi-continuous, and let u : X → R≥0 be
upper semi-continuous. Then the following statements are equivalent:

(i) (u◦γ̄ )′′+kγ u◦γ̄ ≤ 0 in the distributional sense for any constant-speed geodesic
γ : [0, 1] → X.

(ii) There is a constant 0 < L ≤ b − a such that

u(γ (t)) ≥ σ
(1−t)
k−γ

(θ)u(γ (0))+ σ
(t)

k+γ
(θ)u(γ (1))

for any constant-speed geodesic γ : [0, 1] → X with θ = |γ̇ | = L(γ ) ≤ L.
(iii) The statement in (ii) holds for any geodesic γ : [0, 1] → X.

Proof If k is continuous, the result follows from Proposition 3.8. If k is lower semi-
continuous, we consider kn for n ∈ N as before. We set uγ (t) = u ◦ γ (t).

(ii)⇒ (i): Since kn ↑ k, we have σ
(t)
kn,γ

(θ) ↑ σ
(t)
kγ

(θ) for t ∈ (0, 1). Then we can
apply part 1. of the proof of Proposition 3.8 to obtain (7) for u with k replaced by kn .
That is
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−
∫

φ′′(t)uγ (t)dt ≥
∫

φ(t)kn,γ (t)uγ (t)dt

=
∫
[φ(t)kn,γ (t)uγ (t)]+︸ ︷︷ ︸

↗
dt −

∫
[φ(t)kn,γ (t)uγ (t)]−︸ ︷︷ ︸

≤C<∞
dt.

for any φ ∈ C∞c ((0, |γ̇ |)) where the left-hand side and C are independent of n.
Recall that uγ is non-negative and upper semi-continuous. Hence, by the monotone
and dominated convergence theorem, the right-hand side converges to the integral of
φkγ uγ .

(i)⇒ (iii): We can apply part 3. from the proof of Proposition 3.8, and obtain (9)
with k replaced by kn . By the definition of distortion coefficients for general k, the
result follows. �
Lemma 3.14 Consider λ ∈ [0, 1], θ > 0, a curve γ ∈ LC(X) with L(γ ) = θ and
k, k′ : X → R̄ lower semi-continuous. Then

σ
(t)
kγ

(θ)1−λ · σ (t)

k′γ
(θ)λ ≥ σ

(t)

(1−λ)kγ+λk′γ
(θ).

Especially, k 	→ log σkγ is convex.

Proof For the proof, we write kn,γ = kn and kγ = k. Assume σ
(t)
k (θ) < ∞ and

σ
(t)

k′ (θ) <∞ for each t ∈ (0, 1), since otherwise there is nothing to prove. We assume
first that k and k′ are continuous. l : t 	→ log

[
σ

(t)
k (θ)1−λ · σ (t)

k′ (θ)λ
]
solves

l ′′ ≤ −(1− λ)k − λk′ − (l ′)2.

Hence σ
(t)
k (θ)1−λ ·σ (t)

k′ (θ)λ solves v′′+((1−λ)k+λk′
)
v ≤ 0 with boundary condition

v(0) = 0 and v(1) = 1. The result follows by corollary 3.13.
If k and k′ are lower semi-continuous, we consider again their approximations by

kn and k′n . We easily obtain that

σ
(t)
k (θ)1−λ · σ (t)

k′ (θ)λ ≥ σ
(t)
kn

(θ)1−λ · σ (t)

k′n
(θ)λ ≥ σ

(t)

(1−λ)kn+λk′n
(θ).

We show that σ
(t)

(1−λ)kn+λk′n
(θ) → σ

(t)

(1−λ)k+λk′(θ). One can check that (1 − λ)kn +
λk′n ≤ ((1 − λ)k + λk′)n . On the other hand, by continuity of the approximating
sequence for all n ∈ R and for all x ∈ [0, θ ], there exists mx ≥ 2n and δx > 0 such
that (1 − λ)km̄ + λk ′̄m ≥ ((1 − λ)k + λk′)n on Bδx (x) for all m̄ ≥ mx . Hence, by
compactness of [0, θ ], we can choose x1, . . . , xn such that [0, θ ] ⊂⋃i=1,...,n Bδxi

(xi ).
Then (1− λ)kmn + λk′mn

≥ ((1− λ)k + λk′)n for mn := maxi mxi . Hence,

σ
(t)

((1−λ)k+λk′)mn
(θ)︸ ︷︷ ︸

→σ
(t)
(1−λ)k+λk′ (θ)

≤ σ
(t)

(1−λ)kmn+λk′mn
(θ) ≤ σ

(t)

((1−λ)k+λk′)n (θ)︸ ︷︷ ︸
→σ

(t)
(1−λ)k+λk′ (θ)

.

Hence, σ (t)

(1−λ)kn+λk′n
(θ)→ σ

(t)

(1−λ)k+λk′(θ). �
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Proposition 3.15 Let k : X → R̄ be continuous (lower semi-continuous). Let t ∈
(0, 1). Then the map

γ ∈ (LC(X), d∞) 	→ σ
(t)

k+/−
γ

(|γ̇ |) ∈ R ∪ {∞}

is continuous (lower semi-continuous).

Proof If k is continuous, the result follows from Proposition 3.5. For k lower semi-
continuous, we consider its continuous approximation kn . Then, by definition for any
Lipschitz curve γ ∈ LC(X),

σ
(t)

k+/−
n,γ

(|γ̇ |) ↑ σ
(t)

k+/−
γ

(|γ̇ |).

In particular, γ 	→ σ
(t)

k+/−
γ

(|γ̇ |) is lower semi-continuous �

Definition 3.16 Consider ametric space (Y, dY ) and a lower semi-continuous function
k : Y → R̄. We say an upper semi-continuous function u : Y → [0,∞) is ku-convex
if u <∞ and for all geodesics γ : [0, 1] → Y

u(γ (t)) ≥ σ
(1−t)
k−γ

(L(γ ))u(γ (0))+ σ
(t)

k+γ
(L(γ ))u(γ (1)) (11)

where kγ = k ◦ γ̄ : [0,L(γ )] → Y and γ̄ is the unit-speed reparametrization of γ .
We say u is weakly ku-convex if u <∞ and for all x, y ∈ Y there exists a geodesic

γ : [0, 1] → Y between x and y such that (11) holds.

We say a function f : Y → R ∪ {±∞} is (weakly) (k, N )-convex if e−
f
N = u is

(weakly) k
N u-concave. We use the convention e∞ = ∞, e−∞ = 0.

4 Curvature-Dimension Condition

Let (X, dX ,mX) be a metric measure space. Given a number N ∈ R with N ≥ 1, we
define the N-Rényi entropy functional

SN ( · |mX) : P2(X) → R

with respect to mX by

ν = �mX +νs 	→ SN (ν) := SN (ν|mX) := −
∫
X

�−
1
N dν

where �mX +νs is the Lebesgue decomposition of ν. SN is lower semi-continuous
for N > 1. If mX is a finite measure for each ν ∈ P2(X), we have

Ent(ν|mX) = lim
N→∞ N (1+ SN (ν)),
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where Ent is the Boltzmann–Shanon entropy functional, and this case Ent is lower
semi-continuous.

We consider k = k/N where k : X → R ∪ {∞} =: R̄ is a lower semi-continuous
function and locally bounded from below, and we set σ

(t)
kγ /N (θ) = σ

(t)

θ2kγ (·θ)/N
(1) =

σ
(t)
kγ ,N (θ) where γ ∈ LC(X) and θ = |γ̇ |.

Definition 4.1 Let (X, dX ,mX), k and γ as before. We define generalized distortion
coefficients with respect to k and N along γ as

τ
(t)
kγ ,N (θ) =

{
θ · ∞ if k > 0 and N = 1

t
1
N
[
σ

(t)
kγ ,N−1(θ)

] N−1
N otherwise.

We use the conventions r · ∞ = ∞ for r > 0, 0 · ∞ = 0 and (∞)α = ∞ for α > 0.
If k > 0, we have τ

(t)
kγ ,1(θ) <∞ if and only if θ = 0, and τ

(t)
kγ ,1(θ) = t if k ≤ 0.

Corollary 4.2 For k, k′ : [0, 1] → R̄, N , N ′ > 0, t ∈ [0, 1], and θ > 0,

σ
(t)
k,N (θ)Nσ

(t)

k′,N ′(θ)N
′ ≥ σ

(t)

k+k′,N+N ′(θ)N+N ′

and, if N ≥ 1,

τ
(t)
k,N (θ)Nσ

(t)

k′,N ′(θ)N
′ ≥ τ

(t)

k+k′,N+N ′(θ)N+N ′ ,

and in particular

τ
(t)
k,N (θ)N τ

(t)

k′,N ′(θ)N
′ ≥ τ

(t)

k+k′,N+N ′(θ)N+N ′ .

Proof The result follows directly from Lemma 3.14. �
Remark 4.3 For the rest of the article, we always assume that (X, dX ,mX) is a metric
measure space and k : X → R̄ is lower semi-continuous and locally bounded from
below. In this case, we say that k is an admissible function. It follows from Proposition
3.15 that if k is continuous (lower semi-continuous), the map

γ ∈ G(X) 	→ τ
(t)

k
+/−
γ ,N

(|γ̇ |) ∈ R≥0 ∪ {∞}

is continuous (lower semi-continuous) for t ∈ [0, 1]. In particular, it is measurable
and we can integrate it with respect to probability measures on G(X).

Definition 4.4 Consider an admissible function k, and N ∈ [1,∞). Ametric measure
space (X, dX ,mX) satisfies the curvature-dimension condition CD(k, N ), if for each
pair ν0, ν1 ∈ P2(X,mX) with bounded support there exists a geodesic (νt )t∈[0,1] ⊂
P2(X,mX) and a dynamic optimal coupling � ∈ P(X) such that (et )�� = νt and

SN ′(νt ) ≤ −
∫ [

τ
(1−t)
k−γ ,N ′(|γ̇ |)�0 (e0(γ ))

− 1
N ′ + τ

(t)

k+γ ,N ′(|γ̇ |)�1 (e1(γ ))
− 1

N ′
]
d�(γ )

(12)
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for all t ∈ [0, 1] and all N ′ ≥ N . kγ = k ◦ γ̄ where γ : [0, 1] → X is a geodesic and
γ̄ its 1-speed reparametrization.

Remark 4.5 The right-hand side in (12) is also denoted with T (t)

k,N ′(�|mX). If � is
the optimal dynamic coupling from the previous definition, let �′(x0, x1)(dγ ) =:
�′

x0,x1(dγ ) be its disintegration with respect to (e0, e1)�� = π . One can reformulate
(12) in the following way

SN ′(νt ) ≤ −
∫ [

T (1−t)
k−,N ′(�

′
x0,x1)�0 (x0)

− 1
N ′ + T (t)

k+,N ′(�
′
x0,x1)�1 (x1)

− 1
N ′
]
dπ(x0, x1)

(13)

where T (1−t)
k−,N ′(�

′) = ∫ τ
(1−t)
k−γ ,N ′(|γ̇ |)d�′(dγ ).

Conversely, if there is a kernel �′
x0,x1(dγ ) such that for μ0 and μ1 there exists a

geodesic μt and an optimal coupling π with (13), then X satisfies CD(k, N ).

Remark 4.6 In the case where k is constant, the previous definition is equivalent to a
variant of Sturm’s curvature-dimension condition in [34] that is mostly used by other
authors (for instance, in [30]). On the right-hand side, Sturm requires integration with
respect to an optimal coupling π between ν0 and ν1 that is not necessarily related
to μt . However, most authors assume π is induced by a dynamic coupling that also
induces μt . In any case, our definition yields Sturm’s definition for constant lower
curvature bounds. On the other hand, if we consider a space that satisfies this variant
of the curvature-dimension condition for constant lower curvature bound, it is exactly
the condition that we propose.

Definition 4.7 Two metric measure spaces (X, dX ,mX) and (X ′, dX ′ ,mX ′) are called
isomorphic if there exists an isometry ψ : suppmX → suppmX ′ such that

ψ� mX = mX ′ .

Remark 4.8 As Sturm states in [34], one might not require that the geodesic νt is
the projection of � w.r.t. et . Consequently, (et )�� might not be necessarily mX -
absolutely continuous, or supported in suppmX . In this case, we say (X, dX ,mX)

satisfies amodified curvature-dimension condition.However, if (et )�� is not supported
in suppmX , the condition would not be a property of the isomorphism class of the
metric measure space. In this case, the right notion of isomorphism would be to say
ψ : (X, dX) → (X ′, dX ′) is an isometry andψ� mX = mX ′ . Then, amodified curvature-
dimension condition is stable w.r.t.ψ what is apparent from the proof of (i) in the next
Proposition.

Proposition 4.9 Let (X, dX ,mX) be a metric measure space which satisfies the con-
dition CD(k, N ) for a continuous function k : X → R and N ≥ 1.

(i) If there is a strong isomorphism ψ : (X, dX ,mX) → (X ′, dX ′ ,mX ′) onto a
metric measure space (X ′, dX ′ ,mX ′) then (X ′, dX ′ ,mX ′) satisfies the condition
CD(ψ�k, N ) with ψ�k = k ◦ ψ .

123



1968 C. Ketterer

(ii) For α, β > 0 the rescaled metric measure space (X ′, α dX ′, β mX ′) satisfies
CD(α−2k, N ).

(iii) For each geodesically convex subset U ⊂ X, the metric measure space
(U, dX |U×U ,mX |U ) satisfies CD(k|U , N ).

Proof (i) First, we observe thatψ�k is still lower semi-continuous and locally bounded
from below. ψ induces an isometry from P2(X,mX) to P2(X ′,mX ′), and the image
of a geodesic in X is a geodesic in X ′. Moreover,

∫
X

�
− 1

N +1
t d mX =

∫
X ′

(�t ◦ ψ)−
1
N +1d mX ′ .

ψ�� is an optimal dynamic plan, if � is so. Then the result follows.
(ii), (iii) The results follow easily. One can easily adapt the proofs of similar state-

ments in [34].

Definition 4.10 [35] Let k be admissible. We say a metric measure space (X, dX ,mX)

with mX(X) = 1 satisfies the condition CD(k,∞) if for μ0, μ1 ∈ P2(X,mX) there
exists a W2-geodesic μt ∈ P2(X,mX) and an optimal dynamic plan � ∈ P(G(X)

such that (et )�� = μt and

Ent(μt ) ≤ (1− t)Ent(μ0)+ t Ent(μ1)−
∫ 1

0

∫
g(s, t)k(γ (s))|γ̇ (s)|2d�(γ )ds

(14)

for all t ∈ [0, 1]. g(s, t) = min {s(1− t), t (1− s)} is the Green function of [0, 1].
Note that mX(X) = 1 guarantees that Ent : P2(X) → R ∪ {∞} is a well-defined,

lower semi-continuous function. Otherwise, an exponential growth condition for mX

has to be assumed (for instance, see [17]).

Proposition 4.11 Let (X, dX ,mX ) be a metric measure space which satisfies the con-
dition CD(k, N ) for a continuous function k : X → R and N ≥ 1.

(i) If k′ : X → R is a continuous function such that k′ ≤ k, and if N ′ ≥ N, then
(X, dX ,mX) also satisfies the condition CD(k′, N ′).

(ii) If (X, dX ,mX) has finite mass then it satisfies the condition CD(k,∞) in the sense
of Sturm.

Proof (i) is an immediate consequence of the monotonicity of σ
(t)
k (θ) w.r.t. k.

For (ii), it suffices to consider ν0, ν1 ∈ P2(X,mX) with Ent(ν0|mX) < ∞ and
Ent(ν1|mX) <∞. In any other case, the right-hand side in (14) is∞. By assumption,
(X, dX ,mX) satisfies CD(k, N ). Hence, there exists a dynamic optimal transference
plan 
 between ν0 and ν1 such that (12) is satisfied for ∀N ′ ≥ N .

The assumption mX(X) < ∞ implies that Ent((et )∗
|mX) = limN ′→∞(1 +
SN ′((et )∗
|mX) for t ∈ [0, 1]. It follows
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N ′(1+ SN ′((et )∗
|mX ))

≤ −N ′
∫ [

−(1− t)+ τ
(1−t)
k−γ ,N ′(|γ̇ |)�0(e0(γ ))

− 1
N ′ − t + τ

(t)

k+γ ,N ′(|γ̇ |)�1(e1(γ ))
− 1

N ′
]

(γ )

≤ (1− t)N ′(1+ SN ′((e0)∗
|mX ))+ t N ′(1+ SN ′((e1)∗
|mX ))

− N ′
∫ [[

(1− t)+ σ
(1−t)
k−γ ,N ′(|γ̇ |)

]
�0(e0(γ ))

−1
N ′ +

[
t + σ

(t)

k+γ ,N ′(|γ̇ |)
]
�1(e1(γ ))

−1
N ′
]

(γ )

≤ (1− t)N ′(1+ SN ′((e0)∗
|mX ))+ t N ′(1+ SN ′((e1)∗
|mX ))

−
∫

N ′
[
(1− σ

(1−t)
k−γ ,N ′(|γ̇ |)− σ

(t)

k+γ ,N ′(|γ̇ |)
]

︸ ︷︷ ︸
=w(t)


(γ )

w solves w′′ = −kγ |γ̇ |2(σ (1−t)
k−γ ,N

(|γ̇ |)+ σ
(t)

k+γ ,N
(|γ̇ |)) with w(0) = w(1) = 0. Hence

w =
∫ 1

0

[
g(s, t)kγ |γ̇ |2(σ (1−s)

k−γ ,N
(|γ̇ |)+ σ

(s)

k+γ ,N
(|γ̇ |))

]
ds.

Since σ
(1−t)
k−γ ,N

(|γ̇ |)+ σ
(t)

k+γ ,N
(|γ̇ |) → 1 if N ′ → ∞ uniformly in γ ∈ G(X) for fixed t ,

it follows

N ′(1+ SN ′((et )∗
|mX))

≤ (1− t)N ′(1+ SN ′((e0)∗
|mX))+ t N ′(1+ SN ′((e1)∗
|mX))

−
∫ ∫ 1

0

[
g(s, t)kγ |γ̇ |2(σ (1−t)

k−γ ,N
(|γ̇ |)+ σ

(t)

k+γ ,N
(|γ̇ |))

]
ds
(γ )

[
→−

∫ ∫ 1

0
g(s, t)kγ |γ̇ |2ds
(γ ) if N ′ → ∞

]

and this implies the result. �
Theorem 4.12 Let (M, gM , Vd volM) be a weighted Riemannian manifold for a
smooth function V : M → (0,∞). Let k : M → R be a lower semi-continuous
function and N ≥ 1.

Themetricmeasure space (M, dM , Vd volM) satisfies the curvature-dimension con-
dition CD(k, N ) if and only if (M, gM , Vd volM)) has N-Ricci curvature bounded
from below by k.

Remark 4.13 For each real number N > n, the N -Ricci tensor is defined as

ricN ,V (v) = ric(v)− (N − n)
∇2V

1
N−n (v)

V
1

N−n (p)

where v ∈ T Mp. For N = n, we define

ricN ,V (v) :=
{
ric(v)+∇2 log V (v) ∇ log V (v) = 0

−∞ else.
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For 1 ≤ N < n, we define ricN ,�(v) := −∞ for all v �= 0 and 0 otherwise.

Example 4.14 Let (α, β) = I ⊂ R be some interval where α, β ∈ R ∪ {±∞}. Let
k : I → R be a lower semi-continuous function and let u : I → [0,∞) be a non-
negative solution of u′′ + k

N−1u = 0 for N > 1. Then, the metric measure space
(I, | · |2, uN−1dL1) satisfies the curvature-dimension CD(k, N ).

Proof “⇐”: Pick a point p ∈ M and ε > 0 such that k|Bε (p) ≥ kε . There exists
geodesically convex ball Bδ(p) for 0 < δ < ε around p. Hence,

(Bδ(p), dM |Bδ(p), Vd volM |Bδ )

satisfies the condition CD(kε, N ). It follows that the N -Ricci tensor is bounded from
below by kε (for instance see [34]). If ε goes to 0, we see that kε → k(p) and the
result follows.

“⇒”: The proof goes exactly as the proof of the corresponding result in [24,34] or
[9]. �

5 Geometric Consequences

Let (X, dX ,mX) be metric measure space. All the results of this section stay true if
we replace the curvature-dimension condition by the modified curvature-dimension
condition of Remark 4.8.

Theorem 5.1 (Brunn–Minkowski inequality) Assume that the metric measure space
(X, dX ,mX) satisfies CD(k, N ) for k admissible and N ≥ 1. Let A0, A1 ⊂ X
be bounded Borel sets such that mX(A0)mX(A1) > 0. We set G(A0, A1) =
{γ ∈ G(X) : γ (i) ∈ Ai , i = 0, 1}. Then

mX(At )
1
N ≥ inf

γ∈G(A0,A1)
τ

(1−t)
k−γ ,N

(|γ̇ |)mX(A0)
1
N + inf

γ∈G(A0,A1)
τ

(t)

k+γ ,N
(|γ̇ |)mX(A1)

1
N .

(15)

where infγ∈G(A0,A1) τ
(1−t/t)
k
−/+
γ ,N

(|γ̇ |) ≥ 0.

Proof First, assume m(A0),m(A1) < ∞ and set μi = m(Ai )
−1 m |Ai for i = 0, 1.

The curvature-dimension yields

∫
At

�
1
N ′
t dμt ≥

∫
τ

(1−t)
k−γ ,N

(|γ̇ |)mX(A0)
1/N + τ

(t)

k+γ ,N
(|γ̇ |)mX(A1)

1/N

where (μt = �t d mX)t denotes the absolutely continuous geodesic that connects μ0
and μ1, and � is an optimal dynamic plan. By Jensen’s inequality, the left-hand side

of the previous inequality is smaller than mX(At )
1
N ′ . The general case follows by

approximation of Ai by sets of finite measure. �
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Definition 5.2 (Minkowski content) Consider x0 ∈ suppmX and Br (x0) ⊂ X . Set
v(r) = mX(B̄r (x0)). The Minkowski content of ∂Br (x0) (the r -sphere around x0) is
defined as

s(r) := lim sup
δ→0

1

δ
mX(B̄r+δ(x0)\Br (x0)).

Theorem 5.3 Assume (X, dX ,mX) satisfies CD(k, N ) for an admissible function k
and N ∈ [1,∞). Then, (X, dX) is a proper metric space, bounded sets have finite
measure and satisfy a doubling property, and either mX is supported by one point or
all points and all sphere have mass 0.

In particular, if N > 1 then for each x0 ∈ suppmX , for all 0 < r < R and k ∈ R

such that k|BR(x0) ≥ k and R ≤ π
√

(N − 1)/k ∨ 0, we have

s(r)

s(R)
≥

sinN−1
k/(N−1) r

sinN−1
k/(N−1) R

&
v(r)

v(R)
≥
∫ r
0 sinN−1

k/(N−1) tdt∫ R
0 sinN−1

k/(N−1) tdt
. (16)

If N = 1 and k ≤ 0, then

s(r)

s(R)
≥ 1,

v(r)

v(R)
≥ r

R
.

Proof 1. Let us fix a point x0 ∈ X such thatmX({x0}) = 0, and let R > 0 be sufficiently
small such that k|B2R(x0) ≥ k for some k ∈ R. Let r ∈ (0, R) and put t = r/R. We
choose ε > 0 and δ > 0 and define A0 = Bε(x0) and A1 = B̄R+δR(x0)\BR(x0). By
triangle inequality, one easily verifies that

At ⊂ B̄r+δr+εr/R(x0)\Br−εr/R(x0) ⊂ B2R(x0).

Hence, if we consider measures μi = mX(Ai )
−1 mX |Ai for i = 0, 1, the curvature-

dimension condition, mX({x0}) = ∅, local finiteness of the reference measure, and the
monotonicity of the distortion coefficients imply that

mX(B̄(1+δ)r (x0)\Br (x0))1/N ≥ τ
(r/R)

k,N ((1± δ)R)mX(B̄(1+δ)R(x0)\BR(x0))
1/N .

Since mX is locally finite, we can assume that the right-hand side is finite.
2. Now, we can follow precisely the proof of Theorem 2.3 in [34] to obtain that

mX(∂Br (x0)) = 0 for r ∈ (0, R), mX({x}) = 0 for x ∈ BR(x0)\ {x0} and (16) for
r ∈ (0, R) and R > 0 as chosen like in the first step. If mX ({x0}) �= 0, we can choose
a point x close to x0 such that mX({x}) = 0 and BR(x) ⊂ B2R(x0). This is implied by
the local finiteness of mX and the existence of ε-geodesics. If there is no such point x
then necessarily suppmX = {x0}. We repeat the previous steps for x instead of x0 and
obtain that mX({x0}) = 0 unless suppmX = {x0}.

3. Hence, for any x0 ∈ X , there is R > 0 (sufficiently small) such that dX and
mX restricted to B̄R(x0) satisfy a doubling property provided the radius of balls is
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sufficiently small, and therefore B̄r (x0) is compact for r ∈ (0, R). In particular, X is
locally compact. Then, since (X, dX) is also a complete length space, the generalized
Hopf–Rinow theorem (for instance, see Theorem 2.5.28 in [6]) implies (X, dX) is a
proper metric space. Therefore, any closed ball B̄R(x0) is compact, and we can repeat
the previous step for any 0 < r < R. In particular, it follows that (16) holds, and any
bounded set has finite measure. �
Corollary 5.4 (Doubling) For each metric measure space (X, dX ,mX ) satisfying the
condition CD(k, N ) for an admissible k and N ≥ 1, the doubling property holds on
each bounded set X ′ ⊂ suppmX , and in the case of k ≥ 0, the doubling constant is
≤ 2N , and otherwise it can be estimated in terms of k, N and L as follows

C ≤ 2N cN−1k/(N−1) L

where L is the diameter of the bounded set X ′, and k = minX ′ k.

Proof The result follows from the previous theorem (see also [34]).

Corollary 5.5 (Hausdorff dimension) For each metric measure space (X, dX ,mX)

satisfying a curvature-dimension condition CD(k, N ) for some admissible k and N ≥
1, the Hausdorff dimension of suppmX is ≤ N.

Definition 5.6 Let (X, dX ,mX) be any metric measure space, let N ≥ 1 and let
k : X → R be admissible. We define the effective diameter of (X, dX ,mX) with
respect to k and N as

πk/(N−1) = sup
{
dW (μ0, μ1) : ∃� ∈ DyCplabs(μ0, μ1) with T (t)

k+/−,N
(�) <∞

}
.

where � ∈ DyCplabs(μ0, μ1) if � ∈ DyCpl(μ0, μ1) with (et )�� mX -absolutely
continuous. By definition, we have πk/(N−1) ≤ diam suppmX .

Proposition 5.7 Let (X, dX ,mX) satisfy CD(k, N ) for an admissible function k and
N ≥ 1. Then πk/(N−1) = diam suppmX .

Proof Assume πk/(N−1) < diam suppmX . Then, there are points x, y ∈ suppmX such
that dX(x, y) > c + πk/(N−1) for some c > 0. Therefore, we can consider ε-balls
Bε(x) = A0 and Bε(y) = A1 such that

dX(A0, A1) := inf
x0∈A0,x1∈A1

dX(x0, x1) > πk/(N−1).

If we defineμ0/1 = mX(A0/1)
−1 mX |A0/1 , we see that dW (μ0, μ1) > πk/(N−1). Hence,

for each dynamical optimal plan � ∈ DyCplabs(μ0, μ1)

∞ ≤
∫

τ
(1−t)
k−,N

(|γ̇ |)d�(γ )mX(A0)
1
N +

∫
τ

(t)
k+,N

(|γ̇ |)d�(γ )mX(A1)
1
N .
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However, by the curvature-dimension condition, the right-hand side is smaller than

−SN (μt |mX) ≤ mX(At )
1
N ≤ mX(BR(o))

1
N

for some o ∈ X and R > 0 sufficiently large such that At ⊂ BR(o). At is the set of
all t-midpoints between A0 and A1. However, the Bishop–Gromov comparison tells
us that balls have always finite measure. This results in a contradiction. �
Definition 5.8 Fix a point x ∈ X . Since ∂Br (x) is compact, we can consider
min∂Br (x) k = kx (r) for r < Rx where Rx = sup {r > 0 : ∂Br (x) �= ∅}. Let kx
be the lower semi-continuous envelope of kx . It is clear that kx ≤ k and kx induces a
lower semi-continuous function on X - also denoted by kx -via

y 	→ kx (y) := kx (dX(x, y)).

Theorem 5.9 Let X be a metric measure space satisfying CD(k, N ). If N > 1 then
for each x0 ∈ X, for all 0 < r < R such that R ≤ πkx/(N−1), we have

s(r)

s(R)
≥

sinN−1
kx/(N−1) r

sinN−1
kx/(N−1) R

&
v(r)

v(R)
≥
∫ r
0 sinN−1

kx/(N−1) tdt∫ R
0 sinN−1

kx/(N−1) tdt
. (17)

Proof First

inf
dX (x,z)

{
kx (dX(x, z))+ n| dX(x, z)− dX (x, y)|

} = kx,n(dX(x, y))

and since kx,n(r) ↑ kx (r)we have kx,n(dX(x, y)) =: k′x,n(y) ↑ kx (y). Bymonotonic-
ity with respect to the curvature function, X satisfies CD(k′x,n, N ). Hence, if we
consider 0 < r < R < Rx , and Ai with μi for i = 0, 1 as in Theorem 5.3 (replace x0
by x), then we obtain

mX(B̄(1+δ+ε)r (x)\B(1−ε)r (x))
1
N

≥
∫

τ
(r/R)

kx,n,γ ,N (|γ̇ |)d�n,ε,δ(γ )mX(B̄(1+δ)R(x)\BR(x))
1
N

+
∫

τ
(1−r/R)

kx,n,γ ,N (|γ̇ |)d�n,ε,δ(γ )mX(B̄ε(x))
1
N

where �n,ε,δ is an optimal dynamic plan between μ0 and μ1. Since the left-hand
side is finite, the right-hand side is uniformly bounded, and the distortion coefficients
are finite almost everywhere. If ε → 0, compactness of closed balls implies that
we can find a subsequence of �n,ε,δ that converges to �n,δ for n → ∞ and with
(e0)∗�n,δ = δx . The previous inequality becomes

mX(B̄(1+δ)r (x)\Br (x)) ≥
(∫

τ
(r/R)

kx,n,γ ,N (|γ̇ |)d�n,ε,δ(γ )

)N

mX(B̄(1+δ)R(x)\BR(x))
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We remark that γ 	→ τ
(r/R)

kx,n,γ ,N (|γ̇ |) is bounded and continuous for geodesics γ in a

sufficiently large ball. Similarly, if δ goes to 0, we can take another sub-sequence of
�n,δ that converges to �n . If we divide both sides by δr and take δ → 0, the previous
inequality becomes

sx (r) ≥
(∫

σ
(r/R)

kx,n,γ /(N−1)(|γ̇ |)d�n(γ )

)N

sx (R).

(e0)∗�n = δx and (e1)∗�n is a probability measure with (e1)∗�n(∂BR(x)) = 1.
Hence �n is supported on geodesics with γ (0) = x and |γ̇ | = R, and by definition
of k′x,n we have that k′x,n ◦ γ̄ = k′x,n(·R) is independent of γ . Therefore

sx (r)

sx (R)
≥ σ

(r/R)

kx,n/(N−1)(R)N−1.

Now, take n → ∞. Since kx,n ↑ kx , one can check as in Lemma 3.14 that - after
choosing another subsequence - skx,n ↓ skx . This is the first claim. The second one
follows as in Theorem 5.3. �
Theorem 5.10 Let (X, dX ,mX) be a metric measure space satisfying CD(k, N ) for
N > 1. Assume there is point p ∈ suppmX , α > 0 and R > 0 such that

k(x) ≥
(
1
4 (N − 1)+ α2

)
dX(p, x)

−2 for all x ∈ suppmX with dX(p, x) > R.

Then diam suppmX ≤ Re
π
α , and suppmX is compact.

Proof Assume the contrary. Then we can find a point q ∈ X such that dX(p, q) >

(R + δ)e
π
α for some 0 < δ < R. We choose ε > 0 such that 2ε(2− e− π

α ) < δ and

min
x∈Bε (p),y∈Bε (q)

dX(x, y) =: dX(B̄ε(q), B̄ε(p)) > (R + δ)e
π
α .

We set B̄ε(q) =: A0 and B̄ε(p) =: A1 and define probability measures

μi = mX(Ai )
−1μX |Ai

where i = 0, 1. Let q ′ ∈ B̄ε(q) and p′ ∈ B̄ε(p). We consider a geodesic γ : [0, 1] →
X between q ′ and p′ and estimate the curvature along γ as follows. Let γ̄ be the unit
speed reparametrization of γ . For 0 < t < [dX(q ′, p′)+ 2ε](1− e− π

α ) we have

dX(p, γ̄ (t)) ≥ dX(p
′, γ (t))− dX(p, p

′) ≥ [dX(p
′, q ′)− t] − ε

> dX(q
′, p′)e−

π
α − 2ε(1− e−

π
α )− ε

≥ (R + δ)− 2ε(2− e−
π
α ) > R
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Therefore

k(γ̄ (t)) ≥ c

dX(p, γ̄ (t))2
≥ c

(dX(p, p′)+ dX(p′, γ̄ (t))2

≥
(

α2 + 1

4

)
(N − 1)

1

(ε + dX(q ′, p′)− t)2
=: k(t)(N − 1)

We obtain a lower estimate for the modified distortion coefficient along γ . The gener-
alized sin-function sk◦γ̄ /(N−1) is bounded from below by sk which is given explicitly
by

sk(t) = C
√

ε + dX(p′, q ′)− t) sin
[
α log

(
ε+dX (q ′,p′)−t

(ε+dX (q ′,p′))e−π/α

)]
.

where C is a normalization constant. We see that the second zero of sk appears at

(ε + dX(q
′, p′))(1− e−

π
α ) < dX(q

′, p′)− R + ε(1− e−
π
α ) < dX(q

′, p′).

Therefore, the second zero of sk◦γ̄ appears strictly before t = dX(q, p). Consequently

σ
(t)
k◦γ,N−1(θ) ≥ σ

(t)
k (θ) = ∞.

We conclude that

mX(At )
1
N ≥

∫
τ

(1−t)
k−γ ,N ′(|γ̇ |)d�(γ )mX (A0)

1
N ′ +

∫
τ

(t)

k+γ ,N ′(|γ̇ |)d�(γ )mX (A1)
1
N ′

= ∞.

At is again the set of all t-midpoints between A0 and A1, and� is an optimal dynamic
transference forμ0 and μ1. As in the previous Proposition, this yields a contradiction.

Example 5.11 The previous theorem is sharp in the sense that one cannot improve the
result by replacing the lower bound 1

4 (N − 1) for c by a smaller lower bound. For
instance, consider

([0,∞), | · |2,
(√

r
)N−1

dr).

Using Theorem 4.12 and Proposition 7.3 one can check that it satisfies the curvature-
dimension CD(k, N ) for

k(r) = 1

4
(N − 1)r−2

k satisfies the assumption of the theorem for c = 1
4 (N − 1) and any p ∈ [0,∞)

since k(r) ∼ 1
4 (N − 1)|r − p|−22 for r > 0 sufficiently large but one cannot find

a point p ∈ [0,∞), c > 1
4 (N − 1) and R > 0 such that k(r)r2 ≥ c for r > 0

with |r − p|2 ≥ R. A Riemannian manifold of geometric dimension N satisfying this
property can be constructed via warped products.
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6 Stability

6.1 Measured Gromov–Hausdorff Convergence

A rectifiable curve γ : [0, 1] → X with constant-speed parametrization is called ε-
geodesic if L(γ ) − ε ≤ dX(γ (0), γ (1)). The family of all ε-geodesics is denoted
with Gε(X), and it is equipped with the topology that comes from d∞(γ, γ̃ ) =
supt dX(γ (t), γ̃ (t)). Measurability is understood in the sense of this topology. Obvi-
ously, we have Gε(X) ⊆ Gη(X) if ε ≤ η and G0(X) = G(X). If X is compact, then
Gε(X) is compact with respect to d∞. Since L(γ ) ≤ ε+diamXi

for every γ ∈ Gε(X),
this follows from Theorem 2.5.14 in [6].

A probability measure � on Gε(X) is called dynamic transference plan between
(e0)�� and (e1)��. If k : X → R ∪ {∞} is an admissible function, we can consider
kγ for γ ∈ Gε(X) and the corresponding generalized sin-function and the modified
distortion coefficient. One can check that γ 	→ τ

(t)
kγ ,N (|γ̇ |) is a measurable function on

Gε(X). The evaluation map et : γ 	→ γ (t) is continuous and hence measurable.

Definition 6.1 A sequence (Xi , dXi
)i∈N of compact metric spaces converges in

Gromov–Hausdorff sense to a compact metric space (X, dX) if there is a compact
metric space (Z , dZ ) and isometric embeddings ιi : Xi → Z , ι : X → Z such that
dZ ,H (ιi (Xi ), ι(X)) → 0 where dZ ,H is the Haudorff distance w.r.t. to dZ .

A sequence of compact metric measure spaces (Xi , dXi
,mXi

) converges in mea-
sured Gromov–Hausdorff sense to a compact metric measure space (X, dX ,mX) if
there exists a compact metric space (Z , dZ ) and isometric embeddings ιi , ι as before
such that the corresponding metric spaces converge in Gromov–Hausdorff sense and
(ιi )� mXi

→ (ι)� mX with respect to weak convergence in Z .
A sequence of isomorphism classes [(Xi , dXi

,mXi
)] of metric measures spaces

converges in measured Gromov sense to an isomorphism class of a normalized met-
ric measure space (X, dX ,mX ) if there exists a metric space (Z , dZ ) and isometric
embeddings ιi : Xi → Z and ι : X → Z such that (ιi )� mXi

→ (ι)� mX with respect
to weak convergence of finite measures in Z .

Remark 6.2 If a sequence (Xi , dXi
,mXi

) of compact metric measure spaces con-
verges inmeasuredGromov–Hausdorff sense to (X, dX ,mX) then this yieldsmeasured
Gromov convergence of the corresponding isomorphism classes [33, Lemma 3.18],
[17, Theorem 3.30]. The converse is not true in general. However, if the family
(Xi , dXi

,mXi
)i∈N satisfies an uniform doubling property and the corresponding iso-

morphism classes converge in measured Gromov sense to [(X, dX ,mX)], then by
Gromov’s compactness theorem, one can extract a subsequence that converges in
measured Gromov–Hausdorff sense to a limit space (X ′, dX ′ ,mX ′), and consequently
[(X, dX ,mX)] = [(X ′, dX ′ ,mX ′)]. Therefore, if suppmX = X , then (Xi , dXi

,mXi
)

converges in measured Gromov–Hausdorff sense to (X, dX ,mX) [33, Lemma 3.18],
[17, Theorem 3.33].

Lemma 6.3 Let k : X → R∪{∞} be admissible and N > 1. For dynamic couplings
(�n)n∈N supported on Gη(X) for some η > 0 with the same marginals μ0, μ1 ∈

123



Metric Measure Spaces with Variable Curvature Bounds 1977

P(X,mX) which converge to a dynamic coupling �∞, it follows

lim sup
n→∞

T (t)
k,N (�n|mX) ≤ T (t)

k,N (�∞|mX).

Proof First, we assume that k is continuous. We will show that

lim inf
n→∞

∫
τ

(t)

k+γ ,N
(|γ̇ |)�0(γ0)− 1

N �n(dγ ) ≥
∫

τ
(t)

k+γ ,N
(|γ̇ |)�0(γ0)− 1

N �∞(dγ ).

Let �n,x0(dγ ) be a disintegration of �n with respect to μ0 for n ∈ N ∪ {∞}, and let
C ∈ (0,∞). We put

vC0,n(x0) :=
∫ [

τ
(t)

k+γ ,N
(|γ̇ |) ∧ C

]
�n,x0(dγ ).

where n ∈ N ∪ {∞}. Since Cb(X) is dense in L1(mX), and since vC0,n is bounded by
definition, for each ε > 0, there is ψ ∈ Cb(X) such that

∫
vC0,n|�

− 1
N

0 ∧ C − ψ |dμ0 < ε for all n ∈ N ∪ {∞} (18)

if C < ∞. Weak convergence of �n → �∞ on Gη(X) implies that one can find nε

such that for each n ≥ nε , one has

∫
vC0,∞ψdμ0 ≤

∫
vC0,nψdμ0 + ε (19)

Putting together (18) and (19) one gets

∫
vC0,∞[�

− 1
N

0 ∧ C]dμ0 ≤
∫

vC0,n[�
− 1

N
0 ∧ C]dμ0 + 3ε ≤

∫
v∞0,n�

− 1
N

0 dμ0 + 3ε.

It follows that for each C > 0,

∫
vC0,∞�

− 1
N

0 ∧ Cdμ0 ≤ lim inf
n→∞

∫
v∞0,n�

− 1
N

0 dμ0. (20)

Finally, let C →∞∫
τ

(t)

k+γ ,N
(|γ̇ |)�0(γ0)− 1

N �(dγ ) ≤ lim inf
n→∞

∫
v∞0,n�

− 1
N

0 dμ0.

The same statement holds with �0 replaced by �1 and τ
(t)

k+γ ,N
replaced by τ

(1−t)
k−γ ,N

.

Now, let k be lower semi-continuous, and let ki be a sequence of continuous func-
tions that converge pointwise monotone from below to k. By monotonicity of the
distortion coefficients, we observe that

τ
(t)
k+i,γ ,N

(|γ̇ |) ↑ τ
(t)
k+γ ,N

(|γ̇ |)
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for any γ ∈ Gε . Therefore, vC0,∞,i ↑ vC0,∞ and v∞0,n,i ↑ v∞0,n if i → ∞. In particular,
by the monotone convergence theorem for ε > 0, we can choose iε ∈ N such that∫ [

vC0,∞ − vC0,∞,i

]
�
− 1

N
0 ∧ Cdμ0 < ε for i ≥ iε .

Hence, together with (20) it follows that∫
vC0,∞�

− 1
N

0 ∧ Cdμ0 − ε ≤ lim inf
n→∞

∫
v∞0,n,i�

− 1
N

0 dμ0 ≤ lim inf
n→∞

∫
v∞0,n�

− 1
N

0 dμ0

and finally we let C →∞ and ε → 0, and the result follows as before. �
Proposition 6.4 Let (Xi , dXi

) be a sequence of compact length spaces converging in
Gromov–Hausdorff sense to a length space (X, dX). Then for all ε > 0, there exists
iε ∈ N with the following property. If i ≥ iε , and γ : [0, 1] → Xi is a geodesic, then
there exists a geodesic γ ′ : [0, 1] → X such that dZ ,∞(γ ′, γ ) < ε. Moreover, we can
choose �i : γ 	→ γ ′ to be a measurable map from G(Y ) to G(X).

Proof We can use exactly the same argument as in the proof of a similar statement in
the appendix of [23]. �
Definition 6.5 Let (Xi , dXi

) be a sequence of compactmetric spaces that converge to a
compact metric space (X, dX ) in Gromov–Hausdorff sense. Let Z be a compact metric
space where Gromov–Hausdorff convergence is realized. Let ki , k : Xi , X → R be
admissible functions. We say lim inf i→∞ ki ≥ k if for each η > 0 there exists iη ∈ N

and δ > 0 such that ki (x) ≥ k(y)− η if i ≥ iη, x ∈ Xi , y ∈ X and dZ (x, y) < δ. The
definition does not depend on the choice of Z .

Theorem 6.6 Let (Xi , dXi
,mXi

)i∈N be compact metric measure spaces satisfying
CD(ki , Ni ) respectively for admissible functions ki and Ni ∈ [1,∞). Assume
(Xi , dXi

,mXi
) converges in measured Gromov–Hausdorff sense to a compact metric

measure space (X, dX ,mX). Let k : X → R̄ be an admissible function and N ∈ [1,∞)

such that

lim inf
i→∞ ki ≥ k & lim sup

i→∞
Ni ≤ N & diamXi

≤ L .

Then (X, dX ,mX) satisfies CD(k, N ).

Remark 6.7 The previous stability theorem uses the notion of measured Gromov–
Hausdorff convergence though it is not a property of isomorphism classes of metric
measure spaces. The reason for that is that we will apply Proposition 6.4 that guar-
antees convergence of sequences of geodesics in (Xi , dXi

) where the limit might
not be in the support of mX . If we assume that mX has full support, then a suitable
reformulation of the theorem holds for measured Gromov convergence as well by
Remark 6.2. We want to emphasize that Gromov’s precompactness theorem—that is a
major source of geometric applications in finite dimensional context—yieldsmeasured
Gromov–Hausdorff convergence in the first place anyway. See also the discussion at
the beginning of Sect. 4.2 in [17].
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Proof of Theorem 1. Without loss of generality, we assume that mXi
has full sup-

port. Gromov–Hausdorff convergence yields that (X, dX) is a geodesic space, and
diamX ≤ L . The curvature-dimension condition yields a uniform doubling property
for suppmXi

. Therefore, by compactness of Xi , the measure mXi
is finite. Moreover,

suppmX satisfies a doubling property as well, and thereforemX is finite as well. Hence,
without loss of generality we normalize any reference measure. By Remark 6.2, mea-
sured Gromov–Hausdorff convergence yields measured Gromov convergence of the
corresponding isomorphism classes. Let us fix a metric space (Z , dZ ) and isometric
embeddings ιi : Xi → Z and ι : X → Z where the measured Gromov and the
measured Gromov–Hausdorff convergence are realized according to Definition 6.1.
First, assume that k is continuous.

2. mXi
converges weakly to mX in Z as probability measures. Hence, let qi be

optimal couplings between mXi
and mX such that

∫
d2Z dqi = dZ ,W (mXi

,mX)
2 =:

d2i → 0. Therefore, we can choose iε such that for i ≥ iε we have that di ≤ ε.
Following [33], for fixed i ∈ N, one can define a map Qi : P2(mX)→ P2(mXi

) with

SN (Qi (μ)|mXi
) ≤ SN (μ|mX) & d2Z ,W (μ, Qi (μ)) < δi (21)

where dZ ,W denotes the Wassertstein distance in (Z , dZ ) and δi → 0 for i →∞. Qi

is constructed by disintegration qi with respect to mXi
. More precisely, for μ = �mX ,

we set μi = Qi (μ) = �i d mXi
where

�i (y) =
∫
X

�(x)Qi (y, dx)

and Qi is a disintegration of qi w.r.t. mX . Similarly, we define Qi : P2(mXi
) →

P2(mX) by μi = Qi (μ) = �i d mXi
where

�i (x) =
∫
X

�(y)Qi (x, dy)

and Qi is a disintegration of qi w.r.t. mXi
. Again we have

SN (Qi (μ)|mX) ≤ SN (μ|mXi
) & d2Z ,W (μ, Qi (μ)) < δi (22)

with δi → 0 if i →∞. Hence, we can choose iε such that δi , δi ≤ ε2 for i ≥ iε .
3. Pick measures μ0 = �0 mX and μ1 = �1 mX in P2(X,mX) with bounded

densities, and define μ j,i = Qi (μ j ) for j = 0, 1. Due to the curvature-dimension
condition for Xi , there exists a geodesic (μt,i )t∈[0,1] between μ0,i and μ1,i and a
dynamic optimal plan �i such that (et )��i = μt,i and

SN ′(μt,i |mXi
) ≤ T (t)

ki ,N
′(�i |mXi

).

By (22), we know that Qi decreases SN ′ . Note that Qi (μt,i ) = μ̂t,i satisfies

| dX,W (μ0, μ̂t,i )− t dX,W (μ0, μ1)| ≤ 2ε.
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By compactness, μ̂t,i converges weakly in X for each rational t ∈ [0, 1] for i →∞
after extracting a subsequence, and by Lipschitz continuity, the limit extends to a
geodesic (μt )t∈[0,1] in P2(X). For instance, see (vi) in the proof of Theorem 3.1 in
[34]. For simplicity, we write N for N ′.

4. In this step, we will generalize the map �i : G(Xi ) → G(X). Increase iε such
that dZ ,∞(γ,�i (γ )) ≤ ε for i ≥ iε and each geodesic γ ∈ G(X). Since X is a compact
geodesic space, one can choose a measurable map� : X2 → G(X) such that �(x, y)
is a geodesic between x and y. For instance, this follows from a measurable selection
theorem. Pick a geodesic γ ∈ Xi and consider the geodesic �i (γ ) in X . Consider the
map �i : G(Xi )× X2 → GL(X) that is defined as follows

(γ, x0, x1) 	→ �(x0,�i (γ )(0)) ∗�(γ ) ∗�(�i (γ )(1), x1) ∈ GL(X).

Here, the operator ∗ denotes the cancatenation of curves with constant-speed repara-
metrization on [0, 1]. It is clear from the construction that �i maps to GL(X) and �i

is measurable. We also set �i,γ (·) := �i (γ, ·) with �i,γ : X2 → GL(X). Then we
define Q(γ, dσ) = [(�i,γ )�Pγ ](dσ) where

Pγ (dx0, dx1) := � j (x0)

� j,i (γ (0))
Qi (γ (0), dx0)⊗ � j (x1)

� j,i (γ (1))
Qi (γ (1), dx1).

Q : G(X)× P(GL(X)) → R is a Markov kernel. We define a dynamic plan �̂i via

∫
G(Xi )

Q(γ, dσ)�i (dγ ) = �̂i (dσ) ∈ P(GL(X)).

Set (e0, e1)��̂i = π̂i . If f : X2 → R is continuous and bounded, then we compute

∫
X2

f (x0, x1)π̂i (dx0, dx1) =
∫
G(Xi )

∫
GL (X)

f (e0(σ ), e1(σ ))Q(γ, dσ)�i (dγ )

=
∫
G(Xi )

∫
X2

f (x0, x1)
�0(x0)�1(x1)

�0,i (γ0)�1,i (γ1)
Qi (γ0, dx0)Qi (γ1, dx1)�i (dγ )

=
∫
X2
i

∫
X2

f (x0, x1)
�0(x0)�1(x1)

�0,i (y0)�1,i (y1)
Qi (y0, dx0)Qi (y1, dx1)πi (dy0, dy1)

=
∫
X2
i

∫
X2

f (x0, x1)
�0(x0)�1(x1)

�1,i (y1)
Qi (y1, dx1)πi (y0, dy1)Q

i (x0, dy0)mX(dx0)

(23)

Here πi (y0, dy1) is a disintegration of πi w.r.t. μ0,i . The last equality follows from

Qi (y0, dx0)πi (dy0, dy1) = Qi (y0, dx0)πi (y0, dy1)ρ0,i (y0)mXi
(dy0)

= ρ0,i (y0)πi (y0, dy1)Qi (y0, dx0)mXi
(dy0)

= ρ0,i (y0)πi (y0, dy1)Q
i (x0, dy0)mX(dx0). (24)
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Since (23) holds for any f , we obtain an explicit formula for π̂i . If one chooses
f (x0, x1) = f0(x0) or f (x0, x1) = f1(x1), one can see that that the first and the final
marginal of �̂i are μ0 and μ1 respectively. Let �̂i,x0,x1(dσ) be a disintegration of �̂i

with respect to π̂i .
Let C > 0 be a constant. For γ ∈ G(Xi ) and for σ ∈ GL(X), we define

τ
(1−t)/(t)
k
−/+
i,γ ,N

(|γ̇ |) =: b−/+(γ ) ∈ [0,∞] and τ
(1−t)/(t)
k
−/+
σ −η,N

(|σ̇ |) ∧ C =: a−/+(σ ).

σ ∈ GL 	→ a−/+(σ ) is continuous function with respect to d∞. The dependence of
a−/+ and b−/+ on k, η, N and C is suppressed in our notation but we wil also write
a−/+
k if necessary.
5. We consider (e0, e1)��i = πi , and (e0, e1) : 
i → suppπi ⊂ X × X . Let

�i,y0,y1(dγ ) be the disintegration of �i with respect to πi , and let π j,i (y′, dy) be a
disintegration of πi with respect to μ j,i for j = 0, 1. We put

v0(y0) :=
∫
Xi

∫
G(X2

i )

τ
(1−t)
k−i,γ ,N ′(|γ̇ |)�i,y0,y1(dγ )π0,i (y0, dy1) =

∫
τ

(1−t)
k−i,γ ,N ′(|γ̇ |)�i (dγ )

and similarly, we define v1(y1) replacing τ
(1−t)
k−i,γ ,N ′(|γ̇ |) by τ

(t)

k+i,γ ,N ′(|γ̇ |), and π0, j by π1, j .

We compute

T (t)

k,N ′(�i |mXi
) =

∑
j=0,1

∫
Xi

[∫
X

� j (x j )Qi (y j , dx j )

]1− 1
N

v j (y j )mXi
(dy j )

≥
∑
j=0,1

∫
Xi

∫
X

� j (x j )
1− 1

N Qi (y j , dx j )v j (y j )mXi
(dy j )

=
∑
j=0,1

∫
Xi

∫
X

� j (x j )
− 1

N
� j (x j )

� j,i (y j )
Qi (y j , dx j )v j (y j )μi (dy j )

=:
∑
i=0,1

(†) j

One has the following identity:

(†)0 =
∫
Xi

∫
X

�0(x0)
− 1

N
� j (x0)

�0,i (y0)
Q′i (y0, dx0)v0(y0)μi (dy0)

=
∫
X2
i

∫ [∫
X2

�0(x0)
− 1

N
�0(x0)�1(x1)

�0,i (y0)�1,i (y1)
Qi (y1, dx1)Qi (y0, dx0)b

−(γ )

]
�i (dγ )

=
∫
X2
i

∫ [∫
X2

�0(x0)
− 1

N
�0(x0)�1(x1)

�0,i (γ0)�1,i (γ1)
Qi (γ1, dx1)Qi (γ0, dx0)b

−(γ )

]
�i (dγ )

=
∫
X2
i

∫ ∫
X2

�0(x0)
− 1

N Pγ (d(x0, x1))b
−(γ )�i,y0,y1(dγ )πi (d(y0, y1)) = (#)0
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In the third equality, we used that (e0, e1)(γ ) = (y0, y1) is constant on the support of
�i,y0,y1(dγ ).

(#)0 =
∫
Xi

∫ ∫
X2

�0(x0)
− 1

N
[
a−
(
(�i,γ (x0, x1)

)+ (b−(γ )− a−(�i,γ (x0, x1))
)]

× Pγ (d(x0, x1))�i,y0,y1(dγ )πi (d(y0, y1))

=
{∫ ∫

X2
�0(e0(�i,γ (x0, x1))

− 1
N a−(�i,γ (x0, x1))Pγ (d(x0, x1))�i (dγ )

= (∗∗)0{
+
∫
X2
i

∫ ∫
X2

�0(x0)
− 1

N
(
b−(γ )− a−(�i,γ (x0, x1))

)
Pγ (d(x0, x1))�i (dγ )

= (∗)0

and similarly for (†)1.
6. Consider the sequence of optimal couplings (qi )i∈N between mX and mXi

. We
fix λ > 0. By Markov’s inequality,

qi (dZ (x, y) > λ) ≤ 1

λ2

∫
d2Z (x, y)dqi =

d2i
λ2
≤ ε2

λ2
for i ≥ iε .

Hence, if we defineX λ = {(x, y) ∈ X × Xi : dZ (x, y) ≤ λ}, we have qi ((X λ)c)→ 0
for i →∞. Recall (24), consider (∗)0, and rewrite it as

∫
X2
i

∫ ∫
X2

�0(x0)
− 1

N
(
b−(γ )− a−(�i,γ (x0, x1))

)
Pγ (d(x0, x1))�i (dγ )

=
∫
X×Xi

∫
X×Xi

∫ (
b−(γ )− a−(�i,γ (x0, x1))

)
�i,y0,y1(dγ )

× �0(x0)1−
1
N �1(x1)

�0,i (y0)�1,i (y1)
Qi (y1, dx1)Qi (y0, dx0)πi (dy0, dy1)

=
∫
X×Xi

∫
X×Xi

∫ (
b−(γ )− a−(�i,γ (x0, x1))

)
�i,y0,y1(dγ )

× �0(x0)1−
1
N �1(x1)

�1,i (y1)
Qi (y1, dx1)πi (y0, dy1)qi (dx0, dy0)

=
[∫

X λ

∫
X λ

∫
. . .

]
=: (I I ) +

[∫
X λ,c

∫
X λ,c

∫
. . .

]
=: (I )

First, a− and �0 are bounded independent of i or λ, and b− is non-negative. Hence,
there is M > 0 such that
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(I ) ≥ −
∫
X λ,c

∫
X λ,c

∫
M

�1(x1)

�1,i (y1)
�i,y0,y1(dγ )Qi (y1, dx1)πi (y0, dy1)qi (dx0, dy0)

= −
∫
X λ,c

∫
X λ,c

M
�1(x1)

�1,i (y1)
Qi (y1, dx1)πi (y0, dy1)qi (dx0, dy0)

≥ −
∫
X λ,c

∫
Xi

Mπi (y0, dy1)qi (dx0, dy0)

= −M
∫
X λ,c

qi (dx0, dy0) ≥ −M

λ
dZ ,W (mXi

,mX)
2 ≥ −M

ε2

λ2
for i ≥ iε .

(25)

Second, we wan to estimate (I I ). Observe that dZ ,∞(γ,�i,γ (x0, x1)) ≤ 2λ+ 2ε and
�i,γ (x0, x1) ∈ G2λ+2ε(X) provided we have (x0, γ0), (x1, γ1) ∈ X λ and i ≥ iε .
Hence, we fix η > 0 and since lim inf ki ≥ k, we choose λ > 0, ε > 0 sufficiently
small and iη ≥ iε sufficiently large such that ki,γ ≥ kσ − η whenever dZ (γ, σ ) ≤
2λ + 2ε for every γ ∈ Xi and every σ ∈ X and for i ≥ iη. Hence, by monotonicity
of distortion coefficients, we have τ

(t)
kγ ,N (|γ̇ |) ≥ τ

(t)
kσ−η,N (|σ̇ |), and therefore b−(γ )−

a−(�i,γ (x0, x1)) ≥ 0 provided (x0, γ0), (x1, γ1) ∈ X λ. Hence, (I I ) ≥ 0. Together
with (25), we obtain for i ≥ iη

− T (t)

k,N ′(�i |mXi
) ≥

∫ [
a−(σ )�0(σ0)

− 1
N + a+(σ )�1(σ1)

− 1
N

]
�̂i (dσ)− M

ε2

λ2
.

(26)

7. Now, choose λ = √ε, a sequence εi ↓ 0 for i → 0, and pick for every i ∈ N a
measure �̂i as in (26). SinceGL(X) is compactwith respect to d∞, Prohorov’s theorem
yields that there is a subsequence of �̂i that converges to a dynamic transference plan
� that is supported on GL(X). Recall that (e j )��̂i = μ j for j = 0, 1 and all i . By a
modification of Lemma 6.3 (replacing τk−/+,N by a−/+), it follows that

RHS in (26)→
∫ [

a−(σ )�0(σ0)
− 1

N + a+(σ )�1(σ1)
− 1

N

]
�(dσ)− Mε if i →∞.

We show that (e0, e1)�� =: π is an optimal coupling, and � is supported on G(X).
The first claim follows by construction of �̂i . We have an explicit representation

for the coupling π̂i by (23) that is the same coupling as constructed by Sturm in [34]
(more precisely, this is q̄r on page 154). It is an almost optimal coupling between μ0
and μ1, and the error becomes small if i is large. Therefore, since π̂i → π weakly
and since the total cost of couplings is lower semi-continuous with respect to weak
convergence of couplings, π is optimal for μ0 and μ1.

For the second claim, we decompose �̂i with respect to X
√

εi . Recall

∫
f (σ )�̂i (dσ) =

∫
X2
i

∫
X2

∫
G(Xi )

f ((�i,γ )�(x0, x1))
�0(x0)�1(x1)

�0,i (y0)�1,i (y1)

× Qi (y1, dx1)Qi (y0, dx0)�i,y0,y1(dγ )πi (dy0, dy1). (27)
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We set for f ∈ Cb(GL(X))

Li,√εi
f :=

∫
X2
i

∫
X2

∫
G(Xi )

f ((�i,γ )�(x0, x1))1(X√
εi )2

(x0, y0, x1, y1)
�0(x0)�1(x1)

�0,i (y0)�1,i (y1)

× Qi (y1, dx1)Qi (y0, dx0)�i,y0,y1(dγ )πi (dy0, dy1).

By Riesz’ theorem, Li,√εi
yields a measure �̃i such that Li,√εi

f = ∫
f (σ )d�̃i (σ )

and that is supported on G2εi+2√εi (X) by construction of X
√

εi .
Note that G2εi+2√εi (X) ⊂ G2ε j+2√ε j (X) for i ≥ j , and since G2ε+2√ε(X) is com-

pact, by diagonal argument, we find a subsequence such that �̃i converges to ameasure
�̃ supported on G2εi+2√εi (X) for every i ∈ N. Since G(X) = ⋂

i∈N G2εi+2√εi (X) by
the Arzela–Ascoli theorem, �̃ is supported on G(X). For every i , we consider the
decomposition �̂i − �̃i =: �̄i and as in (25) we see that 0 ≤ �̄i (GL(X)) ≤ Mεi for
all i ≥ iη. Hence, (�− �̃)(GL(X)) = 0, and therefore G(X) has full �-measure.

Together with the convergence of Qi (μt,i ) to μt (step 3.) the curvature-dimension
condition on Xi and lower semi-continuity of SN , we get

SN (μt |mX) ≤ −
∫ [

a−(σ )�0(σ0)
− 1

N + a+(σ )�1(σ1)
− 1

N

]
�(dσ). (28)

Since η was arbitrary, application of another compactness argument on X yields the
inequality for k instead k − η.

8. Now, we will check that (et )�� = μt where (μt )t∈[0,1] is the geodesic that we
found in step 3.

Consider again �̃i . It is a finite measure on G2ε+2√ε(X) and by normalization, we
can make it a probability measure. Recall again (27). If g ∈ Cb(Xi × X), then

αi

∫
g(et (γ ), et (�i,γ (x0, x1)))1(X√

ε )2
(x0, y0, x1, y1)

× �0(x0)�1(x1)
�0,i (y0)�1,i (y1)

Qi (y1, dx1)Qi (y0, dx0)�i (dγ )

defines a coupling between (et )��i = μt,i from step 3 and (et )�(αi�̃i ) where αi > 0
is a normalization constant with αi → 1 if i →∞. Choosing g = d2Z |XiX , we obtain
by construction of�i and X

√
εi that dZ ,W (μt,i , (et )��̃i ) ≤ 2

√
εi +2εi . Recallμt,i →

μt weakly. Moreover, weak convergence of αi�̃i to �̃ implies weak convergence
of (et )�αi�̃i to (et )��̃. Consequently, (et )��̃ = μt since dZ ,W (μt,i , (et )��̃i ) ≤
2
√

εi + 2εi → 0. Moreover, since ((et )��− (et )��̃)(X) = 0, we have μt = (et )��.
9. In the last step, wewant to remove the remaining assumptions, namely continuity

of k and boundedness of � j and a−/+.
Consider general probability measuresμ0, μ1 ∈ P2(mX)with densities ρ j for j =

0, 1. Fix an arbitrary optimal coupling π̃ between μ0 and μ1, and set for r ∈ (0,∞)

Er :=
{
(x0, x1)) ∈ X2 : ρ0(x0) ≤ r, ρ1(x1) ≤ r

}
, αr = π̃(Er ), π̃r := 1

αr
π̃ |Er .
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The coupling π̃r is an optimal coupling between its marginals μr
0 and μr

1 such that

dX,W (μ j , μ
r
j ) ≤ ε for j = 0, 1 if r > 0 sufficiently large. (29)

Dependingon r > 0wecan constructμr
t and�r as before.After successively choosing

subsequences - that μr
t converges weakly to a probability μt for t ∈ [0, 1] ∩Q. Then,

again as in step (vi) of the proof of Theorem 3.1 in [34]μt extends to geodesic between
μ0 and μ1 and lim inf i→∞ SN (μr

t |mX∞) ≥ SN (μt |mX∞) for t ∈ [0, 1].
Set a−(σ )�0(σ0)

− 1
N + a+(σ )�1(σ1)

− 1
N = ψ(γ ). ψ is integrable w.r.t. �, since

the coefficients a+/− are bounded, since ρ0 and ρ1 are probability densities for μ0
and μ1, respectively, and since � is a coupling between μ0 and μ1. Therefore, if we
set �ε = αr�

r +��π̃ |X2\Er
, it follows that

lim
ε→0

∣∣∣∣
∫

ψ(γ )d�ε(γ )−
∫

ψ(γ )d�r (γ )

∣∣∣∣ = 0.

(see also step (v) in the proof of Theorem 3.1 in [34] for similar argument) Now, by
compactness, we can choose subsequence εi such that �εi converges weakly to an
optimal coupling � between μ0 and μ1. Since �ε is a coupling between μ0 and μ1
for every ε > 0, we can apply again Lemma 6.3. Hence,

SN (μt |mX∞) ≤ lim inf
i→∞ SN (μ

r(εi )
t |mX∞) ≤ lim sup

i→∞
−
∫

ψ(γ )d�εi (γ )

≤ −
∫

ψ(γ )d�(γ ).

If k is lower semi-continuous, we take monotone sequence of continuous functions kn
that approximates k from below. Since we can repeat all the previous steps, for any n,
we obtain an optimal dynamic coupling �n and a Wasserstein geodesic μn

t such that
(28) holds with k replaced by kn . The right-hand side of (28) is monotone with respect
to kn . Therefore, we obtain

SN (μn
t |mX) ≤ −

∫ [
a−kn (γ )�0(γ0)

− 1
N + a+kn (γ )�1(γ1)

− 1
N

]
�n(dγ )

≤ −
∫ [

a−kn̂ (γ )�0(γ0)
− 1

N + a+kn̂ (γ )�1(γ1)
− 1

N

]
�n(dγ ).

for n ≥ n̂. Compactness yields a subsequence such that �ni and μ
ni
t converge if

i →∞ and by another application of Lemma 6.3 the limits of � and μt satisfy

SN (μt |mX) ≤ −
∫ [

a−kn̂ (γ )�0(γ0)
− 1

N + a+kn̂ (γ )�1(γ1)
− 1

N

]
�(dγ ). (30)
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We let n̂ →∞. Then the theorem of monotone convergence yields the estimate

SN (μt |mX) ≤ −
∫ [

a−k (σ )�0(σ0)
− 1

N + a+k (σ )�1(σ1)
− 1

N

]
�(dσ). (31)

Finally, by a similar reasoning as before, C ↗ ∞ yields a−/+(γ ) ↗ τ
(t)

k
−/+
γ ,N

(|γ̇ |) ∈
R ∪ {∞} for any γ ∈ G(X), and again by monotone convergence, the left-hand side
in (31) converges to

SN (μt |mX) ≤ −
∫ [

τ
(1−t)
k−γ ,N

(|γ̇ |)�0(γ0)− 1
N + τ

(t)

k+γ ,N
(|γ̇ |)�1(γ1)− 1

N

]
�(dγ ).

This finishes the proof. �
Corollary 6.8 Let (Mi , gMi

)i∈N be a family of compact Riemannian manifolds with

ricMi
≥ ki & dimMi

≤ N & diamMi
≤ L

where ki : Mi → R are lower semi-continuous functions such that ki ≥ −C for
some C > 0. Let ¯volMi

be the normalized Riemannian volume. Then, there exists
subsequence of (Mi , dMi

, ¯volMi
) that converges in measured Gromov–Hausdorff sense

to a normalized metric measure space (X, dX ,mX), there exists a subsequence (in)n∈N
and a lower semi-continuous function k : X → R such that lim inf κin ≥ κ and
(X, dX ,mX) satisfies the condition CD(k, N ).

Proof By Gromov’s precompactness theorem, there is a converging subsequence
(Mi , dMi

, ¯volMi
) in the measured Gromov–Hausdorff sense, and a normalized limit

metric measure space (X, dX ,mX). ¯vol is the normalized Riemannian volume. Con-
sider a compact metric space (Z , dZ ) where the convergence is realized, and define
κ̂ : Z → Rwith κ̂(xi ) = ki (xi ) if xi ∈ Xi , and+∞ otherwise. Let κ : Z → R be the
lower semi-continuous envelope of κ̂ (see, for instance, [12]). We have κ̂ > −∞ since
ki ≥ −C > −∞. We define κ|X = k : X → R. By compactness, κ is uniformly
lower semi-continuous. More precisely, for ε > 0, there is δ > 0 such that for all
x, y ∈ Z with dZ (x, y) ≤ δ we have f (y) ≥ f (x)− ε. This implies lim inf κi ≥ κ in
the sense of our definition. Hence, applying the previous theorem yields the statement.

Remark 6.9 Recall the notion of pointed measured Gromov–Hausdorff (GH) and
pointed measured Gromov convergence from [17]. These notions generalize the previ-
ous concepts of convergence of metric measure spaces to the context of non-compact
spaces and measures with infinite mass. From Remark 3.29 in [17], we see that if a
sequence of pointed metric measure spaces converges in pointed measured GH sense
to a metric measure space that is a length space, then pointed measured GH conver-
gence is equivalent to measured GH convergence of closed R-balls around the center
point to closed R-balls around the center point in the limit space. Hence, it is possible
to extend the previous stability statement to pointed measured GH convergence.
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7 Non-branching Spaces and Tensorization Property

Lemma 7.1 Let (X, dX ,mX) be a non-branching metric measure space that satisfies
CD(k, N ). Then, for every x ∈ suppmX , there exists a unique geodesic between x
and mX -a.e. y ∈ X. Consequently, there exists a measurable map � : X2 → G(X)

such that �(x, y) is the unique geodesic between x and y mX ⊗mX -a.e. .

Proof Since k is bounded from below on any ball BR(x) by Theorem 5.3, one can
adapt the proof of Lemma 4.1 in [34]. �
Proposition 7.2 Let k : X → R be admissible, N ≥ 1 and (X, dX ,mX) be a metric
measure space that is non-branching. Then the following statements are equivalent

(i) (X, dX ,mX) satisfies the curvature-dimension condition CD(k, N ).
(ii) For each pair,μ0, μ1 ∈ P2(X,mX), there exists an optimal dynamic transference

plan � such that

�t (γt )
− 1

N ≥ τ
(1−t)
k−γ ,N ′(|γ̇ |)�0(γ0)−

1
N + τ

(t)

k+γ ,N
(|γ̇ |)�1(γ1)− 1

N . (32)

for all t ∈ [0, 1] and�-a.e. γ ∈ G(X). Here, �t is the density of the push-forward
of � under the map γ 	→ γt . That is determined by

∫
X
u(y)�t (y)d mX (y) =

∫
u(γt )d�(γ ).

for all bounded measurable functions u : X → R.

Proof “⇐”: Let N ′ > N and �i d mX = μi ∈ P2(X,mX) for i = 0, 1. Hölder’s
inequality yields

�t (γt )
− 1

N ′ ≥
(
τ

(1−t)
k−γ ,N ′(|γ̇ |)�0(γ0)−

1
N + τ

(t)

k+γ ,N
(|γ̇ |)�1(γ1)− 1

N

) N
N ′

≥ τ
(1−t)
k−γ ,N ′(|γ̇ |)

N
N ′ (1− t)(1−

N
N ′ )�0(γ0)

−1
N ′ + τ

(t)

k+γ ,N ′(|γ̇ |)
N
N ′ t (1−

N
N ′ )�1(γ1)

−1
N ′

In addition, Lemma 3.14 yields the estimate

τ
(1−t)
k−γ ,N

(|γ̇ |) N
N ′ (1− t)1−

N
N ′ ≥ τ

(1−t)
k−γ ,N ′(|γ̇ |)

and similarly for the term involving k+γ . Finally, integrating the previous inequality
with respect to � yields the condition CD(k, N ).

“⇒”: Consider probability measures μi = �i d mX for i = 0, 1. Let � be an
optimal dynamic coupling. Since for mX ⊗mX -a.e. pair (x, y), there exists a unique
geodesic γx,y , there exist an optimal couplingπ such that� can bewritten in the form:
δγx,y dπ(x, y). Therefore, the curvature-dimension condition for μ0 and μ1 becomes
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∫
X

∫
�t (γt )

− 1
N δγx,y (dγ )dπ(x, y)

≥
∫
X2

∫ [
τ

(1−t)
k−γ ,N

(|γ̇ |)�0(γ0)− 1
N + τ

(t)

k+γ ,N
(|γ̇ |)�1(γ1)− 1

N

]
δγx,y (dγ )dπ(x, y).

Now, we can follow exactly the proof of the corresponding result in [34]. �
Proposition 7.3 Let (X, dX ,mX) be a non-branching metric measure space that sat-
isfies CD(k, N ), let k′ : X → R be lower semi-continuous and let V : X → [0,∞)

be strongly k′V -convex in the sense of Definition 3.16. Then (X, dX , V N ′ mX) satisfies
the condition CD(k + k′, N + N ′).

Proof The proof is a straightforward calculation using the characterization of
CD(k, N ) for non-branching spaces, Corollary 4.2 and Hölder’s inequality. �
Theorem 7.4 Let (Xi , dXi

,mXi
) be non-branching metric measure spaces for i =

1, . . . , k satisfying the condition CD(ki , Ni ) for admissible functions ki : Xi → R

and Ni ≥ 1. Then the metric measure space

(
�k

i=1Xi ,

√∑k

i=1 d
2
Xi

,
⊗k

i=1 mXi

)
= (Y, dY ,mY )

satisfies the condition

CD

(
min

i=1,...,k ki , max
i=1,...,k N

)

where (mini=1,...,k ki )(x1, . . . , xk) = min {ki (xi ) : i = 1, . . . , k}.
Proof It is enough to consider k = 2 and measures of μ0 and μ1 in P2(Y,mY ) of the
form μ0 = μ

(1)
0 ⊗ μ

(2)
0 and μ1 = μ

(1)
1 ⊗ μ

(2)
1 . Then general case follows in the same

way as in [8], for instance. Consider dynamic optimal couplings �(i) for μ
(i)
0 and μ

(i)
0

such that (32) holds according to our curvature assumption. Let (e0, e1)��(i) = π(i).
The pushforward of π(1) ⊗ π(2) with respect to

(x (1)
0 , x (1)

1 , x (2)
0 , x (2)

1 ) 	→ (x (1)
0 , x (2)

0 , x (1)
1 , x (2)

1 )

becomes an optimal coupling π between μ0 and μ1. There is also a measurable map
(γ (1), γ (2)) ∈ G(X1)× G(X2) 	→ (γ (1), γ (2)) ∈ G(Z). Therefore, we can consider the
pushforward � of �(1) ×�(2) with respect to this map. Since (e0, e1)�� = π , � is
an optimal dynamic plan for μ0 and μ1.

Claim: For geodesics γ (1) ∈ G(X1) and γ (2) ∈ G(X2) consider γ = (γ (1), γ (2)) ∈
G(Y ), then we have

τ
(t)
k1,γ ,N1

(|γ̇ (1)|)N1 · τ (t)
k2,γ ,N2

(|γ̇ (2)|)N2 ≥ τ
(t)
kγ ,N1+N2

(|γ̇ |)N1+N2

The claim follows immediately from Corollary 4.2 combined with the observations
that τ (t)

kγ ,N (|γ̇ |) = τ
(t)

kγ |γ̇ |2,N
(1), that |γ̇ |2 = |γ̇ (1)|2 + |γ̇ (2)|2, and that
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ki ◦ γ̄ (i)(t |γ̇ (i)|) = ki ◦ γ (i)(t) ≥ min
i=1,2 {ki ◦ γ (t)} = (mini=1,2 ki ◦ γ̄

)
(t |γ̇ |).

for i = 1, 2. The rest of the proof works exactly like the proof of the corresponding
result in [13]. �

8 Globalization of the Reduced Curvature-Dimension Condition

Definition 8.1 If we replace in Definition 4.4

τ
(1−t)/(t)
k−/+
γ ,N ′

(|γ̇ |) by σ
(1−t)/(t)
k−/+
γ ,N ′

(|γ̇ |).

we say (X, dX ,mX) satisfies the reduced curvature-dimension condition CD∗(k, N ).
Obviously, we always have that CD(k, N ) implies CD∗(k, N ).

We say that (X, dX ,mX) satisfies the the curvature-dimension condition locally -
denoted by CDloc(k, N ) - if for any point x there exists a neighborhood Ux such that
for each pair μ0, μ1 ∈ P2(X,mX) with bounded support in Ux , then one can find a
geodesic μt ∈ P2(X,mX ) and an optimal dynamic coupling � ∈ P(G(X)) such that
(12) holds. Similarly, we define CD∗loc(k, N ).

Remark 8.2 All the previous results of this article also hold for the condition
CD∗(k, N ) although constants and estimates are in general not sharp.

Theorem 8.3 Let (X, dX ,mX)beanon-branchingandgeodesicmetricmeasure space
with suppmX = X. Let k : X → R be admissible. Then the curvature-dimension
condition CD∗(k, N ) holds if and only if it holds locally.

Proof We only have to show the implication CD∗loc(k, N ) implies CD∗(k, N ). Let us
assume the curvature-dimension condition holds locally. Therefore, a Bishop–Gromov
volume growth result holds locally, and it implies the space is locally compact. Then
the metric Hopf-Rinow theorem implies that X is proper. Hence, we can assume that
X is compact. Otherwise, we choose an exhaustion of X with compact balls BR(o)
such that the optimal transport between measures supported in BR(o) does not leave
B2R(o). For instance, compare with the proof of Theorem 5.1 in [8]. Similar to the
proof of Proposition 7.2, one can also see that a measure contraction property holds
locally. Then, the result of [10] implies uniqueness of L2-Wasserstein geodesics.

By compactness of X , there is λ ∈ (0, diamX), finitely many disjoints sets
L1, . . . , Lk that cover X and have non-zero measure, and finitely many open sets
M1, . . . , Mk such that Bλ(Li ) ⊂ Mi for i ∈ {1, . . . k} and such that (12) holds in Mi

for each i (for instance, see the proof of Theorem 5.1 in [8]).
Let μ0, μ1 ∈ P2(X,mX) be arbitrary and let μt be the L2-Wasserstein geodesic

between μ0 and μ1. Consider μt̄ and μs̄ such that s̄ − t̄ ≤ λ/ diamX . We define
ντ = μ(1−τ)t̄+τ s̄ is a geodesic between μt̄ and μs̄ , and any transport geodesic has
length less than λ. � denotes the optimal dynamic transference plan that corresponds
to νt . We decompose ν0 with respect to (Li )i=1,...,k as follows
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ν0 =
k∑

i=1

1

ν0(Li )
ν0|Li =

k∑
i=1

νi0.

Define Li = {γ ∈ G(X) : γ (0) ∈ Li } with ν0(Li ) = �(Li ). The restriction property
of optimal transport yields that �i = �(Li )

−1�|Li are optimal dynamic couplings
between νi0 and νi1 = (e1)∗�i and �i induces a geodesic νiτ between νi0 and νi1 =
(e1)∗�i . By construction, νi1 is supported in Mi . Hence, the condition CD(k, N )

implies

�i
t (γ (t))−

1
N ≥ σ

(1−t)
k−γ ,N

(|γ̇ |)�i
0(γ (0))−

1
N + σ

(t)

k+γ ,N
(|γ̇ |)�i

1(γ (1))−
1
N

for �i -a.e. γ ∈ G(X) where �i
t d mX = dνit . In particular, νt is absolutely continuous

with density �t =∑k
i=1 �i

t .
The measures νi0 are disjoint. Therefore, the measures νit for i = 1, . . . , k are

disjoint for any t ∈ [0, 1) (see for instance, Lemma 2.6 in [8]). Since any optimal
transport between absolutely continuous probabilitymeasures is induced by an optimal
map, we can conclude that also νi1 are disjoint. Therefore, for any t ∈ [0, 1],

�t (x)
− 1

N =
k∑

i=1

1

�(Li )
�i
t (x)

− 1
N (33)

where �i
t d mX = dνit . Hence

�t (γ (t))−
1
N ≥ σ

(1−t)
k−γ ,N

(|γ̇ |)�0(γ (0))−
1
N + σ

(t)

k+γ ,N
(|γ̇ |)�1(γ (1))−

1
N

for �− a.e.γ ∈ G(X).

In particular, the previous argument holds for each s̄, t̄ ∈ [0, 1] ∩Q. Thus, if μt is the
unique geodesic between μ0, μ1 and � is the corresponding optimal dynamic plan,
we showed that

ρτ(t)(γ (τ (t)))−
1
N ≥ σ

(1−τ (t))

k−γ ,N
((s − t)|γ̇ |)ρt (γ (t))−

1
N

+ σ
(τ(t))

k+γ ,N
((s − t)|γ̇ |)ρs(γ (s))−

1
N

for �-a.e. geodesic γ and each t̄, s̄ ∈ [0, 1] ∩ Q where τ(t) = (1 − t)t̄ + t s̄. If we
pick such a geodesic γ , the inequality holds also globally along γ for ρt by Corollary
3.13. Then the result follows. �

9 Curvature-Dimension Condition with Variable Dimension Bound

We briefly discuss two possibilities to define a curvature-dimension condition
CD(k,N ) with variable dimension bound N : X → (0,∞). Following the pre-
vious approach for variable lower curvature bounds, it is not obvious how to pose
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a reasonable definition when N = N is variable as well. This is because for our
definition, we use the N -Reny entropy functional where N is a constant parameter.

However, the problem can be resolved in the following way. Consider the non-
branching situation of Sect. 7, and the reduced curvature-dimension condition
CD∗(κ, N ) that is introduced in Sect. 8. A metric measure space (X, dX ,mX) sat-
isfies CD∗(k, N ) if and only if for each pair μ0, μ1 ∈ P2(X,mX) there exists a
geodesic μt ∈ P2(X,mX) and a dynamic optimal plan � with (et )�� = μt and

ρt (γt )
− 1

N ≥ σ
(1−t)
κ−γ /N

(|γ̇ |)ρ0(γ0)− 1
N + σ

(t)
κ+γ /N

(|γ̇ |)ρ0(γ0)− 1
N (34)

for �-a.e. γ ∈ G(X), where μt = ρt d mX . (34) is equivalent to the following differ-
ential inequality in the distributional sense:

d2

dt2
ρt (γt )

− 1
N ≤ −κγ (t)|γ̇ |2

N
ρt (γt )

− 1
N on [0, 1]. (35)

Note (35) implies that t 	→ ρt (γt ) is absolutely continuous. If N = N is variable
along γ , (35) would involve second derivatives of N along γ . However, one can fix
this problem by another reformulation. If we assume that ρt (γt ) is C2 in t for �-a.e.
γ (this is true, for instance, on Riemannian manifolds), then (35) is equivalent to the
Ricatti equation

d2

dt2
log ρt (γt )+ 1

N

( d
dt log ρt (γt )

)2 + κγ (t) |γ̇ |2 ≤ 0. (36)

Here, it is no problem to replace N by an upper semi-continuous function N ◦ γ .
Then, the following definition is meaningful.

Definition 9.1 Let (X, dX ,mX) be a non-branching metric measure space, and let κ :
X → Rbe lower semi-continuous and letN : X → (0,∞)be upper semi-continuous.
We say (X, dX ,mX) satisfies CD∗(κ,N ) if for each pair μ0, μ1 ∈ P2(X,mX) there
exists a geodesic μt ∈ P2(X,mX) and a dynamic optimal plan � such that (et )�� =
ρt mX ∈ P2(mX), ρt (γt ) is absolutely continuous in t ∈ [0, 1] for �-a.e. γ and (36)
holds in the distributional sense with N replaced by N ◦ γ .

Similarly, one can define an entropic curvature-dimension condition CDe(κ,N )

for κ lower semi-continuous and N upper semi-continuous following ideas of [14]
and [19] where no non-branching assumption is required. However, Definition 9.1 has
an important disadvantage. It is not clear to the author how to formulate an equivalent,
integrated version that is desirable for proving geometric consequences and stability
properties.Moreover, the full curvature-dimension conditionCD(κ,N )does notmake
sense since the coefficients τ (t)

κγ
(|γ̇ |) are not derived from an ODE.

Following a clever suggestion of the referee another possibility to extend our defi-
nition to variable upper dimension bounds would be as follows.

Definition 9.2 Consider an admissible function k : X → R, and a upper semi-
continuous function N : X → R bounded from above. A metric measure space
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(X, dX ,mX) satisfies the curvature-dimension condition CD(k,N ) if for each pair
ν0, ν1 ∈ P2(X,mX) with bounded support there exists a geodesic (νt )t∈[0,1] ⊂
P2(X,mX) and a dynamic optimal coupling � ∈ P(X) such that (et )�� = νt and

SN ′(νt ) ≤ −
∫ [

τ
(1−t)
k−γ ,N ′(|γ̇ |)�0 (e0(γ ))

− 1
N ′ + τ

(t)

k+γ ,N ′(|γ̇ |)�1 (e1(γ ))
− 1

N ′
]
d�(γ )

(37)

for all t ∈ [0, 1] and all N ′ ≥ N where N = N (�) = supγ supp�,t∈[0,1]N (γ (t)).

The upper bound forN guarantees that (X, dX ,mX) satisfiesCD(κ, N ) for some N ,
and in particular it is locally compact. Therefore N (�) is well defined. This definition
seems to be better for proving geometric consequences and stability of the condition,
and it might be possible that one can extend the results of this article.

Example 9.3 First, it is clear that anyCD(κ, N )-space satisfies a conditionCD(κ,N )

for N constant and N upper semi-continuous if N ≥ N .

Now, we construct a more interesting example. Let N , N ′ ∈ [1,∞) with N > N ′,
and K ∈ (0,∞). Consider

I =
[
−π

√
K

N − 1
, 0] ∪ (0, π

√
K

N ′ − 1

]

and define

f (x) =
⎧⎨
⎩
cosK/(N−1)(x)N−1 if x ∈ [−π

√
K

N−1 , 0],
cosK/(N ′−1)(x)N

′−1 if x ∈ (0, π
√

K
N ′−1 ].

Then, (I, | · |2, f dL1) satisfies the curvature-dimension condition CD(K ,N ) in the
sense of Definition 9.2 and the condition CD∗(K ,N ) in the sense of Definition 9.1
where

N (x) =
⎧⎨
⎩
N if x ∈ [−π

√
K

N−1 , 0],
N ′ if x ∈ (0, π

√
K

N ′−1 ].

Note that the space satisfies the condition CD(K , N ) already.
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