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Abstract We consider smooth, complete Riemannian manifolds which are exponen-
tially locally doubling. Under a uniform Ricci curvature bound and a uniform lower
bound on injectivity radius, we prove a Kato square root estimate for certain coercive
operators over the bundle of finite rank tensors. These results are obtained as a special
case of similar estimates on smooth vector bundles satisfying a criterion which we
call generalised bounded geometry. We prove this by establishing quadratic estimates
for perturbations of Dirac type operators on such bundles under an appropriate set of
assumptions.
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1 Introduction

In this paper, we consider the Kato square root problem for uniformly elliptic
operators on smooth vector bundles ¥V over smooth, complete Riemannian mani-
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The Kato Square Root Problem on Vector Bundles 429

folds M which are at most exponentially locally doubling. Let V be a connec-
tion on the bundle and h its metric. Define the uniformly elliptic operator Lyu =
—a div (A11Vu) —a div (Apu) + aAg1 Vu + aAgou where div = —V* and where
the a, A;; are L* coefficients. Under an appropriate bounded geometry assumption,
we show that D(v/La) = D(V) = Wh2(V) and that ||/Lau| = |ullw.> for all
ue W),

The case of trivial, flat bundles was considered by Morrisin [16] (and his thesis [14]).
In particular, he obtains solutions to the Kato problem on Euclidean submanifolds
under extrinsic curvature bounds. The novelty of our work is that we dispense with
the requirement of an embedding and prove much more general results under intrinsic
assumptions. We take the perspective of preserving the thrust of the harmonic analytic
argument from the Euclidean context and as a consequence, we are forced to perform
a detailed and intricate analysis of the geometry.

Our work utilises the foundation laid by Axelsson et al. in [6], and the perspective
developed in [5] by the same authors. The ideas in both these papers have their roots
in the solution of the Kato conjecture by Auscher et al. in [4]. See also the surveys
of Hofmann [11], McIntosh [13], the book by Auscher and Tchamitchian [2], and the
recent survey [12] by Hofmann and MclIntosh.

The idea of the authors of [6] is to consider closed, densely defined, nilpotent,
operators I", along with perturbations Bj, B and then to establish quadratic estimates
of the form

o 2dt
A RS P T
0

where Il = I' + B;I"*B;. In [5], the authors illustrate that for inhomogeneous
operators, it is enough to establish a certain local quadratic estimate, for which we
need bounds on the integral from O to 1, since the integral from 1 to oo is straightforward
in this case. The proof of this quadratic estimate proceeds by reduction to a Carleson
measure estimate.

The techniques developed in [4,6] and [16] rely upon being able to take averages
of functions over subsets, and defining constant vectors in key aspects of the proof.
This is a primary obstruction to generalising these techniques to non-trivial bundles.
To circumvent this obstacle, we formulate a condition which we call generalised
bounded geometry. This condition captures a uniform locally Euclidean structure in
the bundle. The existence of a dyadic decomposition (below a fixed scale) provides
a decomposition of the manifold in a way that allows us to work on a fixed set of
coordinates in the bundle. We can picture this decomposition of the bundle as a sort of
abstract polygon—Euclidean regions separated by a boundary of null measure. Under
the condition of generalised bounded geometry, and using this decomposition, we are
then able to adapt the arguments of [16] and [6] in order to obtain a Kato square root
estimate.

The intuition behind generalised bounded geometry is the existence of harmonic
coordinates under Ricci bounds, along with a uniform lower bound on injectivity
radius. We use this to show that the bundle of (p, g) tensors satisfies generalised
bounded geometry. As a consequence, we obtain a Kato square root estimate for
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430 L. Bandara, A. McIntosh

tensors under a coercivity condition which is automatically satisfied for scalar-valued
functions. We highlight the scalar-valued version as a central theorem of this paper.

Theorem 1.1 (Kato square root problem for functions) Let (M, g) be a smooth, com-
plete Riemannian manifold with |Ric| < C and inj(M) > k > 0. Suppose that the
following ellipticity condition holds: there exist k1, ko > 0 such that

Re (au, u) > ||u||2 and

Re((A11Vv, Vo) + (A1gv, Vo) + (A01 Vv, v) + (Agov, v) = K2 01312

forall u € L*(M) and v € W"2(M). Then, D(v/La) = D(V) = W"2(M) and
vLaul = ||Vul + llull = |lullwi.2 for all u € WH2(M).

We also prove Lipschitz estimates for small perturbations of our operators, similar
to those in §6 of [6], which are a direct consequence of considering operators with
complex bounded measurable coefficients.

In [7], the first author proves quadratic estimates for operators I1p on doubling
measure metric spaces under an appropriate set of assumptions. We conclude this
paper by demonstrating how to extend the quadratic estimates which we obtain on
a manifold, to the more general setting of a complete metric space equipped with a
Borel-regular measure that is exponentially locally doubling.

2 Preliminaries
2.1 Notation

Throughout this paper, we use the Einstein summation convention. That is, whenever
there is a repeated lowered index and a raised index (or conversely), we assume sum-
mation over that index. By N we denote natural numbers not including 0 and we let
Z4+ = N U {0}. We denote the integers by Z. We take the liberty to sometimes write
a < b for two real quantities a and b. By this, we mean that there is a constant C > 0
such that @ < Cb. By a >~ b we mean that a < b and b < a. For a function (and
indeed, a section) f, we denote its support by spt f. We denote an open ball centred at
x of radius r by B(x, r). The radius of a ball B (open or closed) is denoted by rad(B).
For Q C M, we denote the diameter of Q2 by diam Q = sup{d(x,y): x,y € Q}.

2.2 Manifolds and Vector Bundles

In this section, we introduce terminology that allows us to describe the class of man-
ifolds in which we obtain our results. Furthermore, we introduce the function spaces
that we shall use. We also prove a key result that allows us to construct Sobolev spaces
on vector bundles.

Let M be a smooth, complete Riemannian manifold with metric g and Levi-Civita
connection V. Let d i denote the volume measure induced by g. We follow the notation
of [16] in the following definition.
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The Kato Square Root Problem on Vector Bundles 431

Definition 2.1 (Exponential volume growth) We say that M has exponentially locally
doubling volume growth if there exists ¢ > 1, «, A > 0 such that

0 < (w(B(x,tr)) < ct*e™" w(B(x,r)) < 00 (Eloc)

forallr > 1, r > 0and x € M.

Let V be a smooth vector bundle of rank N with metric h and connection V. Let
my : V — M denote the canonical projection. Since we are interested in considering
“sections” which may have low regularity, we deviate from the usual definition of " (V)
by dropping the requirement that they be differentiable. More precisely, we write I' (V)
to be the space of measurable functions w : M — V such that w(x) € 71;,1 (x). We
impose no regularity assumptions (other than measurability) and we call these sections
of V. We write L1 (V) = LlloC (M, V) to denote the sections y € I'(V) such that

loc
/ Iy () Iny dp(x) < o0
K

for each compact K C M. Similarly, we define L%(V). The spaces Ck(V) are then
the k-differentiable sections and Ck (V) are k-differentiable sections with compact
support. The following proposition is necessary to define Sobolev spaces on V.

Proposition 2.2 The connection V : C® NL2(V) — LX(T*M Q V) is a densely
defined, closable operator.

Proof That C°(V) is dense in L2(V) is shown by a mollification argument after
covering the manifold by countably many compact sets corresponding to coordinate
charts. Since C°(V) C C*® N L%(V), we have that V is a densely defined operator.
We show that V is a closable operator by reduction to the well known fact that
V = d is closable on scalar-valued functions. Fix u,, € C*° NL2(V) such thatu, — 0
and Vu, — v. For each x € M, we can find an open set K, such that K is compact
and with a local trivialization ¥, : K x CN — 7'[]_/1 (K;). Let {K,} be a collection of

such sets and let {K ;} denote a countable subcover. Now, fix K ; and let {e' } denote
an orthonormal frame (by a Gram—Schmidt procedure) in K_j Write u, = (u,);e' and
note that

Vi, = V()i @ € + (uy)iVe'

and therefore,

2 i 2 2 12 2
> IV — ol = [V @ ¢ — | < Vi — v+ sup Vel
- [
1

Since by assumption K; is compact and the basis e/ is smooth, we have that
2
sup; |Ve!|” < C; for some C; dependent on K ;. Thus,

IV )i = villFa ) = O-
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432 L. Bandara, A. McIntosh

Thus, we have that (u,,); — 0 and V(u,); — v; in LZ(Kj), and by the closability of
V on functions, we have that v; = 0 almost everywhere in K ;. Thus, v = 0 almost
everywhere in K ; and consequently v = 0 almost everywhere in M. This proves that
V is a closable operator. O

As a consequence of this proposition, we can define the Sobolev space W'-%(V) as
the completion of functions C* N'L?()) in the graph norm of V. The closure of V is
then denoted by the same symbol, namely V : W2(V) ¢ L2(V) — LA(T*M Q@ V).

The higher order Sobolev spaces WH2(V) are defined as subsets of W1-2()) in the
usual manner. To keep some accord with tradition, when we consider the situation
Y = M x C, we write L2(M) in place of L%(V) and similarly for the function spaces
C*, Ck and W2,

We also highlight that we have the following important density result.

Proposition 2.3 C°(V) is dense in wh2p).

Proof Since we assume that M is complete, the Hopf—Rinow theorem guarantees that
closed balls are compact. Fix some centre x € M and consider closed balls B(x, r).
For such balls, we can find , € C2°(V) such that spt 5, is compact, 0 < n < 1,
n, = 1 on B(x, r) and sup |Vn,| — 0 as r — oo. Now, for any u € WLZ(W), n,u is
compactly supported. Also,

V(nru) = Vn, @u+n,Vu
and

IV(nru) — Vull < [IVy, @ ull + |In,Vu — Vul|
< sup |Vy | llull + In,Vu — Vul| — 0

xeM

as r — oo. Thus, it suffices to consider u € W!?(V) with spt u compact. But for
each such u, an easy mollification argument in each local trivialization will yield a
sequence u, € C°(V) such that |lu, — ully1.2 — 0. O

Remark 2.4 We remark that this proof does not generalise to higher order Sobolev
spaces. In fact, even for k = 2, the best known result for the density of CZ°(M) in
W22(M) is under uniform lower bounds on injectivity radius along with uniform
lower bounds on Ricci curvature. See §3 of [10] and in particular, Proposition 3.3 in
[10].

For f € LllOC (M) (i.e., a function), we define the average of f on some measurable

subset A C M with 0 < 1(A) < ooby fa = f, fdu = ﬁfAfdu.
In what follows, we assume that M satisfies (Ejoc) unless stated otherwise.

2.3 Generalised Bounded Geometry

The harmonic analytic techniques we employ in the main proof, along with some of
the assumptions we make on the operators under consideration, require us to capture

@ Springer



The Kato Square Root Problem on Vector Bundles 433

a uniform locally Euclidean structure in the underlying vector bundle. The concept
which we describe here is motivated by the fact that injectivity radius bounds on
a manifold, coupled with appropriate curvature bounds, give bounded geometry on
the (p, q) tensor bundle. It provides us with the framework for applying a dyadic
decomposition in order to construct a system of global coordinates (no longer smooth),
thus allowing us to define key quantities and to construct proofs.

Recalling that V is equipped with a metric h, we make the following definition.

Definition 2.5 (Generalised Bounded Geometry) Suppose there exists p > 0, C > 1,
such that for each x € M, there exists a local trivialization v, : B(x, p) X cN -
7@1 (B(x, p)) satisfying

c'r<h<ci

in the basis {¢/ = ¥, (y, &)}, where {&'} is the standard orthonormal basis for CV.
Then, we say that V has generalised bounded geometry or GBG. We call p the GBG
radius, and local trivializations v, the GBG charts.

Since we can always take p to be as small as we like, we assume that p < 5.
For the convenience of the reader we quote Proposition 4.2 from [16].

Theorem 2.6 (Existence of a truncated dyadic structure) There exists a countable
collection of open subsets {Qf; CM:ael, keZi}, 7k € QX (called the centre
of Q';), index sets Iy (possibly finite), and constants § € (0, 1), ap > 0, n > 0 and
C1, Cr < o0 satisfying:

() forallk € Z, w(M\ Uy Q%) =0,

(i1) ifl > k, then either Q% - ngz or Q% N ngz =0,
(iii) for each (k, ) and eachl < k there exists a unique 8 such that Qf; c 0k,
(iv) diam QF < €8,

(V) B(zg. aod") C Q4
(vi) forall k, o and forallt > 0, u{x € Q% : d(x, M\ QL) < 1%} < Cor"u(QK).

Remark 2.7 This theorem was first proved by Christ in [9] for k € Z, for doubling
measure metric spaces.

Throughout this paper we fix J € N such that C8' < %. For j > J, we write 2/

to denote the collection of all cubes QF, and set 2 = sz]gj .

We call tg = &' the scale. Furthermore, when 7 < tg, set 2, = 2/ whenever
St <t <8/,

The existence of a truncated dyadic structure allows us to formulate the following
system of coordinates on V.

Definition 2.8 (GBG coordinates of V) Let xp denote the centre of each Q € 2.
Then, we call the system of coordinates

¢ = {w L B(xg, p) x C — 7, (B(xg, p)) s Q € QJ}
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434 L. Bandara, A. McIntosh

the GBG coordinates. We call the set
¢y = {wg =Ylg: 0xC" > (Q)st. Qe QJ}

the dyadic GBG coordinates. For any cube Q € 2/, there is a unique cube 0c2
satisfying O C Q and we call this cube the GBG cube of Q. The GBG coordinate
system of Q is then ¥ : B(xg, p) X CN > n;l(B(xQ, 0).

Remark 2.9 Since U2 is an almost-everywhere covering of M, the GBG coordinate
system of ) defines an almost-everywhere smooth global trivialization of the vector
bundle.

We emphasise that throughout this paper, for any cube Q € 2/, we denote its GBG
cube by Q .

A first and important consequence of the GBG coordinates is that it allows us to
define the notion of a constant section (locally, in the eyes of our GBG coordinates
and dyadic decomposition). More precisely, for x € Q, given w = =wje i(x) € Vi,
where the {e } is the GBG coordinates of Q, we define w(y) = w; e'(y) whenever
yeB (xQ 0) and w(y) = 0 otherwise. This is an extension of w € Vy to the entire
GBG coordinate ball B(xQ, 0). Thus, we call w the GBG constant section associated
to w. Note that € L*()). We remark that this notion is crucial in later parts of
the paper. Next, we can define a notion of cube integration in the following way. Let

u € L1 (V). Then, for any Q € 2, we can write

loc
/ud,u:(/ uidu)el
0 )

where u = u;e' in the GBG coordinates of Q. Note that f ol du is a function from
QtoV.

Pursuing a similar vein of thought, we define a cube average. Given a cube Q € 2
andu € L] .(V), define ugp € L®(V) by

wo() = I@ fQ udu wheny. € B(xg, p),
0 otherwise.
Remark 2.10 We remark that in the average of a function over a general measurable
set of positive measure, we do not perform a cutoff as we do here. However, whenever
we write u o with Q being a cube (even for a function), we shall always assume this
definition.

Lastly, we define the dyadic averaging operator. Foreacht > 0, define the operator
(V) = L (V) by

loc loc

Apu(x) = 20) / u(y) du(y)
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The Kato Square Root Problem on Vector Bundles 435

whenever x € Q € 2;. We remark that A; : L2(V) — L2(V) is a bounded operator
with norm bounded uniformly for all # < tg by a bound depending on the constant C
arising in the GBG criterion.

2.4 Functional Calculi of Sectorial Operators

Of fundamental importance to the setup and proof that we present in this paper, is the
functional calculus of certain operators. In this section, we introduce the key type of
operators that we shall concern ourselves with, and, for the convenience of the reader,
recall some facts about functional calculi of these operators. A fuller treatment of this
material can be found in [1]. A local version of this theory can be found in [15].

Let A, %> be Banach spaces. We say that a linear map 7 : D(T) C % —
B, is an operator with domain D(T'). The range of T is denoted by R(7T') and the
null space by AV (T). We say that such an operator is closed if the graph 4(T) =
{(u, Tu) : u € D(T)} is closed in the product topology of B x %,. The operator
T is bounded if || Tull g, < llullg, forallu € D(T) = %,.1f %) = %, then the
resolvent set p(T') consists of all ¢ € C such that {I — T is one-one, onto and has a
bounded inverse. The spectrum is then o (T) = C\p(T).

For0 < w < % define the bisector S, = {¢ € C: |arg¢| < wor |arg(—¢)| <
wor { = 0}. The open bisector is then defined as S) = {¢ € C: |arg¢| < wor
larg(—¢)| < w, ¢ # 0}. An operator T in a Banach space & is w-bisectorial if it
is closed, o (T) C S, and the following resolvent bounds hold: for each w < u < %,
there exists C, such that forall ¢ € C\S,,, we have || || €I - 7)~! || < C,. Depend-
ing on context, we refer to such operators simply as bisectorial and w is then the angle
of bisectoriality.

NowfixO0<w < u < % and assume that 7" is an w-bisectorial operator in a Hilbert
space . We let W(S})) denote the space of all holomorphic functions ¢ : 5, — C
for which

£

<
VOIS T

for some o > 0. For such functions, we define a functional calculus similar to the
Riesz—Dunford functional calculus by

1
Y (T) = 2—55 ()l —T) " dg
Tl y

where y is a contour in Sj, enveloping S, parameterised anti-clockwise, and the
integral is defined via Riemann sums. This integral converges absolutely as a conse-
quence of the decay of ¥, coupled with the resolvent bounds of 7. The operator ¥ (T")
is bounded. We say that 7" has a bounded holomorphic functional calculus if there
exists C > 0 such that ||[(T)|| < C ||[{||o forall ¥ € \II(SZ).

Now suppose that 7" is a Hilbert space, and that T : D(T) C 5 — 7 is
w-bisectorial. In this case 57 = N (T) & R(T) where the direct sum is typically non-
orthogonal. Let P /(7 denote the projection of .7 onto N (T') which is 0 on R(T).
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436 L. Bandara, A. McIntosh

Let Holm(SZ) denote the space of all bounded functions f : SZ U{0} — C which are
holomorphic on §j;. For such a function f, there exists a uniformly bounded sequence
(¥n) of functions in W(S};) which converges to f| sy in the compact-open topology

over S;(i- If T has a bounded holomorphic functional calculus, and u € 57, then the
limit lim,,—, oo ¥, (T)u exists in ¢, and we define

f(Mu= fO)PyNeryu+ lim (T

This defines a bounded operator independent of the sequence (v/,,), and we have the
bound || f(T)|| < C || fll« for some finite C.

In particular the functions x ™, x~ and sgn = x™ — x~ belong to Hol**(Sy),
where xT(¢) = 1 when Re(¢) > 0 and 0 otherwise, and x ~(¢) = 1 when Re(¢) <
0 and O otherwise. Therefore, if T has a bounded functional calculus in #, then
xT(T) are bounded projections, and .77 = N(T) @ R(xT(T)) ® R(x ~(T)). The
bounded operator sgn(T') equals 0 on N'(T), equals 1 on R(x T (T)), and equals —1
on R(x(T)).

3 Hypotheses

Though our primary goal in this paper is to provide, under an appropriate set of
assumptions, a positive answer to the Kato square root problem on vector bundles,
we shall pursue a slightly more general setup in the footsteps of [6]. The purpose
of this section is to describe this setup as a list of hypotheses, and in later sections,
demonstrate how to apply tools from harmonic analysis to prove quadratic estimates
under these hypotheses. The Kato square root estimate on vector bundles (and (p, q)
tensors) will then be obtained by showing that these hypotheses are satisfied under
our geometric assumptions.

Let .77 be a Hilbert space and let (-, -) denote its inner product. Following [6] and
[16], we make the following operator theoretic assumptions.

(H1) The operator I" : D(I") C S — JZ is closed, densely defined and nilpotent.
(H2) The operators By, By € L(J€) satisfy

Re (Biu, u) > 1 |lul? whenever u € R(I'*),

Re (Bou, u) > i ||ul)? whenever u € R(I"),

where k1, kp > 0 are constants.
(H3) The operators Bj, By satisfy B1By(R(I')) € N(I') and BB1(R(I'*)) C
N(T*).
Furthermore, define I'; = B I'* By, [1g = I'+T'} and IT = I" 4 T'*. The operator
IT is self-adjoint, and I1p is bisectorial, and thus we define the following associated
bounded operators:

RE = +irmip)~!, PP = +15)7",
08 =mip +°115)7!, ©F =T + 2113~
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The Kato Square Root Problem on Vector Bundles 437

We write R, P, Q¢, ©; on setting By = B, = 1. The full implications of these
assumptions are listed in §4 of [6].

The following additional assumptions are mild, particularly since we wish to apply
the theory to differential operators. They are essentially the same as the assumptions
made in [6] and [16], but modified for vector bundles. We remark that in (HS) below,
L(V) denotes the vector bundle of all bounded linear maps 7, : V. — V), for each
x € M (where V; is the fiber over x). The boundedness is with respect to the metric
h, on the fiber V. Note that the local trivializations for this bundle are canonically
induced by the local trivializations of V), and in each local trivialization the T can be
represented as usual by an N x N matrix.

(H4) The Hilbert space .7 = L?(V), where V is a smooth vector bundle with smooth
metric h over a smooth, complete Riemannian manifold M with smooth metric
g. Furthermore, V satisfies the GBG criterion and M satisfies (Ejoc).

(HS5) The operators Bj, B are multiplication operators, i.e., there exist B; €
L>®(LV)).

(H6) The operator I is a first order differential operator. That is, there exists Cr > 0
such that whenever n € CZ°(M), we have that nD(I") C D(I') and Myu(x) =
[T, n(x)I]u(x) is a multiplication operator satisfying

IMyu(x)| < Cr [Vl lu(x)]

for all u € D(I") and almost all x € M.

Remark 3.1 We note as in [16] that (H6) implies the same hypothesis with I" replaced
by either I'* or IT.

It is in the following two hypotheses that we make a more substantial departure
from [6] and [16]. A significant difference is that we have used the dyadic structure,
rather than balls, in their formulation. This cannot be avoided since we are forced to
employ quantities which are defined through GBG coordinates.

Recalling the definition of a cube integral in Sect. 2.3, we formulate the following
cancellation hypothesis.

(H7) There exists ¢ > 0 such that for all Q € 2,

‘/Fudu
0

forallu € D(I'), v € D(I'*) satisfying spt u, spt v C Q.

< cu(Q)? v

<cu(Q)? Jul and ‘/ v dp
0

Lastly, we make the following abstract Poincaré and coercivity hypotheses on the
bundle (recalling that 2, = 27 whenever §/1! < 1 < §7).

(H8) There exist Cp, Cc, c,¢ > 0 and an operator E : D(E) C L2(V) = L2(),
where .4 is a normed bundle over M with norm || 4 and D(IT) N R(I1) C
D(E), satisfying:
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438 L. Bandara, A. McIntosh

-1 (Dyadic Poincaré )

/ ju—uol* dp < cp(1 +r”e“”><rr>2/ (12u?y +1ul) dp
B ¢B

for all balls B = B(xq, rt) withr > C1 /8§ where Q € 2; witht < ts, and
-2 (Coercivity)

I8ults y) + lulfagy) < Ce IMulifsy, -

for all u € D(IT) N R(I).

We justify calling this an abstract Poincaré inequality for two reasons. First, the
inequality is for sections on a vector bundle, not just for scalar-valued functions. Sec-
ond, in the usual Poincaré inequality, the operator E is simply V. We allow ourselves

other possibilities in choosing the operator E here, because it can be useful in the
situation of a vector bundle that is in general non-flat and non-trivial.

4 Main Results
4.1 Bounded Holomorphic Functional Calculi and Kato Square Root Type Estimates

In this section we first illustrate how to reduce the main quadratic estimate to a simpler,
local quadratic estimate. Then, we present the main theorem of this paper and illustrate
its main corollary; a Kato square root type estimate.

We begin with the following adaptation of Proposition 5.2 in [16].

Proposition 4.1 Suppose that (', By, By) satisfies the hypotheses (HI)—(H3) along
with ||u|| < |Tlu|| for u € R(I1), and that there exists ¢ > 0 and ty > 0 such that

./to
0

for all u € R(I"), together with three similar estimates obtained by replacing
(T, By, By) by (I'*, By, By), (I'*, Bx*, B1*) and (', B1*, Bx™). Then, 1y satisfies

) 2 dt

B o2
| ot 5 =
0 t

forallu € R(Ilg) C F. Thus, T1p has a bounded holomorphic functional calculus.

2
@?P,u ‘

d
Tt < cllul? Q1)

Proof The proof is similar to the proof of Proposition 5.2 in [16]. The assumption that
lle|l < ||TTul| allows us to handle the integral from 7 to oco. O

We use the entire list of hypotheses (H1)—(HS8) in Sect. 3 to show that the assump-
tions of Proposition 4.1 are satisfied. Thus, this yields the main theorem of this paper.
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The Kato Square Root Problem on Vector Bundles 439

Theorem 4.2 Suppose that M, V and (U, By, By) satisfy (HIl)—(HS8). Then, T1g sat-
isfies the quadratic estimate

/OO |0k
0

for all u € R(Ig) C L*(V) and hence has a bounded holomorphic functional
calculus.

2 dt
— = Jlull?
t

We defer the proof to Sect. 8.
In particular, the projections x*(I1p) are bounded, as is the operator sgn(I1p) =
xT(Ig) — x (). Thus we have the following corollary.

Corollary 4.3 (Kato square root type estimate) Under the hypotheses of Theorem 4.2,

(i) there is a spectral decomposition
L*(V) = N(Ilp) ® Ef @ Ej

where E?; = R(Xi(ng)) (the direct sum is in general non-orthogonal), and
(i) DI)NDI'y) = DI1p) = D/ I132) with

ITull + |Thul ~ ITpull ~ |y T aul
forallu € D(I1p).

To prove part (ii), we use the identities [1pu = sgn(l'[B)\/l'[Bzu and /Tg%u =
sgn(ITg)ITpu for all u € D(I1p), together with the bound on sgn(I1p).

4.2 Stability of Perturbations

It is a consequence of the fact that the estimates in Theorem 4.2 hold for a class of
operators with complex measurable coefficients B;, that operators such as sgn(Ilp)
are also stable under small perturbations in B.

We provide the following adaption of Theorem 6.4 in [6] with a minor modification.
In the following theorem, .77 denotes an abstract Hilbert space. We say that a family
{T (¢)}; ey of w-bisectorial operators has a uniformly bounded holomorphic functional
calculus if each operator 7 (¢) has a bounded holomorphic functional calculus on the
same sector Sl‘i U {0} with a bound which is uniformin ¢ € U.

Theorem 4.4 (Holomorphic dependence) Let U C C be an open set and By, By :
U — L(I) be holomorphic and suppose that (T, B1(¢), B2(¢)) satisfy (HI)—(H3)
uniformly for all { € U. Suppose further that T1p(y has a uniformly bounded holo-
morphic functional calculus on Sy, U {0} for some w < p < Z (where w is the angle
of sectoriality). Let [ € Holoo(Sﬁ). Then the map ¢ v+ f(Il1p()) is holomorphic on
U.
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Proof This claim is proved in a similar way to the first part of Theorem 6.4 in [6], with
the exception that instead of invoking Theorem 2.10 in [6], we note that the uniformly
bounded holomorphic functional calculus assumption is sufficient. O

Next, consider the situation of 57 = L2 (V). Adapting the construction of [6], we
define the following Hilbert space

dud
K=L2(Mx(0,oo),V;MTt).

Then, for ¢ € \IJ(SZ),I > 0 and almost all x € M, we define the operator Sp() (V) :
H — Kby (Spiey(Wu)(x, 1) = Yt p))u(x).

Theorem 4.5 Under the hypothesis of Theorem 4.4, and the additional assumption
that 7 = L*(V), whenever < p < 7 (where w is the angle of sectoriality), the
map & +— Sp)(¥) is holomorphic on U for all ¢ € W(Sy).

Proof We note that our choice of K is an adequate replacement to K in the proof
of Theorem 6.4 in [6]. Also, for + > 0, the function ¥;(¢) = ¥ (¢¢) € \IJ(SZ) and
1Yl oo = ¥l oo- Therefore, the uniformly bounded holomorphic functional calculus
assumption holds uniformly in # > 0 and is again an adequate substitution to run the
rest of the argument of the proof of Theorem 6.4 in [6]. O

Corollary 4.6 Let 57,1, By, B, k1, k3 satisfy (H1)—(HS8) and take n; < ;. Set 0 <
®i < % bycosay; = i and & = $(@1 + @n). Let A; € L®(L(V)) satisfy

+ni
® NAilleo < mi,
(i) AjAyR(D), B1AYR(T), A ByR() c N(T'), and
(iii) A2A1R(T*), B AIR(T'*), Ay BiR(I'*) C N (T'¥).

Letting & < pu < %, we have:

(i) forall f € Hol™(S9),
If(Mp) = fTp+ DI S (HAtlles + [A2llo0) [ flloo . and

(i) for all ¢ € W(SY),

o dt
/0 Iy (T g)u — Y (t T gy a)ull? — 5 (4, 12+ 1 A20120) Nluell

whenever u € .
The implicit constants depend on (HI)-(HS) and n;.
Proof The argument proceeds in a similar way to the proof of Theorem 6.5 in [6]. The

conditions on A; guarantee that B; () = (B; + ¢ A;) satisfies (H3). This is, in fact, a
necessary amendment to the original proof of Theorem 6.5 in [6]. O
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5 Poincaré Inequalities

In this short section we show that, under appropriate geometric conditions, we can
bootstrap the Poincaré inequality on functions to the dyadic Poincaré inequality on
the bundle. As in [16], we make the following definition.

Definition 5.1 (Local Poincaré inequality) We say that M satisfies a local Poincaré
inequality if there exists ¢ > 1 such that for all f € WH2(M),

| f— f& ||L2(B) < c rad(B) ||f||w1,2(3) (Pioc)
for all balls B in M such that rad(B) < 1.

Remark 5.2 Note that we allow the Sobolev norm || ||W1,2( B) over the ball on the right
of the inequality, rather than simply || V-|.

The following proposition then illustrates that under appropriate gradient bounds
on the GBG coordinate basis, we can obtain a dyadic Poincaré inequality in the bundle.

Proposition 5.3 Suppose that M satisfies both (Ej,c) and (Pjoc). Furthermore, sup-
pose that that there exists Cg > 0 such that in each GBG chart with basis denoted
by {e’} we have |Ve’| < Cg foreach i. Then, for allu € D(V) = WI’Z(V), t <ts,
Qe 2, andr > %
/ u—uol* du S (1 4+ 0r0)? / (Vul* + |ul*) du

B B

where B = B(xg, rt).

Proof First, consider the case (rt) > %. Then

2 2
[ = wolliam) S Multas + 4ol

Recalling that Q is the GBG cube of Q,

2 .
/|uQ| du:/ ‘(][ u; d,bL)XB(xa,p)el
B BI\Jo
~ Z/ ][ u; du
i JBl/Q

,-zd)d —“(B)/ 24
SZZ/B(][QM n) di< 25 [ P an

S A+ ulla g, -

2
dp

2
XBg.mdit

Thus,

2 .
u—ug ||L2(B) < (14 r<e ) (rr)? ||u||fQ(B) since rt > £.
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Next, suppose that (rt) < %. It is easy to see that we have B(xg, rt) C B(x@, 0)

and so,
2
/ |u — uQ| du >~ — (][ Ui dl/«) XB(x&,p)
B o
(ui)p — (f u; dﬂ)
B 9]

< Z/B ui — (ui)gl du+2/

2
dp

2
dup

For the first term, we invoke (Pjoc) so that

Z/ luj — wi)pl* du S (mz/ (Z|Vu,-|2+ |u|2) d
B B X

Now, for the second term,

2
pIAL )/
i)B — id dn ; ; d
Z/B e (7[9" )| s S [ wrar
< A+ e (rn)? / (Z |Vuil® + |u|2) dp
B

i

Next, we note that Vi = V(u;) ® ¢! +u; ® Ve' and therefore, by the hypothesis
‘Vel| <Cg,

12
= 1Vul + i | Vel | S 1Vul + Jul.

) 12
Z |Vu;|* ~ ‘Vu,- Qe
i
The proof is complete by combining these estimates. O

6 Kato Square Root Estimates for Elliptic Operators
6.1 The Kato Square Root Problem on Vector Bundles

Here, we present the main applications of Theorem 4.2 to uniformly elliptic operators
which arise naturally from a connection over a vector bundle. First, we describe a
setup of operators which is a generalisation of §1 of [16] (and before that from [5]),
making the necessary changes to facilitate the fact that we are working, in general, on
a non-trivial bundle.

Let s = L2 (V) ®L*(V) ®L*(T*M®)V). As discussed in Sect. 2, V : WI2(V) C
L2(V) - LA(T*M®V) isaclosed densely defined operator, and so has a well defined
adjoint V*, which we denote by — div : D(div) c LA(T*M ® V) — L2(V).
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The reason for this notation is because when the connection V and the metric h are
compatible, then V* has the form of a divergence in the weak sense of Proposition 6.1
below. First some notation.

For v € C®(T*M ® V), define tr Vv by contracting the first two indices of Vv €
C®(T*M @ T*M ® V) over g, to yield a section tr Vv € C*(V).

The connection V and the metric h are compatible if the product rule

X(h(Y, Z)) = h(VxY, Z) + h(Y, Vx Z)

is satisfied for every X € C*°(TM) and Y, Z € C* (V). For such connection and
metric pairs, we have div = —V* = tr V in the following weak sense.

Proposition 6.1 Suppose that the connection V and the metric h are compatible.
Then, forall T € C°(V) and P € C*(T*M ® V),

/ (VT, P) du :/ (T,—trVP) du.
M M

Proof Fix x € M so that we can locally write T = Tie' and P = Pkld)_ck ® €. Next,
define the V' “inner product” yielding a 1-form by (T, P)y, = T; Puh(e’, eydx*.
Now, to make calculations easier, further assume that {xl} are normal coordinates

at x. Then, for any X = X «dx¥, we have that the divergence at x is div X = 0y Xj.
Thus, at x,

div (T, P)y = D (T Puh(e’, ) + D Ti Puh(Vy.e', )
k k

+ D Ti@Pa)h(e', ) + D T Puh(e’, Vy.e)
k k

by the compatibility of V and h.

A calculation at x then shows that VT = V(T;e') = W Tidx* Qe +Tidx* ® Vi el
Also, tr VP = Zk O Prre! + Zk P Ve, since we assumed normal coordinates at x,
making Vdx* = 0. Then, a direct calculation shows that

(VT, P) = > (T Puh(e’, ') + D" T; Pyh(Vye', '), and
k k
(T.tr VP) = D" T;(% Pu)h(e'. e') + D T; Pyh(e’, Vy.e).
k k

Thus, at x, div (T, P)y = (VT, P) + (T, tr VP).

By the compactness of spt 7', it is easy to see that spt (T, P)y,, spt (T, tr VP)
and spt (VT, P) are all compact. Thus, we integrate this equation over M and apply
the divergence theorem to obtain the conclusion. O

We pause to introduce some notation. When W, W are two vector bun@les, define
the new vector bundle L(WV, W) to mean the space of all maps C : W — WV such that
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for each x € M, C(x) € LW, Wx). This is consistent with the previous notation
since LOW) = LW, W).

With this notation in mind, let Agg € L®(L(V)), Agr € L*®L(T*M &
V,V)), Ajp € L¥(LV, T*M ®V)), A1 € L®(L(T*M ® V)). Then, define
AeL®LYV e (T*M®YV))) by

Aoo Aot
A= .
(A10 An)

Furthermore, let a € L*°(L(V)). Set By, By : S — J by

a0 00
B = (0 0) and B = (0 A) .
Moreover, set

I\ o . (00 . (0s*
S_(V),S_(I—dlv),F_(SO),andF _(00

and define the following divergence form operator L4 : D(L4) C L2(V) — L2(V)
by

Lau =aS*ASu = —a div (A11Vu) —a div (Ajou) +aAo Vu + aAgou.

We apply Theorem 4.2 to prove the Kato square root problem on vector bundles.

Theorem 6.2 (Kato square root problem for vector bundles) Suppose that M satisfies
(Eloc) and both V and T* M have generalised bounded geometry (so that they are
equipped with GBG coordinate systems), and that

(i) M satisfies (Pjoc),
(ii) the GBG charts for T* M are induced from coordinate systems on M,
(iii) the connection V and the metric h are compatible,
(iv) there exists C > 0 such that in each GBG chart {ej } forV and {dxi} Sfor T* M,
we have that |Ve/| , 8khij| , |8kgij| < C a.e.,
(V) there exist k1, kp > 0 such that

Re (au,u) > ki lul*  and ~ Re(ASv, Sv) > k2 [v[31.2

forallu € L2(V) and v € W-2(V), and
(vi) we have that D(A) C W22(V), and there exist C' > 0 such that

|v2u] = it +

whenever u € D(A).
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Then,

(1) Tp has a bounded holomorphic functional calculus, and
(i) D(WLa) = D(V) = W2 W) with |VLaull = [|Vul| + llul| = llullw:2 for all
u e Wh2).

Proof of Theorem 6.2 (assuming Theorem 4.2) We show that (I', By, B;) satisfy
(H1)-(HS8) of Sect. 3 in order to invoke Theorem 4.2.

Nilpotency of I" is immediate. That I" is densely defined and closed follows easily
from Proposition 2.2. This settles (H1). Also, (H3) is an easy calculation and (H4)-
(HS5) are immediate. The fact that (H6) is satisfied is an immediate consequence of
the Leibniz property of the connection. The conditions (i) and (ii) allow us to invoke
Proposition 5.3, thus proving (H8)-1. It remains to demonstrate (H2), (H7), and (HS)-
2 hold with E : D(E) c L2(V) @ L*’(V) @ LA(T*M ® V) — LA(T*M Q V) @
LXA(T*M ® V) & L2(TOP M @ V) defined by E(uy, uz, u3) = (Vuy, Vua, Vus).
The domain of E is D(E) = W-2(V) @ WI2(V) @ WEE(T*M @ V).

Fix u € R(I'*). That is, u = (S*v, 0) for v € L>(V) & L2 (T*M ® V). Thus,

Re (Bju, u) = Re (aS*v, §*v) > «y [ $*v|* = 1 [lull?.
Next, let u € R(I'"). Thus, u = (0, Sv) for v € L%(V). Therefore,
Re (Byu, u) = Re (ASv, Sv) > 2 ||ull?

which settles (H2).

We verify (H7). First, let u = (uy,uz,u3) € D) with sptu C Q and v =
(v1, v2,v3) € D(I'*) with spt v C Q. Then, 'u = (0, Suy) = (0, uy, Vuy), 'v =
(S*(v2, v3), 0) = (v — div v3, 0, 0) and we have that

vl v
9] 0] o
nd
‘/F*vdu':’/vz—divvgdu /vzdu‘—i—‘/divmdu’.
] 0 ] 9]

By Cauchy-Schwarz,

a

=

1 1
‘/Q " du’ < WO lurll = w(@)* full,
and by a similar computation,
1
'/sz du‘ <@t ol

To conveniently deal with the two remaining estimates, we omit the indices in ©1 and
v3 and note that it remains to prove
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(a) ‘/ Vu
0

forall u € D(V), v € D(div) with spt u, sptv C Q.

Before continuing, we remark that every function f € LlloC (V) can be written as
f = fiet =h(f heb)el in B(xg, p). Here h;j = h(e;, e;), where {e;} is the dual
basis of {¢'}, and we use the same notation h to denote the induced inner product on V*
by requiring that h;;; h/k = 5;‘. We also remark that every function F' € LllOc (T*M®V)
canbe writtenas F = F;; dx' ® e/ = g®h(F, gyihp; dx* ®e’) dx' ®e/ in B(xg, p)
where g;; = g(9;, 9;) on TM.

Turning to the proof of (a), let u € W2(V) with spt u C Q. Choose ¥ € C*(M)
such that spt ¥ C B(xg, p) and ¢ = 1 on Q, and extend ¥ g,;hp; dx? ®é? to be zero
outside of B(x 0 p). Then, by the above remark with F = Vu, we have the following
identity on Q.

< (02 vl

SMQﬂwnaM(m‘/dwv
0

/ Vu = / g®h(Vu, Yguihy; dx ® ydpdx' @ e
0 0
= / g @ h(Vu, Ygaihp; dx® @ eb) dp dx’' @ e’
M
= / h (u —tr V(¥ gaihp dx* ® e”)) dudx' ® e’
M
= / h (u —tr V(gaihpj dx* @ eb)> dpdx' ® el
0

:/ B, gaihy tr V(A" @ ) +1r (Veaihy) @ dx* @ ")) dppdx’ @ e/,
0

We have used Proposition 6.1 (since g,;hp; dx* ® e? are smooth), the product rule for
V, and the linearity of tr. We note that by an easy calculation, we have [tr(X)| < |X]|
for all x € M whenever X € C®(T*M ® T*M ® V). Furthermore, the bound
on the metric in each GBG chart implies bounds on |h,;| and |g,;|, and the bounds
in (iv) imply bounds on |d¢h,;| and |8k o) | Since we assumed the connection to be
Levi-Civita, we can write Vdx? purely in terms of the Christoffel symbols, which in
turn can be written in terms of g;;, gij and dig;;. Also, eb | and |dx“| are bounded by
the GBG hypothesis, \Veb | by (iv), and so we conclude that

gaihy; tr V(dx® @ ) + tr ((Vgaihbj) ®dx ® eb)‘ <1

On combining these estimates, and applying the Cauchy—Schwarz inequality, we con-

clude that
1
Vu| S pn(Q)2 lull
0

as required.
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To verify (b), let v € D(div) with spt v C Q, and apply the above remark with
f = div v to obtain by a similar argument that

/ divv = / h(div v, hg; ek) dp e = / g ® h(v, V(h; ek)) dpé'.
) 0 0

Reasoning as before, we have that |V(hk,~ ) | is bounded and by the Cauchy—Schwarz
inequality, we conclude that

‘/Qdivv

as required. This completes the proof of (H7).
To show (H8) let E(u1, uz, u3) = (Vuy, Vus, Vus). Upon noting that

< ()7 v]

‘V(dxi®ej)‘ < ‘de" <1,

ej‘ + ‘Vej‘ ‘dxi

we apply Proposition 5.3 which proves (H8)-1.

It remains to show (H8)-2. Fix v = (vy, v2, v3) € R(IT) N D(IT). Thus, there is
u = (uy, up, u3) € D(IT) such that v = IMu = (up — div u3, uy, Vuy). A calculation
the shows that

ol + 12002 = ot 12 + 20V 1 + | 92 | + (oal? + 1901 12)
Also,
ITTwlI? = 1 + Mg |+ vil* + Vo]
But note that
I+ A)url* = (I + Aur, (L + Aur) = url® +2 [ Vur I + | Auy ||

Combining these estimates with (iv), we have that lvll? + | Ev|)? < ||Mv| which
proves (H8)-2.
Now, by invoking Theorem 4.2, we conclude that I1p has a bounded holomorphic

functional calculus. By its Corollary 4.3, we obtain that H\/ IT 321)H ~ ||[T1gv] for
v e D(Ig) = D/ p?). Fix u € WH2(V). Then v = (u, 0, 0) € D(I1p) and

|VEau| = H\/ngzv ~ Mol = ullwa
which finishes the proof. O
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Remark 6.3 Instead of taking V to be a connection, we could have considered a sub-
connection, by which we mean a map V : C*° (V) — C*(T* M ® V) that is function
linear and satisfies the Leibniz property on a sub-bundle £ of T* M, and vanishes
outside of £. This is related to the study of square roots of elliptic operators associated
with sub-Laplacians on Lie groups [8]. However, it is not clear to us whether a sub-
connection is automatically densely defined and closable.

6.2 Manifolds with Injectivity and Ricci Bounds

In this section, we apply Theorem 6.2 to establish the Kato square root estimates for
manifolds which have injectivity radius bounds and Ricci bounds. Our approach is
to show that under these conditions, there exist harmonic coordinates which gives us
bounds on the metric and its derivatives. We then use these coordinates to show that
the bundle of (p, ¢) tensors satisty the GBG criterion.

We first present the following theorem which is really contained in the observation
following Theorem 1.2 in [10].

Theorem 6.4 (Existence of global harmonic coordinates) Suppose there existk, n > 0
such that inj(M) > k and |Ric| < n. Then, forany A > 1 and o € (0, 1), there exists
rg =rgn, A, o, k,n) > 0 such that B(x, rg) corresponds to a coordinate system
satisfying:

(i) A_léij < gij < Ad;; as bilinear forms and,

.. Qi () —dgii
(i) Sra sup [orgi ()] + X it sup BG4y,
1 yEB(x,rg) 1 Y#Z :

This immediately gives us the existence of GBG coordinates for tensor fields.

Corollary 6.5 (Existence of GBG coordinates for finite rank tensors) Under the
assumptions that inj(M) > k > 0 and |Ric| < n, there exist GBG coordinates
for TP-D M. Furthermore, in each basis {ei} in each GBG coordinate system for
TP-D M, we have that ’Vei‘ <Cpyq-

Proof First, we note that the Ricci bounds imply that there exists n € R such that that
Ric > ng. Thus, as in the proof of Theorem 1.1 in [16], we conclude that M satisfies
(Etoc)-

FixA=2anda = % The previous theorem guarantees the existence of harmonic
coordinates for these choices. Thus, this yields GBG coordinates for T M with 2-1 <
g<2.

It is an easy calculation to show that G ~ I implies G~! ~ I with the same
constants for a positive definite matrix G. Thus, we obtain GBG coordinates for T* M
with 27! < g < 2 where we denote the metric on T* M also by g.

Next, if two inner products u, v on vector spaces U, V satisfy C| ! <u <Cjand
Cy' <v <, then (C1C2)~! <u®v < C;C20n U ® V. Thus, by induction, we
have that 2779 < g < 2P9 for the metric g on TWw-D M.,

For the gradient bounds, first consider TM = 719 M. Since we assume our
connection is Levi-Civita, we can write the Christoffel symbols Ff‘j purely in terms
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of 9, gpe and g??. The Cauchy—Schwarz inequality allows us to bound the g% and the
bounds on d,gp. comes from the theorem. Thus, 'Flkj‘ < C and so |Ve;| < C. An

inductive argument then yields the result for 7 (?*) M with the constant dependent on
pand q. O

With this result, we can apply the general Theorem 6.2 to obtain the following
solution to the Kato square root problem on finite rank tensors.

Theorem 6.6 (Kato square root problem on finite rank tensors) Suppose that |Ric| <
C,inj(M) > k > 0, and the following ellipticity condition holds: there exist k1, ko > 0
such that

Re (au,u) > ki lul*  and  Re(ASv, Sv) > k2 [v[312

forallu € L2(TPDM) and v € WH2(TP-D M). Suppose further that D(A) C
W22(V) and that there exists C' > 0 such that

HvzuH < I + Aul (R)

whenever u € D(A). Then, D(vVLa) = D(V) = WH2(TP-D M) and ||/Lau| =~
[Vul + llull = lullw.2 for all u € W2(TP-D M),

Proof We apply Theorem 6.2. The Ricci bounds imply that there exists n € R such
that that Ric > ng. This shows condition (i) as in the proof of Theorem 1.1 in [16].
Conditions (ii) and (iv) are a consequence of Corollary 6.5, and (iii) holds because the
connection is Levi-Civita. O

The Riesz transform condition (R) is satisfied automatically for (0, 0) tensors, or
in other words, for scalar-valued functions, as we now show.

Proof of Theorem 1.1 Recall the Weitzenbdock—Bochner identity
1 2 2 4? .
(AVLVS) = 380V + V2| +Rie(V£. V)

forall f € C>(M). When f € C(M), we get | V2 £ < II(I + A) f]| by integrat-
ing this identity.

The fact that D(A) € W22 (M) follows from Proposition 3.3 in [10] as does the
density of C2°(M) in D(A) Thus, |V?u| < II(I + A)ul| for u € D(A). Hence the
hypotheses of Theorem 6.6 hold, so Theorem 1.1 follows as a consequence. O

7 Lipschitz Estimates and Stability

In this short section, we demonstrate Lipschitz estimates for the functional calculus
and the stability of the square root.

@ Springer



450 L. Bandara, A. McIntosh

Let d and A satisfy the same conditions as specified for a and A prior to Theorem

6.2, and set
~ a0 ~ 00
B = (0 0) and By = (O A) .

On noting that éi satisfy conditions (i)—(iii) of Corollary 4.6, we have the following
Lipschitz estimate.

Theorem 7.1 (Lipschitz estimate) Assume the hypotheses of Theorem 6.2 and fix
ni < ki. Suppose that B; satisfy ||Billoo < n;i fori = 1,2 and set 0 < &; < 7% by

Cos W = and & = %(d)l + @2). Then, forall ® < n < %,

Ki—ni
1B ll o +mi
lr@ip) = fM, 2| < UBillso + 1Balloo) 1 f Il
forall f € Hol*(S}), and

© 2 dt ~ ~
/O lv Mg =y, 5)v| 7§<||Bl||§o+||32||§o> Il

forall y € W(S)) and all v € . The implicit constants depend in particular on on
B; and n;. O

We use the coefficients @ and A to perturb the coefficients a and A. Then, we
construct the following perturbed operator L, ; defined similar to L4 given by

L, iu=(a+aS*(A+ A)Suforu e DL, ;).

Theorem 7.2 (Stability of the square root) Assume the hypotheses of Theorem 6.2
and fix i < ki If |allee = 01, |Alloo < 12, then

[VEau = Ly iu] S Al + 14100 Tl

forall u € WY2(V). The implicit constant depends in particular on A, a and ;.

Proof Let B; be given as in the hypothesis of Theorem 7.1, so that 1 Billoo = lalle <
n1 and || B2|loc = [|Alloc < 12. By Theorem 7.1,

[sen(Mp)v — sgn(M 5, o[ < Ulallo + Alloo) llvll

Sou with u € W'2(V). Note that
L
v = T (g) = M, ; (g) so sgn(Tg)y = ( OA”) and sgn(T,, ;v =

/L, su . . .
( A+A ) Thus, on substitution, we obtain the desired result. O

for all v € JZ, in particular for all v =

0
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We point out that the conclusions of both these theorems hold if, instead of assuming
the hypotheses of Theorem 6.2, we assume the hypotheses of Theorem 6.6. This
yields Lipschitz estimates and the stability result for (p, g) tensors. We conclude this
section by highlighting the stability of the square root for scalar-valued functions as a
corollary.

Corollary 7.3 (Stability of the square root for functions) Suppose that |Ric| < C,
inj(M) > « > 0 and the following ellipticity condition holds: there exist k1, k3 > 0
such that

Re (au,u) > ki |lul> and  Re(ASv, Sv) = k2 vl

forallu € L>(M) and v € W"2(M). Fix n; < «;. Ifllallse < 11, | Alloo < 172, then

NPt

forallu € Wl’z(/\/l). The implicit constant depends on C, k, ki, A, a and n;.

< (Nl + 1 Alloo) lltllyy1.2

8 Harmonic Analysis
8.1 Carleson Measure Reduction

It remains for us to prove Theorem 4.2. The main point is to show that the main local
quadratic estimate (Q1) in Proposition 4.1 is a consequence of hypotheses (H1)—(HS).

The proof proceeds by reducing the main quadratic estimate to a Carleson measure
estimate. Thus, we first recall the notion of a (local) Carleson measure. Set M =
M x (0, tp], for some fy < co. We emphasise that we restrict our considerations to
t < to. The Carleson box over Q € Z; is then defined as Rg = @ x (0,£(Q)]. A
positive Borel measure v on M is called a Carleson measure if there exists C > 0
such that v(Rp) < Cu(Q) for all dyadic cubes Q € Z; for t < fy. The Carleson
norm ||v||¢ is defined by

v(Rp)
Ilvlg=" sup ——
0e2,, t<n /L(Q)

Let C denote the set of all Carleson measures.

The reader will find a more elaborate description of Carleson measures in the
classical setting in §11.2 of [17] by Stein. The local construction described here is a
fraction of a larger theory explored by Morris in [14] and [16].

With a description of a Carleson measure in hand, we now illustrate how to reduce
the main local quadratic estimate (Q1) to a Carleson measure estimate. The key is the
following consequence of Carleson’s theorem, which is a special case of Theorem 4.3
in [16]. Recall the dyadic averaging operator .4, from Sect. 2.3.
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Proposition 8.1 For all u € 3¢ and forall v € C,

// A dvix, ) < ull? vl
Mx(0,19]

Further, recall that whenever w = w; €'(x) € Vx for x € Q in {¢'}, the
associated GBG coordinates of Q, we define the associated GBG constant section
w(y) = w; e'(y) when y € B(x@, 0) and w(y) = 0 otherwise. Then, we define the

principal part as y;(x)w = (®tB ) (x). With this notation, and for 0 < 7y < oo to be
chosen later, we split the main quadratic estimate in the following way:

to 2 fo
|, lormal < |
0 t 0
0]
+ / Iy A (P — I)uI|2 —

/ / Al 2 d”“(f)‘” Q)

We call the first two terms on the right of (Q2) the principal terms. Proposition 8.1
then allows us to reduce estimating the last term to proving that

A / by (2 S0 4t
A t

is a Carleson measure. We call this term the Carleson term.

2 dt
@tBP[M ’

@tBP[M — %AtPtu

8.2 Estimation of Principal Terms

In this section, as the title suggests, we illustrate how to estimate the two principal
terms of (Q2). We proceed to do so by coupling the existence of exponential off-
diagonal bounds with our dyadic Poincaré inequality and cancellation hypothesis.
The estimates here are straightforward and are more or less adapted from [6,16] and
(3]

First, we quote the following theorem of [16], which is essentially contained in [6].

Proposition 8.2 (Off-diagonal bounds) Let U, be either RE, PB, QB or ®F fort €
R*. There exists a Cg > 0, which only depends on (H1)—(H6), for every M > 0 there
exists ¢ > 0 with

st <o 1\ Co L E NN 1 v
EUU|| = C d(E, F) exp ® p FuU

whenever E, F are Borel, sptu C F.

In [16], Morris points out that ®B extends to an operator @B L®W) - LloC %)
when t € (0, (C() /(2A <C 16~ )))] Since we require this in the harmonic analysis,
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and recalling the scale ts which we chose in Sect. 2.3 in interfacing GBG with the
dyadic decomposition, we will fix an even smaller scale ty < tg such that tg <
(C o/2Ar (C 1871 ))) Next, we have the following technical lemma.

Lemma 8.3 Ler r > 0 and suppose that {Bj = B(xj, r)} is a disjoint collection of
balls. Then, whenever n > 1,

4
S Kon, < et
J

Proof Fix x € M and let €, = {x; € M :x € B(xj,nr)}. It is easy to see that
Zj Xyp,(x) = card ¢,. That x; € %, is equivalent to saying that d(x, x;) < nr,
and therefore for any y € nB;, d(x,y) < d(x,x;) +d(x;,y) < (n+ Dr. That s,
B(x, (n + 1)r) D B(xj,r) and by the disjointness of {Bj}, w(Bx,(n + hyr)) >
> e (B, ).

Next, note that (Ejoc) implies that u(nB;) < n* e (B ;) and therefore,

> nB)) S0 w(Bx, (n + D).

xj-e%’x

Thus, itis enough to compare (9 B;) to u(B(x, (n+1)r)).So, takeany y € B(x, (n+
1)r), and note that d(x, y) < d(x,x;) +d(x;,y) < 2n+ 1)r < 3nr. Thus,

u(B(x, 0+ Dr)) < u(B(x;, 3nr) S 3¢ w(B(x;, nr))

and the estimate

B
card €, e—3knr 5 z n(n ]) < nKeAnr

v MB, (n+ D) ~

completes the proof. O

Proposition 8.4 (First principal term estimate) For all u € R(I1),

/tz
0

where t) < min {tH, 4)\(5%5)} .

2 dt
Q8 Piu — v A Pu -5 Jlu]|*

Proof Letv = Pu.

(i) First, we note that

”@tBPtM —'YtA[PtM

=3 |erw—vo|
= r W —vo)| .
0c2, L“(0)

@ Springer



454 L. Bandara, A. McIntosh

For each Q € 2;, write Bg = B(xg, §1) D Q and C;(Q) = 2/+!By\2/ By.
Then, for each such cube Q,

2

2 o0
/‘®F(v—vg)‘ du:/ OF [ D Xc;ow—vo) || du
0 0 j=0
e 2
=3 [ eF - von| du
j=0"¢
= t M d(Q,Cj(Q))
< - _C"%)
NJZ::O<d(Q,Cj(Q>>> exp( T

/ v —vo|” dn
Ci(Q)

(i) Next, note that by (4.1) in [16]

.C
21?% <d(xg,C;(Q)) <d(Q,C;(Q)) + diam Q

which implies that
M
<;> < 2 MGHD,
d(Q.C;(Q))

Next, for j > 1,

.C
d(Q,C;(Q)) > 212—(;t

and therefore,

oxp (_CQd(Q, fj(Q))) - (_ Ciaa 2,»+1> _

For j =0,

d(Q,C; CoC CoC
exp (—C@)M) =1= exp( Z(S 1)exp (— Z(S 120).

Fix t > 0 to be chosen later. Then, for all r < ¢/,

L dQ, G0 _ (_c@a ,~+1)
exp( Co ; )Nexp 157 2970

forall j > 0.
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(iii)) Combining the estimates in (i) and (ii),

_CeC1,;
OF @ — ‘ < N7 - M3HD oy hCAI YRS P
/’ =vo)| du 3 Z 451"
/ |v—vQ| dpu.
C;i(Q)

Since v = Pyu € D(I1%) = D(IT) N R(I1), we conclude from (H8)-1 that

2
o —vol? di < (14 () 240D exp (2Car1,) ) (EL) 2200
e ~ B 5 5
Ci(Q)
2 [ de P du.
52/+IBQ

Therefore,

> /e

Qe2,

Po—vo)| du

< Z iZ—M(j+l) exp (- C0C1 541
~ P\™ 45

0e2, j=0

2
(1 * <?> 2 exp( CSQ 2 )) (%) 2o
/ (1ZvP + o) due
52j+lBQ
o0

(M (i CoCy
(M—k=2)(j+1) j+1
< E 2 |:exp (——4&/ 2 t)

j=0

Cy (Cg ;
+exp ( 81 (4—;/) - Ac) 2/+1t)}

/ > Xeainp (80P + o) dp.

0e2;

(iv) Setn = ¢2/71Cy/(8ag) and r = aot so that { B(xg,apt) C Q} is disjoint, and
invoke Lemma 8.3 to conclude that

; 4rcCy
Xpinipy S 2V exp (TIZJHI) .
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Combining this with (iii), we have

Z /Q‘G)f(v—vQ))z du

0e2;

o0
< 227(M72K72)(j+])
J=0

ex —ﬂ Co — 428 ) 27
PAUT s \ar
Cy (Ceg .
+exp (—?1 (4; —Ac — 4AE) 2/+1t)]

2 (1=, n2 2
2 (12012 + Iv]?)

(v) Now, we choose t’ < ty so that

C (Ceo - C (Co ~

That is,

__Co <t.
4r(c +4c) ~

We can, therefore, set t’ = t, and then,
2 o
2 / (OF (v —vo)| dpu 52 Y 27 MDD iy |2
02, 0 Jj=0

by invoking (HS8)-2. By choosing M > 2« + 2, and substituting v = Pyu, we
have

5]
/0

2 dt 2 dt o dt
of pu—vidpul| 5 [Cuinpal < [T npar
0 0

< llull

Next, as in [6] and [16], we note the following consequence of (H7).

Lemma 8.5 Let Y =T, I'* or Il. Then,

! -3
L) (fy oot an)
’][Q MM‘NZ(Q)U(%QIMI 2 QI ul® dp +Q|M|

forallu € D(Y) and Q € 2; wheret < ts.
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The proof of this lemma is the same as that of the proof of Lemma 5.9 in [16].
Thus, we deduce the following.

Proposition 8.6 (Second principal term estimate) For all u € L%(V), we have

i , dt 2
lye A (P — Dul| " < lull” .
0

The proof of this proposition is similar to the proof of Proposition 5.10 in [16] with
the principle difference being that we only consider ¢ < ty.
We have demonstrated how to estimate the two principal terms of (Q2).

8.3 Carleson Measure Estimate

We are left with the task of estimating the final term of (Q2). We follow in the footsteps
of [4,6] remarking that, in a sense, it is to preserve the main thrust of this Carleson
argument that we have constructed the various technologies in this paper. We show in
this section that the argument runs as before with some changes that are possible as a
consequence of the geometric assumptions which we have made.

In §5 of [16], Morris illustrates how to prove

d
A / e dpn s
A t

is a local Carleson measure. At the heart of this proof lies a certain test function. Here,
we illustrate how to use the GBG condition to set up a suitable substitute test function
f & .. The main complication is to choose a cutoff in a way that we stay inside GBG
coordlnates of each cube.

Let T > 1 be chosen later. We note that we can find a smooth function g : M —
[0, 1] such that n = 1 on B(xg, 1Cy K(Q)) and n = 0 on M\ B(xg, 2tC; £(Q)) and
satisfying the gradient bound |Vn| < 775y ( Q) The constant here depends on t.

Let Q be the GBG cube with centre x5. We want to use 7 to perform a cutoff
inside the ball B(xg, p). That is, we want the ball B(xg,2tC £(Q)) C B(xg, p). A
simple calculation then yields that we need to choose t < 3. Thus, for the sake of the
argument, let us fix T = 2.

Next, let v € £(CV) and |v| = 1. Let &, w € CV such that |12)‘ = |w| = 1 and
v*() = w. Let 0 = n w. Certainly, we have that & € L?()) since % = 0 outside of
B(xg, p). Now, fix & > 0 and define

ff . =1 — 16 L(QTRE o) = (1 + 16 L(QTHRE o).

This allows us to prove a lemma similar to that of Lemma 5.12 in [16].
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Lemma 8.7 There exists ¢ > 0 such that for all Q € 2; witht < ts,
w L Bfw 2
It = et [ |ofty,
Ro

’][Qfg’s—wdu

The proof of this lemma proceeds exactly as the proof of Lemma 5.12 in [16]. The
last estimate relies upon Lemma 8.5.

n
Setting ¢ = (zic) 2 we obtain the same conclusion as the author of [16] that

wele f, 12) =

where we have set f » f ¥ . Furthermore, a stopping time argument as in Lemma
5.11 in [6] yields the followmg

di_ p(Q)

<c— and
£

dp

n
<cez.

l\)l'—‘

Lemma 8.8 Let t3 = min {tH, Ty } There exists o, B > 0 such that for all Q € 2,

with t < t3, there exists a collectlon of subcubes {Qy} C U<, 2, of Q such that
Eo = O\ U Qg satisfies n(Eg) > pu(Q) and E*é = Rp\ Ui R, satisfies

1
Re<w,][ f“’>za and ][ |fw|§—
Q/ Y Q/ Q0 o

whenever Q" € Ur<, 2, with Q' C Q andRg N E}y = @.

Let ¢ > 0 to be chosen later and let v € £(CV) with |v| = 1 and define

<g]

}. There exists o, B, c > 0 such that for all

/

[v € L(CV)\ {0} : ‘— —v

Ko v

Co
4a3 )

Q € 2, witht < 13,andv € L(CN) with |v| = 1, there exists a collection of subcubes

{0k} C Ui<i3Z; of Q such that Eg = Q\ Uy Qy satisfies n(Eg) > Bu(Q) and
E*Q = R\ Uk Ry, satisfies

dt
// YR dum® < cu(o).
(@.NEEY, V(D)Ko d

Then, the argument immediately following Proposition 5.11 in [16] illustrates that

Proposition 8.9 Let r3 = min {tH,

dt
I P ano$ < wo)
Ro t
and this is the required Carleson-measure estimate.
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On choosing ty = min {t,, #3} and applying Proposition 8.1, we find that we have
bounded all three terms on the right of (Q2), and hence deduced the estimate (Q1) of

Proposition 4.1:
1o
h

Proof of Theorem 4.2 The invariance of (H1)-(HS8) upon replacing (I", By, By) by
(T'*, B, By), (I'*, By, By), and (I'*, B}, B}) proves Theorem 4.2 via Proposition
4.1. O

2 dt
OF P = Sl

By establishing Theorem 4.2, we are now in a position to enjoy the full thrust of its
consequences. The first is the Kato square root type estimate for perturbations of Dirac
type operators on vector bundles as listed in Corollary 4.3. A consequence of these
corollaries is the Kato square root problem for vector bundles, as described in Theorem
6.2, the Kato square root problem for finite rank tensors as described in Theorem 6.6
and lastly, the highlighted theorem of this paper, Theorem 1.1, the Kato square root
problem for functions. Furthermore, we also can enjoy the holomorphic dependency
results of Sect. 4.2, in particular, Corollary 4.6, which illustrates the stability of the
functional calculus under small perturbations.

9 Extension to Measure Metric Spaces

In this section, we extend the quadratic estimates to a setting where M is replaced by
an exponentially locally doubling measure metric space X'. As a consequence, we also
drop the smoothness assumption on the vector bundle V. Similar quadratic estimates on
doubling measure metric spaces for trivial bundles are obtained by the first authorin [7].

To be precise, let X be a complete metric space with metric d and let du be a
Borel-regular exponentially locally doubling measure. That is, we assume that du
satisfies (Ejoc) with & in place of M. The underlying space now lacks a differentiable
structure and it no longer makes sense to ask the local trivializations and the metric h
to be smooth. Instead, we simply require them to be continuous. However, we remark
that in applications, the local trivializations would normally be Lipschitz. The fact
that d . is Borel implies that the local trivializations are measurable. Furthermore, we
assume that V satisfies the GBG condition.

With the exception of (H6), no changes need be made to the hypotheses to (H1)—
(H8) in this new setting. To define a suitable (H6), we first define the following quantity
asin [7].

Definition 9.1 (Pointwise Lipschitz constant) For £ : X — CV Lipschitz, define
Lip&: X — Rby
Lip &£(x) = lim sup M
yox o d(x.y)

We take the convention that Lip £(x) = O when x is an isolated point.

We then define (H6) as in [7].
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(H6) For every bounded Lipschitz function & : X — C, multiplication by & preserves
D(I') and Mg = [I', £ is a multiplication operator. Furthermore, there exists
a constant m > 0 such that |M§ (x)| < m |Lip &(x)| for almost all x € X.

Thus, we have the following theorem.

Theorem 9.2 Let X be a complete metric space equipped with a Borel-regular mea-
sure d satisfying (Ejoc). Suppose that that (I', By, By) satisfy (HI)-(HS8). Then, I1p
satisfies the quadratic estimate

0 2 dt

B - 2
| Lot 5 =
0 t

for all u € R(Tlg) C L2(V) and hence has a bounded holomorphic functional
calculus.

Proof First, we note that much of the local Carleson theory was originally proved by
Morris in §4.3 of [ 14] in the setting of an exponentially doubling measure metric space.
Next, the off-diagonal estimates can be obtained by using the Lipschitz separation
Lemma 5.1 in [7]. Also, the construction of the test function and the proof of Lemma
8.5 proceeds similar to the argument in [7]. Thus the arguments of Sect. 8 hold and
the theorem is proved by Proposition 4.1. O

As before, we have the following corollaries. The E}:_.,F are the spectral subspaces
defined in Sect. 4.

Corollary 9.3 (Kato square root type estimate)

(1) There is a spectral decomposition
L*(V) = N(Ilp) ® Ef @ Ej

(where the sum is in general non-orthogonal), and
(i) D) ND(I'y) =D1p) =D/ I132%) with

ITull + || Dhu || = 1T pull = Iy TT52ul|

forallu € D(I1p).
Corollary 9.4 Let 57,1, By, B, k1, k3 satisfy (H1)—(H8) and take n; < ;. Set 0 <
@ < 5 bycosa; = % and & = %(6)1 +@2). Let A; € L®°(L(V)) satisfy

@ MAilloo = mi,

(i) AjAR(T), B1AR(D), A1 ByR(I) C N(I), and
(iil) A2A1R(T*), B2AIR(I'™), A2 BiR(I'*) C N(I'™).
Letting & < |1 < 5, we have:

(i) forall f € Hol™(SY),

I/ (M) = f(p+D)II S 1A1lleo + 1A21l00) 1 f llo » and
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(i) for all ¥ € W(SY),

* o dt 2 2
A I (tp)u — (T pya)ull e S UAE + TA2115) luell

whenever u € .

The implicit constants depend on (HI)—(HS) and n;.
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