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Abstract In this paper, we shall study the stability for distributed bilinear systems on a
Hilbert state space that can be decomposed in two subspaces: unstable finite-dimensional
and stable infinite-dimensional with respect to the evolution generator. Then, we shall show
under a weaker observability assumption that stabilizing such a system with a feedback
control of the form p, (1) = —|ly(®)| ™" (y(¢), By(t)) for r < 2, reduces stabilizing only
its projection on the finite-dimension subspace which make the whole system stable. To
this end, we shall propose a new family of continuous feedback controls that guarantee the
uniform stabilizability with an explicit optimal decay rate estimate of the stabilized state.
Two illustrating examples and simulations are provided.
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1 Introduction

Bilinear systems have been considered since the early 1960s as a gateway between linear
and nonlinear systems that are defined to be linear in both state and control when considered
independently, with the nonlinearity (or bilinearity) arising from coupled terms involving
products of system state and control (see [8,19]). By formulating the model appropriately,
the bilinear term could also be represented by products of system output and control input,
i.e. the output is defined as a system state. Therefore many researchers have focused their
studies on this class of systems and their applications ever since. By the beginning of 1970s,
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indeed, several comprehensive review articles and monographs (see [3,8]) had already been
published. The thrust for the study of bilinear systems comes from the intrinsic limits of linear
models when dealing with practical applications in the field of ecology (e.g. populations
models), biology as well as in nuclear fission (see [8]), transmission and power systems (see
[6,9]). Furthermore, there are several characteristics that render bilinear systems appealing
also from the theoretical point of view. In this paper, we are concerned with the question of
feedback stabilization of bilinear systems that can be described in the following form

dy(1)
e =Ay(@®) + p®)By(@), y(0) =y, (D
on a real Hilbert space H with inner product (-, -) and corresponding norm || - ||, where A

generates a semigroup of contractions S(t) on H and B € L(H). While the real valued
function p(-) € L%(0, +00; R) is a control. The obvious choice of the stabilizing feedback
control is

po(1) = =(y(1), By(1)), (@)

(see [2]). In the case where B is sequentially continuous from H,, (H endowed with the weak
topology) to H, the quadratic feedback p, (t) weakly stabilizes the system (1), provided that
the following approximate observability assumption

(BS(t)y, S(t)y) =0, Vi>0=—=y =0, 3)

holds (see [2]). Under the exact observability assumption

T
/0 [(BS(1)y, S)y)ldt = 8lIylI*, ¥y e H, (T, 8> 0), “

a strong stabilization result has been obtained using the control p, (f) (see [11]). However, in
this way the convergence of the resulting closed loop state is not better than ||y (#)| = O(%).

The control p, (1) = _O®.Bym) (th)(f)ﬁ y)

system in [13], where exponential stabilization results have been established provided that
the observation assumption (4) holds. In [15] the rational decay rates are established i.e.,

) has been considered for infinite-dimensional bilinear

Iyl = OGTr), re(~00.2), )

using the following continuous feedback control

_ =0, By(0)>
Pr(t):[ nor— YO #0

6
0, ¥(t) = 0. ©

In the sequel of this section, we shall present an appropriate decomposition of the state
space H and the system (1) via the spectral properties of the operator A, and we shall apply
this approach to study the stabilization problem of the system (1). This problem has been
considered in the finite-dimensional case [i.e., H = R" and A, B € R" (see [4])], who
showed that the condition

span{Az, ad’(A, B)z,ad" (A, B)z, ...,ad"(A, B)z,...} = R", Vz e RR"—{0}, (7)

where ad*(A, B) is defined recursively as ad’(A, B) = B, ad'(A, B) = AB — BA and
ad*'(A, B) = ad'(A, ad"(A, B)), Yk € IN is sufficient for exponential stabilization of
the system (1) controlled by the feedback p,(#). In [7,14], it has been shown that if the
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spectrum o (A) of A can be decomposed into o, (A) = {A : Re(A) > —y}and o5(A) = {A :
Re(r) < —y}, (for some y > 0), then the state space H can be decomposed according to

H = Hu ® HS! (8)
where H, = P,H = vect{g;, 1 < j < N}, H; = P;H = vect{p;, j > N}, P, is givenby
1
P, = —,/(u — A~ ldx, (C)]
27 C
where C is a curve surrounding 0, (A), Py = I — P, and forall j > 1, ¢, is the eigenvector

associated to the eigenvalue A ;. The projection operators P, and Py commute with A, and
we have A = A, + A with A, = P,AP, and A; = P;AP;. Also, for all y(t) € H, we set

yu = P,y and y; = Psy. If A satisfies the spectrum growth assumption:
In(|| S (¢
fim USOD _ o Reo Ay, (10)
t—+00 t

which is equivalent to:
ISl < Myexp(—yt), VYt=>0 (for some M,y > 0), (11

where S (7) denotes the semigroup generated by Ay in H;. In the sequel, we suppose that the
operator B satisfies
B = B, ® Bs, (12)

where B, = P,BP, and B; = P;B Py, (see [14]).
Let us consider that the system (1) can be decomposed in the following two subsystems:

dy;[(t) = Auyu(t) + p(®)Buyu(t), yu(0) = you € H,y, (13)
% = Asys(t) + p(t)Bsys(t), ys(0) = yos € Hs, (14)

in the state spaces H, and H; respectively. For linear systems and based on the above
decomposition (8), it has been shown that the whole system can be divided into two uncoupled
subsystems, one of which is exponentially stable without applying controls, while the other
one is unstable (see [18]). So the instability problem in some sense reduces to a finite-
dimensional one. In this paper, we shall study the uniform stabilizability of the system (1)
and we shall establish the explicit decay estimate (5) under a weaker observability assumption
based on the decomposition method described above of the system (1). The rest of the paper
is as follows: the second and the third section are devoted to the main results. In the last
section we give some applications and simulations.

Remark 1.1 1. For finite-dimensional systems, the conditions (3) and (4) are equivalent (see
[4,17]). However, in infinite-dimensional case, and if B is compact, then the condition
(4) is impossible. Indeed, if (¢;) is an orthonormal basis of H, then applying (4) for
y = ¢; and using the fact that ¢; — 0, as j — +00, we obtain the contradiction § = 0.

2. Since S(¢) is a semigroup of contractions, so S, (t) = I, (the identity operator). Indeed,
the assumption that A generates a contraction semigroup implies that sup(2;) < 0. On
the other hand, remarking that for all 0 < y; < y the set {A;|A; > —y1} is also finite,
wecantake 0 < y < inf;\j<0(—)»j) sothat{A;|A; > —y} = {0}, and hence S, (t) = I,.
Then, in this case the state space H, = ker(A,).
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2 Stabilization results

Let us now recall the following definition concerning the asymptotic behavior of the system
(1) (see e.g. [2]).

Definition 2.1 The system (1) is weakly (resp. strongly) stabilizable if there exists a feedback
control p(t) = f(y(®)),t =0, f : H — K := IR, such that the corresponding mild
solution y(t) of the system (1) satisfies the properties:

1. for each initial state y, of the system (1) there exists a unique mild solution defined for
all t € IR™ of the system (1),

2. {0} is an equilibrium state of the system (1),

3. y(t) — 0, weakly (resp. strongly), as t — +o0, forall y, € H.

The following definition concerns the uniform and the uniform polynomial stabilization of
the system (1).

Definition 2.2 1. We say a dynamical system (¢, y,) — y(f, y,) on a normed state space
H is uniformly stable (with respect to bounded sets) if for any bounded set B C H, we
have

lim sup{||y(, y))Il: y, € B} = 0. 15)
t—+00

2. A dynamical system (¢, y,) — y(t,y,) is uniformly polynomially stable, if for R > 0

there exists a constant Cg > 0 such that every solution of (1) with ||y, |l < R satisfies
Iyl < Crt™ 77, ast — +oo. (16)

Remark 2.1 1. The uniform polynomial stability implies the uniform stability and the last
result is stronger than the strong stability as is in the Definition 2.1.

2. The positive constant Cr depends on R and is independent of ¢.

3. The uniform stability is consistent with the concept of uniform attraction in dynamical
systems (see [5]).

Before we state our main results, the following lemmas will be needed.

Lemma 2.1 [1] Let (s) be a sequence of positive real numbers satisfying
Ska1 + Cspi < se. Yk >0, (17)

where C > Qand a > —1 are constants. Then there exists a positive constant M, (depending

on a and C) such that
Mo
sp < ——— k> 0. (18)

k+Da
Let us now recall the following existing result.

Lemma 2.2 [15] Let A generate a semigroup of contractions S(t) on H and let B be linear
and bounded operator from H into itself. Then the system (1), controlled by (6) possesses a
unique mild solution y(t) on R™ for each y € H which satisfies

! ST (y(s). Bys)?  \?
| sy, Bs@idn = (ny(z)n / : ds) | ast > +oo,
0 YOI

19)
for almostall T > 0.
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The next result concerns the uniform stabilization of the system (1).

Theorem 2.1 1. Let A generate a linear Co-semigroup S(t) of contractions on H,
2. A allow the decomposition (8) of H with dim H, < +oo such that (11) holds, and
3. B € L(H) be compact and satisfies (3).

Then the system (1) is uniformly stabilizable using the feedback control law

o) = —p 2By 20)

ly@I”
where the parameter p > 0 is chosen sufficiently small and A = {t > 0: y(t) # 0}.

Proof The system (1) controlled by (20) possesses a unique mild solution y(¢) defined on a
maximal interval [0, fmax[ and given by the variation of constants formula:

t
y(@) = S8)yo +/0 S =) f(y(r))dr, 2

where f(y) = —p <ﬁ;ﬁf By, for all y # 0, £(0) = 0 corresponds to (20). Since S(¢) is a
semigroup of contractions, we have:

dlly(t)||2 Vv € DA 2
—a = 2fGW), y@m), Yy, € D(A). (22)

It follows that
ly@ON < 1yl (23)

From (21) and using the fact that S(¢) is a semigroup of contractions and Gronwall inequality,
we deduce that the map y, —> y () is continuous from H to H. We deduce that (23) holds
for all y, € H by density argument and hence fyax = +00 (see [16]). By virtue of (22) we
have
"1(y(@), By(m)I By(f))l
T bl

This last inequality holds, by density, for all y, € H. It follows that the integral

"1{y(@), By(m)I By(1))|?
ly(@I”

converges. Consequently, we deduce from the Cauchy criterion that

/f” l(y(1), By(0))|? J
: ly ()"

Now let us show that y(r) — 0, as t — +o00, (where — refers to weak convergence). Let
t, — —o0 such that y(#,) weakly converge in H, and let z € H such that y(#,) — z, as
t — 4-o00. (The existence of such (#,) and z are ensured by (23) and by the fact that space H
is reflexive). Since S(¢) is bounded and B is a compact operator, then for all # > 0, we have
S@)y(ty,) — S(t)z and BS(t)y(t,) — BS(t)z, as n — +o00. Then

Jim (BS(6)y(tn). S(t)y(t)) = (BS(1)z, §(1)z).

T <y l% Vi =0,y € DA). (24)

T — 0, ast— +oo. (25)

Hence, by the dominated convergence theorem
T T
lim BS(1)y(tn), S@)y(tn))|dt :/o [{(BS(#)z, S(1)z)|dt.

n—>+00 Jo
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Then using (19) and (25), we get fOT [(BS(t)z, S(t)z)|dt = 0,s0 (BS(t)z, S(t)z) =0, Vt >
0, which gives, by virtue of (3) that z = 0. Hence y, () — 0, as t — 400, and using the fact
that dim H, < 400, we deduce that y, () — 0 as t — 4o00. The last result together with
(23) (i.e., y,(¢) approaches to 0 depends only on the norm ||y, ||) show that y, (¢) converges
uniformly to zeros as ¢ tend to +00. For the component y, (¢) of y(#), we have

! B
ys(t) = Ss(t)yOS - :0/ Ss(t - T)MBS}}S(T)dT' (26)
0 ly@ Il

It follows from (11) that

t

Vs < Mie " yos Py Yoll©™ e T lys (T T.

lysOIF < Mie " Iyos| + oMy BIP {1y, 1>~ i YDy () |1d 27)
From Gronwall inequality, we obtain:

2 2—r _
lys (1 < Mye®MIBIT I =00 yo 1 Ve > 0.
Then, for all R > 0, there exists a constant Cg > 0 such that ||y, || < R, we have
ys ()| < M Cre®MICRIBIZ=01 vy >

. y .
Taking p < nceBE Ve deduce that y (1) — 0 uniformly as t — +oo.

Hence y(t) = y, (¢t) + ys(t) — 0 uniformly as t — +o00. O

Remark 2.2 1f yg = 0 then y(¢) = 0 for almost all t > 0.

3 Polynomial decay rate estimate of the stabilized state

In this section, based on the decomposition method described above, we are concerned
with the question of the uniform polynomial stabilizability of the system (1) with the decay
estimate (16), using a continuous feedback control, which depends only on the unstable part,
without compactness assumption of the operator B and under a weaker condition than (3).
Before we state our main result in this section, the following lemma will be needed.

Lemma 3.1 Let H be a Hilbert space such that dim(H) < +oo, then the two inequality (3)
and (4) are equivalent.

Proof Firstly, it is evident that the inequality (4) implies (3).
Conversely, we shall show that (3) implies (4), for this purpose two situations are provided:

Case 1 z = 0, it is trivial that the estimate (4) holds.
Case 2z € H— {0}, so

T
/ [(BS(t)z, S(t)z)|dt >0, Vz e H—{0}. (28)
0
Indeed, we assume that there exists z € H — {0}, such that

T
/ [(BS(t)z, S(t)z)|dt =0,
0

whichimplies that (BS(#)z, S(¢)z) = 0, since themap ¢ — S(¢)z is continuous on [0, +oco[.
From (3) we get z = 0, which contradict with the fact that z € H — {0} so (28) is satisfied.
Furthermore, note that the map z — fOT [(BS(t)z, S(t)z)|dt depends continuously on z.
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Using now the fact that the set S = {z € H| ||z|]| = 1} is compact in H (dim(H) < +00).
Then, from (28) one concludes that there exists a positive constant § > 0, such that

T
inf/ [(BS(t)z, S(t)z)|dt = 6. (29)
0

zeS

Hence, we deduce that (4) holds for all z € S. Now, for all z € H — {0}, one can take
y= ”g—” € S, then from (29) we get

T
inf /
zeH—{0} Jo

which immediately gives

= S(t)i> di =,

Izl izl

<BS(t)

T
inf / [(BS(1)z, S(1)z)|dt = 5||z|1%.
zeH—{0} Jo

This completes the proof of Lemma 3.1. O
The main result in this section is as follows.

Theorem 3.1 1. Let A generate a linear Co-semigroup S(t) such that S,,(t) is of isometries
and (11) holds,

2. A allow the decomposition (8) of H with dim H, < 400,

3. B € L(H) such that for all y, € H,, we have

(BuSu(®)yu, Su®)yu) =0, Vt=0= y, =0. (30)

Then, for all R > 0 there exists a constant Cg > 0 such that every solution of (1) with
Iyl < R, the feedback control law

(Yu (), Buyu(t))

1p,, 2, 31
RO A G

Pru(t) = —p
satisfies
1
Iyl < Crt™ 27, ast — +o0, (32)

where the parameter p > 0 is chosen sufficiently small and A, = {t > 0 : y,(t) # O}

Proof Let us consider the system:

dyu(t) (Yu (@), Buyu (1)) _
dr Auyu(t) — pWBuYM(t)v Yu(0) = you. (33)

Multiplying the system (33) by y, (¢) and integrating over 2 and using the fact that S, (¢) is
a semigroup of isometries, (so that (A, ¢, ¢) =0, V¢ € D(A,)), we obtain

2 2
dllya I _ —2p|(y“(t)’ Buyu(1))] <0, Vyou € D(A,). (34)

dr llyu (11"

which proves that the real function t —> ||y, (¢)| is decreasing on R™, and we have

[Yu N < Nyu O, ¥ =0. (35)

Hence, the system (33) admits a unique mild solution defined for almost all # > 0 (see [15]).

@ Springer
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Integrating now the last inequality over the interval [kT, (k+ 1)T],k € Nand T > 0, we
obtain:
Yu(T), Buyu ()|
Il yu (DII"

(k+1)T
1y + DI = yu T2 < —Zp/” I

using now the estimate (19), we deduce that

lyu((k + DT = llyu KT
2

T
< —Mly kD)™ (/0 1(Su(T) Yurs BuSu(T)yu)ldf) . M>0 (36)

Using the fact dim(H,) < +o00, then from Lemma 3.1, the assumption (30) implies

T
/0 {BuSu(®)yu, Su®)yu)ldt > 8y, ”2’ Yy € Hy, (T, > 0). 37

Then, from (36) and (37) we get
lyu(Ck + DT = [lyu KT < —M8*||y, (KT)|*",
using the fact that 1 — ||y, (#)|| is a decreasing function, we obtain
Iyu(e + DD = lyu KT > < =M8*(|yu((k + DT+,
which implies that
1yu(k + DT+ Cllyu (k + DD < Iy kDI*, € = M2,

Letting sx = ||y, (kT) 12, the last inequality can be written as

r

oI
Sk+1 + CSkJrlz <sr, Vk=>0.

Applying Lemma 2.1, we deduce that s < M —. Fork = [%] ([%] designed the integer
(k+1) 27
part of £), we obtain: s; < 5, (M3(|lyoul)) = M3 > 0) which gives ||y, ()[|> < 5.

b
r 12-r

t
Hence, for all Ry > 0, there exists a constant Cg, > 0 such that || yo,|| < R implies

1
lyu@l < Crit~ 27, ast — +oo. (38)

For the component y,(¢), we shall show that y,(¢) is defined for all # > 0 and uniformly
exponentially converges to 0, as ¢ — +o00. The system (1) excited by the control (31) admits
a unique mild solution defined for almost all # in a maximal interval [0, fmax[ by

¥(0) = S0 + /O S(t = 7) pra(T) By()dx.

Thus ,
ys(t) = Ss(t)yos +/ Ss(t — r)Pr,u(t)Bsys(f)dfy vt € [0, tmax[- (39)
0

It follows from (11), (35) and (39) that

t
lys (Il < M1 e [Iyosll + o MBI youll* ™" /0 e VIO ys (D) |ldT

for almost all ¢ € [0, fpax|.
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Then the scalar function z(t) = ||y, (1) || €¥ satisfies

t
2(6) < Millyos|l + oMl BIP you >~ /O z(v)dr.
Gronwall inequality then yields
2(6) < M ||yos|leP M IBIPIyoul*~" e

In other words, for all R, > 0, there exists a positive constant Cg, > 0 such that ||yos]| < R2,
we have s
lys ()] < MiCrye?M1CrsIBIE=1, (40)

where Cr, = max{Cg,, Cg,}. Taking p < ik it follows from (40) that y(¢) is

14
M Cry|IB]
bounded on [0, fmax[, SO fmax = 400, and the estimate (40) holds for all ¢ > 0. From the
inequality (40) together with the choice of p sufficiently small, we deduce that there exists a

constant Cg, > 0 for which we have

1
lysOIl = Cryt 77, ast — +o00, (Cg, >0). (41

Then, we conclude from (38) and (41) that the solution of the system (1) satisfies
Iy < Crst ™7, ast — +oo, 42)
such that Cg; = Cg, + Cg,. This completes the proof of Theorem 3.1. ]
Remark 3.1 1. Since ||y, (?)|| decreases, then we have
Aty = 0; yu(ty) =0 < y, (1) =0, V1 =1.
In this case, we have
Pra(t) =0, ¥t =1, => y(1) = S5t — 1)y,(1,), ¥t = 10.

Hence, using (11) the system (1) is exponentially stable.

2. In Theorems 2.1 and 3.1, the parameter p > 0 is chosen sufficiently small which ensures
that the exponential decay on the subspace corresponding to o5 (A) overcomes the pres-
ence of the nonlinear control.

3. The feedback (31) depends only on the unstable part y,(¢) and is uniformly bounded
with respect to initial states.

4. We note that (30) is weaker than both (3) and (4).

5. In the case dim H,, = +o0 and B is nonlinear and locally Lipschitz such that B(0) = 0.
Then using the techniques as in [15], we can obtain the result of Theorem 3.1 if (4) is
changed to (37).

6. In the case r = 2, and under the weak observability condition (30), the exponential
stability of the system (1) has been established (see [14]).

7. The feedback (20) and (31) are continuous, whereas p;(t) is not.

8. If r = 0, we retrieve the result of [12].

9. The decay estimate (42) is the best one. )

0. Taking ¢(t) = ||y, (t) ||2 in (34), one can deduce that —ﬁ(p‘z‘*'i e’ (1) < ||B||2.

Integrating now the last inequality over [0, ¢], we obtain
1

(1) = , V>0,

2

2—r
20(1 = D)|B|2t + —L
(p( DIBIP+
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1

so [y, ()] = —., r < 2. Consequently, from (38) we deduce
=
2p(1—§>||3n2z+m)
Ml M2
— < lyu@®Il < ——, ast—> +oo, (M, > M, >0). (43)
=3 =3

4 Applications

In this part, we shall give two illustrating examples of the established results.

Example 4.1 Let us consider the following fourth-order PDE equation:

4 .
D) — DD BUD 4 () By(x,1) in (—7,7) % (0, 00) )
y(x, 0) = y,(x), x € (—m, m),
where the state space is H = L*(—=m, 7), and the dynamic is defined by A = —8% — %,

withD(A) = {y € H*(—n, )| SZZ (—m) = ax" (7r) =0, n=0,...,3}. The operator A is
a infinitesimal generator of a Cp-semigroup of contractions in Lz(—n, 1), with eigenvalues
givenby A; = —j* + j2, (j € N*), associated to the eigenfunctions (¢j)j=1 expressed by
pjx) = ﬁ sin(jx), Vj > 1, (see [10]). In this case S, (t) = Iy, (the identity operator),
namely S, (¢) is a semigroup of isometries. Moreover, taking the operator of control by
By = +°° 11 (v, 9j)¢;. The family (¢;) ;> is an orthonormal basis of L*(—m, ), and
the solutlon y(t) of the system (44) can be written as:

+00 +00
YO ) =D ai(09j(x) = D (¥(0), 9} 12(— iy @5 (X)-
j=1 j=1

The fact that Ay = O and A; < 0, Vj > 2, implies that the subspace H, = Ry i.e., the
solution y(t) € H, is written as:

yi(x, 1) = yu(x, 1) = ar ()¢ (x),
where the function a; satisfies

ay(t) = —lai (O "ar(t), Vi =0. (45)

It is easy to see that the operator B is compact, and A generates the semigroup S(t) such that
A
Sty = 3127 My, ¢j)gj,andwehave (BS(1)y, S(1)y) = 2155 ej’ [(y, )17, ¥t =0,

S0, it is clear that (3) holds. Consequently, the assumptions of the Theorem 2.1 are satisfied
and the control (20) in this case is explicitly expressed by

+00 T 2
S 4 (/ y(z, t)sin(jr)dr)

j=1 / -

+o00 T 2 %
‘ > (/ y(z, 1) Sin(jr)dr) ]
j=1 —

which ensures the uniform stability of the system (44). Moreover, for the application of the
Theorem 3.1, we have (B, S, ())yu, Su(®)yy) = |(yu, 91)|*> = |a1(t)|?, and therefore the
hypothesis (30) is verified. Furthermore, from (45) we get:

pr(t) =—p ) (46)
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1
lai(t)| = -, Vi =0,

2—r
1
|:(2 - r)pt + |al(0)|2—r:|

which gives:

1
YOl L2(—r,7) = - V=0,

2—r
_ 1
(2 I")p[ + |g1(0)|27)'i|

for any a1 (0) # 0. Then, using the following control

0
Q2—r)pt +

Pru(t) = — . Vi =0, (47

1
lar (0)]>="

we obtain
1
IyiO2—nz) < Crit T, ast — 400,

where Cg, > 0. Using now the fact that 1 ; < 0 forany j > 2 and p,,(t) <0, V¢ > 0, we
deduce that

laj ()] < =T Fa;0)], Vi = 0.
Hence,
”ys(z)”LZ(—n,n) < €_t||yx(0)||L2(_m,,), Vvt >0,
which gives
_ 1
1YsOl 2,7y < Cryt ™7 ast — +00,

where Cg, > 0. Consequently, the system (44) is uniformly polynomially stabilizable with
the decay estimate

_ 1
IyOllL2—rgzy < CrE 7, ast — 400,
where Cg = Cg, + Cg,.

Remark 4.1 The two negative controls (46) and (47) satisfying the inequality |p,(¢)| =

O(%)’ as t — +00, and |pr,u(t)| = O(%), as t — 4o0.

The second example in this section is the following.

Example 4.2 Let us consider the following 1-d bilinear heat equation:

t ax
w00 _ oo _ Vi >0

y(x.r) _ 0%y(x.1)
(a = @D 4 By, x € (0.1), 1> 0, s

)

ax dx

where y(t) is the temperature profile at time t. We suppose that the system is controlled
via the flow of a liquid p(¢) in an adequate metallic pipeline. Here we take the state space

H = L*(0, 1) and the operator A is defined by Ay = oy with

x2°’

ay(0,1) _ ay(l, 1) :O]

D(A) = [y e H*(0, 1) P i
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The domain of A gives the homogeneous Neumann boundary condition imposed at the ends of
the bar which require specifying how the heat flows out of the bar and mean that both ends are
insulated. The spectrum of A is given by the simple eigenvalues A; = —7%(j—1)%, jeN*
and eigenfunctions ¢;(x) = 1 and ¢;(x) = ﬁcos((j — )mx) for all j > 2. Then the
subspace H, is the one-dimensional space spanned by the eigenfunction ¢, and we have
Su(@®)yu = (Yu, @1)91 50 S,(t) = Ip, (the identity) and hence S, (¢) is a semigroup of
isometries. For the operator of control B, we consider:

By ZZ}_:O?O‘/' <y,¢j>@j,aj>0,Vj>1and
relation:

f;’? a? < o0 (see [13]). From the

(BuSu(®)yu, Su®yu) = a1l (yus 91) 1%,

we can see that (30) holds if @1 > 0. To examine the estimate (32), remarking for the scalar
functions y; (t) = (y(t), ¢;), Yj = 1, we have

1
V1O = 1y = . Vi=0,

[(2 —rpadt + —1— }27

|y0u‘2_'
for all y, such that yo, 7 0, where r € (—oo, 2). This implies
Yu()] < Cryt 7, ast — +oo, (49)

where Cg, > 0. Then the control in this case is defined by

poy
1

odlta L
2= rpait + 5=

Pru(t) = — (50)

For j > 2, the functions y;(¢) are characterised by y;(0) = (y(0), ¢;), Vj > 2 and satisfy

i '(t)—()»' paIg) ) 10}
TR (2—r)poz]2t+‘yol|2,r e

which implies that
_a2(i—1)? .
i@ <e ™IV ), =2
Then
2
lysI < e ™ lys ()|, V=0,

which implies
ys ()]l < Cryt ™77, ast — +oo, (51)

where Cg, > 0. The inequality (49) together with (51) give
Iyl < Cayt™ =7, ast — +oo, (52)
where CR3 = CR] + CR2~

Remark 4.2 With the usual homogeneous Dirichlet boundary condition, the eigenvalues of
the operator A are all A; < 0, for any j > 1. In this, case the system (48) is exponentially
stable (taking p(t) = 0).
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4.1 Simulations

In this part, taking in the system (48), the operator B = [, ie, a; = 1, (j = 1) and
¥, (x) = 6.75x. Then we obtain the results shown in the Figs. 1,2, 3,4, 5,6, 7, 8,9 and 10.
The Figs. 1, 2, 3, 4 and 8 are plotted in log scale, while the Figs. 5, 6, 7 and 9, 10 are plotted
in the linear scale (takes the negative values).

Fig. 1 The evolution of the free state

3JIKWD'
3.3!:"10'
3.34:"10'
Q,ZZXWD'
3 !lﬂIo 1
32IMII°'

QIHKWD'

Iy (Il

3.2333066090660238 1 BD 1
3 2lmmnmmn° 1
3.1920066920060237 <1 Do 1
3.|'mumnm7nu° 1
3 Iﬁﬂmﬂm?nﬂo 1

3.|3mmnm7nn°-

LSS L B L S L B B L SO BN L S B N SO L B B L B BN B L B B B B S B N B §
0 02 04 06 08 1 12 14 16 13 2 22 24 26 28 3 32 34 35 38 4 42 44 45 48 5 52 54 55 53 6 62 64 96 63 7

t

Fig. 2 The norm of the free state
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The Figs. 1 and 2 represent the evolution of state and the norm of the free state (p(t) = 0).
By injecting in the system (48) the control p; g ,(¢), (r = 1.8), we obtain the Figs. 3, 4,
5 and 6, which show the evolution of the stabilized state, the norm and its logarithm. The
Fig. 6 shows the evolution of logarithm of the norm divided by log(#). Figure 7 represents
the evolution of the stabilizing control.

500" 1

IEZE)|

5010

a0 |

LR . RO [ B L i it [ o o N T S R e S Nl o L P P i PN F S o ML S P e B AN |
D 02 04 08 03 1 12 14 18 18 2 22 24 26 28 3 32 34 30 38 4 42 44 40 48 5 52 54 60 53 € 62 04 08 68 7

t

Fig. 4 The norm of the stabilized state
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tog(lly (611

&

rrr 11 1 T
32 34 38 38

rTrrrrrrrrrrr o r
4 42 44 48 48 5

T
0 02 04 04

T T T
08 1

LI
12 14

T 1T 7T
16 18 2 22 24 26 28 23

t

Fig. 5 The logarithm of the norm of the stabilized state

52 54 58 53

Trr T
8

log(t)

log(|lx(t)|])

Fig. 6 The evolution of bgﬁ)”g# of the stabilized state in the interval [0, 20]
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The algebraic rate predicted by the Theorem 3.1 is —5 for r = 1.8, which is
presumably approach the estimated rate exponent as ¢ increases, as is shown in the
Fig. 6.

€8

074

084

084

st

R G2 NGB N ISE NELA L NN LT NN ST NN LT NN NN N N PRI NE R SR RN T S MR A
0 02 04 08 08 1 12 14 18 18 2 22 24 28 28 3 32 34 30 38 4 42 44 48 43 5 52 54 58 53 8

t

Fig. 7 The evolution of the stabilizing control
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10 T T T T T LI T N R TR M

T T T T T T T T T T 171 T
0 02 04 06 08 1 12 14 18 18 2 22 24 28 28 3 32 34 35 38 4 42 44 46 48 5 52 54 56 58 @

t

Fig. 8 The norm of the stabilized state
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In the special case r = 2, the exponential decay of the stabilized state has been established
(see [14]). The control in this case is defined by p;., (1) = —p1{;>0:y, (1)£0}> and we have the

Figs. 8, 9 and 10.

Iog(ll?/(t)ll)

a UGS IR BRI RN N2 N SO FIEI 6JE F a0 SRS AL P HE |
D 02 04 08 08 1 12 14 18 18 2 22 24 23 28

t
Fig. 9 The logarithm of the norm of the stabilized state

kil

3 32 34 33 38 4 42 44 43 A

LEEELER RN RS T
§ 52 54 53 58 6

-

log(|lz () D)
log(t)

Fig. 10 The evolution of “’gl(o”g% of the stabilized state in the interval [0, 20]
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Remark 4.3 In the simulations subsection, the norm | - || means || - || .29 1-

4.2 Conclusion

In this work, we have considered the problem of the uniform stabilization with polynomial
decay rate estimate of the stabilized state for bilinear parabolic systems, that can be decom-
posed in the stable and unstable parts (14) and (13) under a weaker condition (30). We also
have considered the problem of using a stabilizing feedback control depending only on the
unstable part (13) that can make the whole system (1) stable. Also, the simulations illustrate
perfectly the established theoretical results. Various topics of interest remain open, in case
of extending this work to regional stabilization problem.
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