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Abstract：As an ill-posed problem, multiframe blind super resolution imaging recovers a high resolution image 
from a group of low resolution images with some degradations when the information of blur kernel is limited. Note 
that the quality of the recovered image is influenced more by the accuracy of blur estimation than an advanced 
regularization. We study the traditional model of the multiframe super resolution and modify it for blind deblurring. 
Based on the analysis, we proposed two algorithms. The first one is based on the total variation blind deconvolution 
algorithm and formulated as a functional for optimization with the regularization of blur. Based on the alternating 
minimization and the gradient descent algorithm, the high resolution image and the unknown blur kernel are esti-
mated iteratively. By using the median shift and add operator, the second algorithm is more robust to the outlier 
influence. The MSAA initialization simplifies the interpolation process to reconstruct the blurred high resolution 
image for blind deblurring and improves the accuracy of blind super resolution imaging. The experimental results 
demonstrate the superiority and accuracy of our novel algorithms. 

Keywords：blind deconvolution; multiframe blind super resolution imaging; regularization; iteration; deblurring 

 
Blind super resolution imaging(BSRI)has been ac-

tive recently in the field of digital image processing since 
the seminal research[1-3]. BSRI is a set of techniques 
which reconstruct one or some high resolution(HR) im-
ages from one or some low resolution(LR)images with 
the limited information of blur. 

Recently, the traditional super resolution imag-
ing(SRI)methods are usually functional under the as-
sumption of a known blur, e.g., Gaussian blur kernel[4,5], 
averaging blur kernel[6], etc. However, in actual situation, 
there are many unknown, different and complicated blur 
kernels in the LR images. Compared with BSRI methods, 
the traditional SRI methods are prevented from recover-
ing HR image accurately by the unknown blur[3]. And 
BSRI methods are more challenging and complicated 
than the traditional SRI methods. According to the semi-
nal work in Ref. [7], the accuracy of blur estimation is 
more crucial to the accurate reconstruction of the HR 
image than a sophisticated image prior. So there is a 

significant positive correlation between the accuracy of 
blur estimation and that of HR image estimation. 

In order to improve the quality of the HR image, 
some relevant works focusing on the blur estimation have 
shown the state-of-the-art performance. A parametric 
model with the assumption of Gaussian blur kernel was 
proposed in Ref. [8]. But the method cannot achieve a 
high-quality image if the actual blur is a comprehensive 
combination of motion blur, out-of-focus blur, etc. In 
Ref. [9] an incremental expectation maximization frame-
work was adopted to deal with the SRI problem based on 
multiframe blind deconvolution successfully. Ref. [10] 

confirmed that if the image size is large enough, the 
MAPk method would converge to the true solution. In 
Ref. [11] a modified total variation blind deconvolution 
(TVBD) method was presented to recover both blur ker-
nels and images with higher speed and accuracy. By us-
ing the MAPk model based on nonparametric prior to 
estimating blur kernels, the authors in Ref. [12] resorted 
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to the inherent patch recurrence at different image scales 
to achieve a significant SRI improvement. They utilized 
both the methods in Ref. [13] and Ref. [14] to test their 
method for single blind super resolution imag-
ing(SBSRI). Multiframe blind super resolution imag-
ing(MBSRI)can fuse far more non-redundant informa-
tion by using the subpixel interpolation from many simi-
lar LR images. So the image details recovered in Ref. 
[12] are not as good as those recovered by MBSRI.  

Because of the difficulties, only few works focus on 
this topic. Outliers and cumulative errors from LR image 
sequence are not modeled explicitly and have a great in-
fluence on the final result. The authors in Ref. [13] pro-
posed two robust methods to solve the multiframe SRI 
problem with a known Gaussian blur. And the second 
one is based on “median shift and add”(MSAA) opera-
tion[13] and can overcome the outlier influence with a 
higher speed. However, their methods cannot solve the 
BSRI problem.  

As a classical inverse problem, image deconvolution 
is ill-posed on account of the ill-conditioned nature of the 
convolution operators[14]. Ref. [10] showed that the joint 
optimization of the unknowns can achieve the no-blur 
solution. Ref. [11] showed that if all the required con-
straints are imposed simultaneously, the algorithm may 
not converge to a no-blur solution independent of regu-
larization. This is the reason why so many joint optimiza-
tion algorithms have desirable convergence[15,16] . Never-
theless, there is some gap between blind deconvolution 
and BSRI, because BSRI is more complicated due to im-
age interpolation, image registration, LR-HR patches 
query, etc, while blind deconvolution just solves the de-
blurring problem. 

In the paper, we study the traditional observation 
models of super resolution and present our model of 
MBSRI. A combined algorithm based on total variation 
blind deconvolution(TVBD)is proposed. The algorithm 
can handle the comprehensive blur, which is combined 
with many different and complicated blur kernels. In or-
der to remove the outliers from the LR images, we pro-
pose a combined MBSRI algorithm based on MSAA. 
The simulation results demonstrate the efficiency and  

accuracy of our algorithms.  

1 Multiframe super resolution 

The LR images result from the degradations(i.e., 
geometric transformation, blurring and downsampling)in 
the acquisition process. There are two traditional obser-
vation models for multiframe super resolution imag-
ing(MSRI).  

The first model only considers the point spread 
function(PSF)of imaging hardware such as digital cam-
eras, digital scanners and digital video-equipment[13,17,18], 
and it is shown as follows 
   sys 1, ,c c c c c c N   Y D H F X V  (1) 
where Yc encodes the cth LR image from the imaging 
system and it is arranged as an m2×1 vector; m2×r2m2 
matrix Dc is the cth downsampling operator; r2m2×r2m2 
matrix Hc

sys is the cth blur kernel of imaging system, and 
is usually assumed to be the same as the other blur ker-
nels if using only one digital camera, and r is the super 
resolution enhancement factor; r2m2×r2m2 matrix Fc 
models the cth geometric transformation or motion;  
r2m2×1 vector X is the desired HR image, and m2×1 
vector Vc is the cth noise term. All the LR and HR im-
ages are arranged in a lexicographical order.  

The second observation model only considers the 
blur effects from the outside, such as the linear motion 
blur. Let r2m2×r2m2 matrix Hc denote the cth blur kernel, 
and the model is defined as  
   1, ,c c c c c c N   Y D F H X V  (2) 

According to Ref. [13], the two models are com-
bined together and a general observation model is ob-
tained as  

   sys
c c c c c c  Y D H F H X V  

     sys 1, ,c c c c c c N  D H H F X V  (3) 
The general model under their assumption(i.e., Fc, 

Hc
sys and Hc are block circulant matrices)only focuses on 

the known blur kernels and they merge the two kernels as 
one. We just give a brief review here and more details 
can be found in Ref. [13].  

The general model is shown in Fig. 1. 

 
Fig. 1 General observation model for MSRI
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However, when the information of the blur is lim-
ited, their model is more complicated to handle the blind 
deconvolution. So we change their model into a novel 
one under the same assumption[13] for simplified compu-
tation and define it for image deblurring as 

   sys
c c c c c c  Y D F H H X V   

     com 1, ,c c c c N  D F H X V  (4) 
where r2m2 ×r2m2 matrix Hcom=Hc

sysHc. We can treat 
HcomX as a blurry HR image in the MBSRI process, as 
shown in Fig. 2. 

 

Fig. 2 Modified general observation model for MBSRI

2 Multiframe blind super resolution imag-
ing 

2.1 Blind deconvolution based on total variation 
Total variation(TV)is one of the most popular pri-

ors for recovering image and blur kernel[11, 19]. Ref. [10] 
showed that MAPk can yield the desired solution when 
using a uniform distribution for the unknown blur and a 
TV prior for the image gradients. The authors in Ref. [20] 
argued that the conclusions are right, while by using the 
sparse-inducing prior, the classical MAPu,k algorithm 
cannot yield the no-blur solution. A modified method 
based on TVBD was introduced in Ref. [11], as follows 

 
2

2,
min TV( )  

u k
k u f u    

   , 1
s.t. 0, 1i jk k≥  (5)

 
where k, u and f are blur kernel, sharp image and blurred 
image, respectively. TV is the regularization for u. Alter-
nating minimization(AM)is used to change the non-

convex cost function into two cost functions. One func-
tion estimates u and it is defined as 

   
21

2
arg min TV( )t t    

u
u k u f u  (6)

 
The other one estimates k and it is defined as  

 
2

2
arg mint t  

k
k k u f  

     , 1
s.t. 0, 1i jk k≥  (7)

 
By using the gradient descent algorithm to calculate 

both of them, the constraints on the unknown blur are 
used to avoid the no-blur solution. The iteration on u is  

 1t t u u  

     
1

1 1 1

1
( ( ) )

t
t t t

u t
 


  
 


    


u

k k u f
u

☉ (8)
 

where the notation * is the discrete convolution operator  

that can obtain the full 2-dimensional convolution result; 
☉ indicates the discrete convolution on the valid part 
without the zero-padded edges;   is the Nabla symbol 
and denotes the gradient; and    _ a a k k . 

The iteration on k is 
   1 1 1( ( ))t t t t t

k
  

  k k u k u f☉ ☉  (9) 
The k constraints resort to the sequential projection 

and they are given by 

   ( 1) 1/3 1t t  k k  (10)
 

   ( 1) 2/3 ( 1) 1/3max{ ,0}t t   k k  (11)
 

   
( 1) 2/3

( 1) 2/3

1

t
t

t

 

 


k
k

k
 (12)

 
In order to improve the speed and accuracy of the 

algorithm, the TVBD method is modified by using pyra-
mid scheme and free-boundary implementation[11]. The 
method[11] is shown as follows. 

Algorithm: TVBD 
Input data: f, size of k, initial u,  , min  
Output results: u, k 
(1) 0 pad( )u f   
(2) 0 uniformk  
(3)while not converged do 

(4) 1 ( ( ) )
t

t t t t t
u t

 



      


u

u u k k u f
u

☉   

(5) 1/3 1 1( ( ))t t t t t
k

  
  k k u k u f☉ ☉  

(6) 2/3 1/3max{ ,0}t t k k    

(7)
2/3

1

2/3

1

t
t

t







k
k

k
   

(8) minmax{0.999 , }      

(9) 1t t   
(10)end  
(11) 1tu u  
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(12) 1tk k  

2.2  Multiframe blind super resolution imaging 
based on TVBD 

In Section 1, we study the modified general observa-
tion model for MBSRI. Based on the above model, by 
using the least-squares-based super resolution, we can 
resort to the L1 norm estimator to obtain a robust blurred 
HR image. In Ref. [13], it has been proved to be the most 
robust cost function for it gets the highest breakpoint 
value. 

Because blind super resolution is an ill-posed in-
verse problem, the effective regularization term should be 
used to get a stable solution with higher accuracy and 
more details. To remove the outliers and the other meas-
urement errors, the regularization process usually re-
moves the sharp edges with similar high-frequency en-
ergy. On the contrary, when handling the blind deconvo-
lution, the regularization term may cause some unwanted 
artifacts with some high frequency energy, which means 
that the choice of the regularization term is far more im-
portant for the final results.  

We find that TV and bilateral TV(BTV)are proper 
regularization terms. Both of them can be used to reduce 
the visible noise effectively. TV penalizes the total 
amount of the image differences in horizontal(x)and ver-
tical(y)directions.  

L1-norm-based TV is given by 

   TV( ) x y
i i

i

   X X X  (13)
 
L2-norm-based TV is given by 

      2 2
TV( ) x y

i i
i

   X X X  (14)
 
BTV is defined as  

   
1

0

0

BTV( )
P P

l m l m
x y

l P m

l m

 

 



 


X X S S X

≥

 
(15)

 
where the matrices l

xS  and m
yS shift the image X by l and 

m units(pixels)in x and y directions; their transposes are 
l

x
S  and m

y
S , which shift X in the opposite directions 

correspondingly;  is a positive scalar weight, i.e., 
(0,1)  , and the summation of image variation is spa-

tially influenced by it. More details can be found in Ref. 
[13]. 

When the noisy image contains some details and 
edges, BTV is more robust and accurate to recover the 
image and preserve the high-frequency information than 
TV, because BTV considers more pixels in a larger 
neighboring region. However, we find that BTV is not as 

good as TV in the process of blind deconvolution and 
causes more artifacts in the reconstructed images, while 
TV can achieve a better result of the blind image deblur-
ring.  

The goal of blind super resolution imaging is to im-
prove the image details as much as possible, so that the 
recovered image turns out to be far closer to the ground-

truth image. We study both the advantages and disadvan-
tages of TV and BTV, and combine them together to 
propose an MBSRI algorithm based on TVBD in Ref. 
[11]. Our algorithm resorts to L1-norm-based fidelity term 
and BTV regularization term to reconstruct a blurry HR 
image from a set of LR images; and then the TVBD algo-
rithm is utilized to recover the blur kernel and the HR 
image simultaneously in the way of alternating minimiza-
tion. The algorithm based on maximum a posteri-
ori(MAP)is formulated as 

   
1

1

2

2,

,1

arg min BTV( )

, arg min

TV( ) TV( )

s.t. 1, 0

N

c c
c

i jk



 



   

    
 
 


Z

u k

Z DF Z Y Z

u k k u Z

u k

k ≥

(16)

 
where D is downsampling operator; Z is blurry HR im-
age. The gradient descent method is used for the minimi-
zation of cost functions. In the algorithm model, we add a 
regularization term for the blur kernel to keep its sharp 
details.  and  can be achieved by predicted SURE 
method[21], projected SURE method[22] and nonlinear 
generalized cross-validation (NGCV)method[23], and can 
be set adaptively iteration by iteration to get accurate re-
sults in the same way as Perrone’s TVBD method[11]. 
More details can be found in Ref. [11]. If we set the blur 
weight   to zero, the model would be the original TVBD 
algorithm in Ref. [11], and the model seems more gen-
eral.  can be selected by using the methods mentioned 
above.  

The pseudo-code of the proposed algorithm is ex-
pressed as follows.  

Algorithm: MBSRI algorithm based on TVBD 
Input data: Dc, Yc, size of k, , ,  , min , min  
Output results: u, k 
(1)image registration based on the optical flow 

method to estimate Fc 
(2) 0 uniformk  
(3)initialize the blurred HR image Z0 by using 

spline method 
(4)while not converged do 
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(5) T T
1

1

[ sign( )
N

n n c c c c n c
c




   Z Z F D D F Z Y  

0

0

( )sign( )]
P P

l m m l l m
y x n x y n

l P m

l m

    

 



  


I S S Z S S Z

≥

 

(6) 1n n   
(7)end  
(8) 0 pad( )u Z  
(9) while not converged do 

(10) 1 ( ( ) )
t

t t t t t
u t

 



      


u

u u k k u Z
u

☉   

(11) 1/3 1 1( ( ) )
t

t t t t t
k t

   



     


k

k k u k u Z
k

☉ ☉  

(12) 2/3 1/3max{ ,0}t t k k    

(13)
2/3

1

2/3

1

t
t

t







k
k

k
   

(14) minmax{0.999 , }     
(15) minmax{0.999 , }      
(16) 1t t   
(17) 3

, ,5 10 max( ) / max( grad )u i j i ju u    
(18) 3

, ,1 10 max( ) / max( grad )k i j i jk k    
(19)end  
(20) 1tk k  
(21) 1tu u  
(22)crop u according to Step (8) as the final result 
Note that T

cD and T
cF are the transposes of Dc and Fc 

respectively;  is the step size of Z ; k  and u are the 
step sizes of k, u and they are self-adaptive to improve 
the performance of blind deblurring. In many papers such 
as Ref. [13], Dc is assumed to be the same(i.e., Dc is 
D)and known.  
2.3  Multiframe blind super resolution imaging 

based on median shift and add 
In order to remove the outliers, all the LR images 

are classified according to the geometric transformation, 
i.e., the LR images with the same geometric transforma-
tion are in the same group. MSAA is applied to LR im-
ages in each group to obtain a median LR image. By us-
ing geometric transformation, a median HR image is in-
terpolated by all the median LR images in a non-iterative 
process. The median HR image is used as an initial ob-
servation of the blurred HR image for blind image de-
blurring. For under-determined cases[13], some undefined 
pixels may cause the “hole” effect. To solve this problem, 
we adopt a spline method to upsample the first median 
LR image as a reference frame and then fuse the other 

median LR images together. Note that a better upsam-
pling method can improve the final result. 

With the assumption of known blur, the authors in 
Ref. [13] presented a fast method. They used some square 
Gaussian kernels to blur the images for simulation. Our 
algorithm based on MSAA combines their model with 
TVBD algorithm to solve the MBSRI problem in the case 
of outliers.  

Our algorithm is formulated as  

   
1

2

2,

,1

ˆarg min BTV( )

, arg min TV( )

s.t. 1, 0i jk





   



   

 

Z

u k

Z AZ AZ Z

u k k u Z u

k ≥

 

(17)

 
where Ẑ is the median HR image; and A is a diagonal 
matrix. Every diagonal value is the positive square root 
of the number of LR images in the same group and more 
details about A can be found in Ref. [13]. By using 
MSAA, downsampling operator, geometric transforma-
tion and summation are removed from the iteration. This 
simplifies and accelerates the implementation. The out-
liers can be removed effectively when there are enough 
LR images. For example, the number of LR images 
should be 3r2 at least in the square cases. The proposed 
algorithm is expressed as follows.  

Algorithm: MBSRI algorithm based on MSAA 
Input data: Dc, Yc, size of k,  ,  , min  
Output results: u, k 
(1) image registration based on the optical flow 

method to estimate Fc  

(2) 0 uniformk  
(3) initialize the blurred HR image Z0 by using 

spline method and the median HR image by using MSAA 
(4) while not converged do 

(5) T
1

ˆ[ sign( )n n n    Z Z A AZ AZ  

0

0

( )sign( )]
P P

l m m l l m
y x n x y n

l P m

l m

    

 



  


I S S Z S S Z

≥

 

(6) 1n n   
(7) end  
(8) 0 pad( )u Z  
(9) while not converged do 

(10) 1 ( ( ) )
t

t t t t t
u t

 



     


u

u u k k u Z
u

☉   

(11) 1/3 1 1( ( ))t t t t t
k

  
  k k u k u Z☉ ☉  

(12) 2/3 1/3max{ ,0}t t k k    
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(13) 
2/3

1

2/3

1

t
t

t







k
k

k
   

(14) minmax{0.999 , }      
(15) 1t t   
(16) 3

, ,5 10 max( ) / max( grad )u i j i ju u    
(17) 3

, ,1 10 max( ) / max( grad )k i j i jk k    
(18) end  
(19) 1tk k  
(20) 1tu u  
(21) crop u according to Step (8) as the final result 
Note that AT is the transpose matrix of A and they 

are equal. 

3 Experiments  

We have made some comparisons between the cur-
rent state-of-the-art algorithms and our algorithm in this 
section. The online multiframe blind deconvolution 
(OMBD) algorithm[24] based on image deblurring 
method[25] achieves better results, and the blur kernel es-
timation(BKE)algorithm[26] shows the remarkable per-
formance of blind deblurring. They are chosen for our 
comparisons and the no-blind robust super resolution 
method in Ref. [13] is adopted for BKE algorithm and 
TVBD algorithm. We use the dataset in Ref. [10] and 
create the data of LR images. Two experimental groups 
are used for the demonstration: in the first one, the pro-
posed algorithms process 8 LR images of 123×123 pix-
els to estimate both kernel and HR image of 245×245 
pixels in each experiment; in the second one, MBSRI 
algorithm based on MSAA processes 8 LR images of the 
same size with some heavy outliers to show its robust 
capability. All the simulations are implemented with 
MATLAB 2014a for Windows 7 X64 based on AMD 
Athlon 740 Quad Core CPU. In the experiments, the ba-
sic parameters are set as follows: 2r  ;   0.01 ; 

4
min 6 10   ; 0.001  ; 3

min 2.4 10   ; 2P  ; 
63.95 10   . 

The first group is performed to validate the accuracy 
of MBSRI based on TVBD and MBSRI based on MSAA. 
We evaluate the SSD and PSNR for the tests. In Figs. 3, 
4 and 5, we show the recovered HR images and blur ker-
nels achieved by OMBD, BKE, TVBD, and two new 
algorithms. From the figures, we can see that OMBD 
cannot estimate the blur kernel effectively with less LR 
images, and the original setting of saturation correction 
makes the HR images darker than the others, i.e., the im-

age pixel values are quite lower than those of the ground 
truth images. As the blur kernels are more complicated 
and full of details, BKE cannot recover them effectively 
so that the recovered HR image is full of artifacts with a 
low degree of quality. Obviously influenced by the type 
of LR image or blur, BKE is not robust. Perrone’s TVBD 
method[11] only focuses on the regularization for image, 
and shows a good performance. Visually, MBSRI based 
on TVBD is on a par with TVBD and improves the accu-
racy because of the regularization for blur. MBSRI based 
on MSAA outperforms the other algorithms in terms of 
quality and accuracy. Tabs. 1, 2 and 3 present the SSIM, 
PSNR(in dB), SSD and MSE separately corresponding 
to the experiments shown in Figs. 3, 4 and 5. According 
to these data, the proposed algorithms are superior to the 
others. 

 

   (a)LR          (b)OMBD 

 

   (c)BKE          (d)TVBD 

 

(e)MBSRI based on TVBD   (f)MBSRI based on MSAA 

 

(g)Ground truth 

Fig. 3 Results with the blur size of 13×13 
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(a)LR          (b)OMBD                             (c)BKE            (d)TVBD 

 
(e)MBSRI based on TVBD    (f)MBSRI based on MSAA                       (g) Ground truth 

Fig. 4 Results with the blur size of 21×21 

 
(a)LR        (b)OMBD                      (c)BKE         (d)TVBD 

 

    (e)MBSRI based on TVBD    (f)MBSRI based on MSAA                          (g)Ground truth 

Fig. 5 Results with the blur size of 23×23 

Tab. 1  Comparison data of the experiment with the 13×
13 blur kernel 

 

Algorithm SSIM PSNR SSD MSE 

BKE 0.936  30.283  43.308  9.369×10-4 

TVBD 0.971  34.279  17.256  3.733×10-4

MBSRI based on TVBD 0.971  34.323  17.083  3.696×10-4

MBSRI based on MSAA 0.975  35.013  14.574  3.153×10-4

 
Tab. 2  Comparison data of the experiment with the 21×

21 blur kernel 
 

Algorithm SSIM PSNR SSD MSE 

BKE 0.718  21.918  297.190  6.429×10-3

TVBD 0.926  31.096  35.912  7.769×10-4

MBSRI based on TVBD 0.926  31.122  35.702  7.724×10-4

MBSRI based on MSAA 0.935  31.886  29.946  6.478×10-4

 

Tab. 3 Comparison data of the experiment with the 23×
23 blur kernel 

 

Algorithm SSIM PSNR SSD MSE 

BKE 0.671  21.375  336.817 7.287×10-3

TVBD 0.869  28.306  68.286  1.477×10-3

MBSRI based on TVBD 0.869  28.324  68.001  1.471×10-3

MBSRI based on MSAA 0.887  29.162  56.066  1.213×10-3

   In the second experimental group, significant out-
lier effect is imposed to the LR images in order to test the 
robustness. In Fig. 6 and Fig. 7, we provide the compari-
son between our algorithm based on MSAA and OMBD, 
BKE, TVBD, TVBDL2. TVBDL2 is based on TVBD 
and the traditional super resolution method with a L2 
norm fidelity mentioned in Ref. [13]. From the simula-
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tion, the outliers shown in Fig. 6(b)and Fig. 7(b) can 
obviously influence the results of TVBDL2 and OMBD 

respectively; BKE yields the HR images with some arti-
facts and TVBD seems robust; our algorithm can recon-
struct both the HR image and the blur kernel more robus-

tly and accurately than the others. Corresponding to the 
experimental results shown in Figs. 6 and 7, the data in 
Tabs. 4 and 5 demonstrate the superiority of our algo-
rithm.  

 

(a)LR          (b)Outlier                                               (c)OMBD           (d)TVBDL2 

 

(e) BKE          (f)TVBD                                 (g)MBSRI based on MSAA           (h)Ground truth 

Fig. 6  Results with the blur size of 13×13 and the outlier influence 
 

 

        (a)LR            (b)Outlier               (c)OMBD          (d)TVBDL2 

 
        (e) BKE           (f)TVBD          (g)MBSRI based on MSAA       (h)Ground truth 

Fig. 7  Results with the blur size of 21×21 and the outlier influence 

 

Tab. 4  Comparison data of the outlier experiment with 
the 13×13 blur kernel 

 

Algorithm SSIM PSNR SSD MSE 

TVBDL2 0.851  25.371  134.207  2.903×10-3

BKE 0.921  29.346  53.735  1.163×10-3

TVBD  0.971  34.278  17.263  3.735×10-4

MBSRI based on MSAA 0.975  35.013  14.574  3.153×10-4

 

 

Tab. 5 Comparison data of the outlier experiment with 
the 21×21 blur kernel 

 

Algorithm SSIM PSNR SSD MSE 

TVBDL2 0.672  20.060  455.893 9.863×10-3

BKE 0.638  20.950  371.456 8.036×10-3

TVBD  0.926  31.093  35.938  7.775×10-4

MBSRI based on MSAA 0.935  31.886  29.946  6.478×10-4
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4 Conclusions 

(1)MBSRI algorithm based on TVBD can solve the 
MBSRI problem when the unknown blur kernel contains 
more details. The experimental results demonstrate its 
efficiency and superiority. 

(2)MBSRI algorithm based on MSAA can enhance 
the image spatial resolution when the LR images contain 
some outliers. Compared with the state-of-the-art algo-
rithms, the proposed algorithm shows the best perform-
ance. The experimental results underline and confirm its 
high quality, accuracy and simplicity.  
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