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Abstract：This paper presents a numerical algorithm tuning aircraft landing gear control system with three objectives,
including reducing relative vibration, reducing hydraulic strut force and controlling energy consumption. Sliding mode 
control is applied to the vibration control of a simplified landing gear model with uncertainty. A two-stage generalized 
cell mapping algorithm is applied to search the Pareto set with gradient-free scheme. Drop test simulations over un-
even runway show that the vibration and force interaction can be considerably reduced, and the Pareto optimum form a 
tight range in time domain. 
Keywords：landing gear; sliding mode control; model uncertainty; multi-objective optimization; generalized cell 
mapping 

 

  Landing gear dynamics and control have drawn at-
tention from academia and industry for decades. Active 
and semi-active controls have been introduced to the 
landing gear system in order to reduce vibrations and 
landing gear-fuselage interactions, especially on uneven 
runway under combat situation. The dynamics and con-
trol issues in the landing gear system include vertical vi-
bration and transverse skid[1]. Since the 1970s, National 
Aeronautics and Space Administration (NASA) has 
launched a series of programs to develop comprehensive 
vertical landing dynamic models[2]. Later, active and 
semi-active controls were introduced by adding a hydrau-
lic energy absorbing system outside the gear stroke[3,4]. 
  Most researches on the landing gear system make 
use of a simplified two degree-of-freedom (DOF) mass-

spring-damper model, which shares many features with 
the automobile suspension system. In recent years, many 
control technologies initially used in the automobile in-
dustry have found their role in the active control design 
for landing gears, including magneto-rheological(MR) 
and electro-rheological(ER) dampers[5], feedback opti-
mal controls[3,6], sliding mode controls[7] and passive op-
timal controls[8]. 
  Multi-objective optimization of passive and active 

systems has attracted much attention[6,9,10]. Unlike tradi-
tional single-objective optimization problems(SOPs), the 
optimum solutions for multi-objective optimization prob-
lem (MOP) form a Pareto set.  
  The cell mapping methods introduced by Hsu[11] 
provided a robust and global algorithm for MOPs[12]. 
Two cell mapping methods were extensively studied, i.e., 
simple cell mapping (SCM) and generalized cell map-
ping(GCM)[11,13]. Crespo and Sun[14,15] studied the fixed 
final state optimal control problems, and applied the cell 
mapping methods to the optimal control of deterministic 
systems described by Bellman’s principle of optimal-
ity[16]. 
  In this paper, we will study the multi-objective op-
timal feedback control of a simplified landing gear 
model. The rest is outlined as follows: Section 1 presents 
the nonlinear dynamic model, proposes the sliding mode 
control and defines the multi-objective functions; Section 
2 formulates the MOPs in general terms; Section 3 pre-
sents the GCM searching algorithm with gradient-free 
scheme; Section 4 gives the optimal results of landing 
gear feedback controller design together with the simula-
tion results over uneven runway. The paper is closed in 
the final section. 
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1 Landing gear model 

  A simplified 2-DOF landing gear model is shown in 
Fig. 1. 

 

Fig. 1 Simplified 2-DOF landing gear model 

  The equations of motion are given as follows: 
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where aF  is gas spring force; 1F  the damping force; f  
the friction force; QF  the active control force; and tF  the 
tire reaction force. The sum of aF , lF  and f  is called the 
strut force denoted as sF , i.e., s a lF F F f   . The strut 
force represents the landing gear-fuselage interaction, 
which is an important cause of fuselage fatigue and dam-
age. The upper mass and lower mass are denoted as 1m  
and 2m , respectively. 
  The expressions of all the forces are listed as be-
low[4,17]:  
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where *
1y  and *

2y  are the static positions of the upper 
and lower masses, respectively; s 1 2y y y   the landing 
gear piston stroke; and s 1 2y y y     the stroke velocity. 
The displacement of the system away from the equilib-
rium position are *

1 1 1y y y   and *
2 2 2y y y  ; 0p , 0V  

and A  are the initial pressure, initial volume and cross 
section area of the upper gas chamber, respectively; and 

 ,   and 0A  are the oil density, orifice discharge coef-
ficient and orifice area of the oil damper, respectively; 

mk  and nk  are empirical parameters to model the damp-
ing-like friction; tk  and tc  are the spring and damper 
coefficients representing the tire reaction in Eq. (5) re-
spectively. Eqs. (2)—(4) describe the nonlinear stiffness 
and damping terms of the landing gear system. 
  The active control force QF  is given as[18], 

   2
a bQF k u k u u    (8)

where ak  and bk are experimentally determined coeffi-
cients;   the flow rate; and u  the control valve dis-
placement. Note that u  is the control command that we 
will design, while QF  is the actual mechanical output of 
the control. We can treat QF  as the system control input 
first. After QF  is determined, we can find the control 
command u  as follows: 
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  Since the control input u  is usually bounded above 
by maxu , which implies the limited capability of control 

units, the corresponding bounds on QF  can be obtained 

and they are considered in the design of the optimal QF . 

The values of all system parameters mentioned here are 
listed in Tab. 1. 

Tab. 1 Parameters used in landing gear model 
Parameter Value Parameter Value 

0 / Pap  61.6 10  1
t /(N s m )c    42.6 10  

2/ mA  21.376 10 1
t /(N m )k   61.5 10  

  0.3  1
m /(N s m )k    37 10  

3
0 / mV  36.88 10  2 2

n /(N s m )k    41 10  
3/(kg m )  912  1

a /(N m )k   63.35 10

1 / kgm  4 832.7  2
b /(N m )k   64.37 10

2 / kgm  145.1  max / mu  38 10  
2/(kg m )g  9.81    1.865  

2
0 / mA  46.412 10   2.85  

1.1 Sliding model control design 
  Note that the gas spring force given in Eq. (2) is so 
complicated that it is hard to perform a stability analysis. 
One practical way to model gas spring force is data fit-
ting. To avoid the fitting error, sliding mode control is 
applied to tackle the model uncertainty. To steamline the 
application of sliding mode control, we treat data gener-
ated from Eq. (2) as the experimental data and use curve 
fitting to model the gas spring force. 
  Let the piston stroke be *

s s sy y y   , where sy  is 
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the stroke away from the static position *
sy . The gas spr-

ing force is decomposed at *
sy , i.e., *

a s a s( ) ( )F y F y   

a s( )F y  , where a (0) 0F  . Since *
a s( )F y  is the gas spring 

force at static position, it is a constant. Let a s
ˆ ( )F y  be the 

curve fitting approximation of a s( )F y  . We propose a 
third order polynomial of a s

ˆ ( )F y , i.e., 

   3 2
a s 1 s 2 s 3 s

ˆ ( )F y p y p y p y       (10)
 
  The fitting results are 6

1 1.424 10p   , 2p   
58.061 10  and 5

3 2.191 10p   . Fig. 2 shows the com-
parison of fitting result of Eq. (10) and data generated 
from Eq. (2). Note that the range of sy  can largely influ-
ence the fitting parameters, and in this paper it is set as 

 0,10 cm . 

 

Fig. 2  Curve fitting of nonlinear gas spring force ˆ
aF  ver-

sus the real a
F  described in Eq. (2) 

  The equations of motion are as follows, 

3

1 1 a n s s m s2 2
0

3

2 2 a n s s m s t 2 t 22 2
0

2

2

Q

Q

A
m y F k y y k y F

A

A
m y F k y y k y k y c y F

A







  
       

  


           

      

         
 

 (11) 
  To handle the model uncertainty brought by aF , the 
sliding surface is proposed as s ss y y   , with 0   
guaranting the asymptotic behavior once the system is on 
the sliding surface. The upper bound of estimation error 
of aF  is denoted as eF , i.e., a s a s e

ˆ( ) ( )F y F y F    . The 
feedback control law is as follows, 

 1 1 2
t 2 t 2 s

1 2 1 2
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where a s l s f s

ˆ ˆ ( ) ( ) ( )F F y F y F y       is the estimated strut 

force with respect to static position *
sy ; K  the switching 

gain;   the boundary layer width to avoid chattering; 
and sat( )  the saturation function. By choosing the 

Lyapunov function as 21

2
V s , it is easy to prove that the  

closed loop system is asymptotically stable if eK F . 
The sliding mode control design involves three free pa-
rameters remaining to be tuned, i.e.,  , K  and  . 
  Note that the curve fitting of Eq. (10) directly influ-
ences the upper bound of error estimation and the lower 
bound of switching gain K . To evaluate the upper bound 
of model uncertainty brought by eF , we simply use the 
maximum absolute fitting error as the indicator, 

   
s

a s a s e a s a s
ˆ ˆ( ) ( ) max ( ) ( )

y U
F y F y F F y F y


   


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  Note that the fitting error is sensitive to the fitting 
range U , which is usually limited by hardware capability 
or physical conditions. The gas spring fitting error is 
0.087. 
1.2 Performance indices 
  The major objectives of active control of landing 
gear are to reduce relative upper mass vibration 1y , hy-
draulic strut force sF  and control energy consumption. 
With fixed structural parameters, controller tuning be-
comes the only way to achieve the optimization over sev-
eral objectives. To measure the overall performance, two 
integrals are introduced. The maximum strut force over 
the short dropping phase in  f0,t T  is used to measure 
the control effort on force reduction. Usually, the impact-
ing phase during landing is short. In our simulation, we 
take f 2 sT  . The input-output function values of Eq. 
(14) are evaluated by conducting a drop test to flat 
ground with initial impact velocity 0 2.5 m/sv  . 

    T1 2 3( ) , ,F F F F k  

      
f f

T
2 2

1 s,max0 0
dt, dt,

T T
y u F 

     (14)

2 Multi-objective optimization 

  The MOP can be expressed as follows: 
   min{ ( )}

Bx
F x  (15)

 
where F  is the map that consists of the objective func-
tions :if B  R , i.e., 
   : pB  RF  

   1( ) ( ( ), , ( ))kf f F x x x  (16)
 
  The domain qB  R  of F  can be expressed as be-
low: 
   { | ( ) 0,q

iB g Rx x ≤   

     1, , , and ( ) 0, 1, , }ji l h j m  x   (17)
 
  In this paper, we will only consider the inequality 
constraints. 
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  Next, we have to define the optimal solutions of a 
given MOP using the concept of dominance[19].  
  Let , pRv w . Then pv w , if i iv w  for all 

{1, , }i k  . The relation p≤  is defined analogously. 
  A vector By  is called dominated by a vector 

( )B x x y  with respect to Eq. (15) if ( ) ( )pF x F y≤  
and ( ) ( )F x F y , else y  is called non-dominated by x . 
  If x dominates y, then x can be considered to be bet-
ter according to the given MOP. The definition of opti-
mality of a given MOP is now straightforward x. 
  A point Bx  is called (Pareto) optimal or a Pareto 
point of Eq. (15), if there is no By  that dominates . 
  The set of all Pareto optimal solutions is called 
Pareto set, i.e., 

  P  :={x∈B: x is a Pareto point of Eq.(16)} (18)
 
  The image F(P ) of P  is called the Pareto front. 
  Pareto set and Pareto front typically form (p-1)-

dimensional objects under certain mild assumptions on 
the MOP[20]. Recent studies with the SCM indicate the 
existence of fine structures of Pareto front [21]. 

3 Searching algorithm 

3.1 Generalized cell mapping and gradient-free 
search 

  GCM allows the existence of multiple image cells 
compared with its SCM counterpart. In GCM, the map-
pings are stored in a sparse logical matrix, which is a di-
rected graph. Alternatively, one can use a list to store 
GCM. Let c cN NRG denote the GCM representation, 
where cN is the total number of cells in the cell space. If 
cell jz is an image of iz , then ( , ) 1i j G ; otherwise, 

( , ) 0i j G .  
  The introduction of GCM compensates the discrete 
error caused by cell mapping to some extent, especially 
when the cell size is large for coarsely divided cell space. 
Usually, the construction of GCM is obtained by sam-
pling test points within a pre-image cell[22]. For gradient-
free searching in MOP[21,23], where no dynamical system 
is involved, GCM is built by accepting all dominating 
neighbor cells.  
  In gradient-free search, the images of cell z are se-
lected by comparing the function values among all its 
adjacent cells. Let zN denote the adjacent cell set that sur-
rounds z . If there exists at least one cell in zN with all 
function values lower than z, i.e., N

jz dominates z, then we 
pick N

jz  as one of the image cells of z . If no adjacent 

cells dominate cell z, then here are three possibilities: 
Case 1, cell z is a Pareto optimum if it is not located in 
the taboo region defined by Eq. (16) for constrained op-
timization; Case 2, z is optimal at local scale but its opti-
mality is not guaranteed over the entire parameter space; 
Case 3, cell z itself is located in T and is designated as a 
sink cell with its image cell also being designated as sink. 
By convention, we denote sink cell with zero as its index. 
In this way, the gradient-free GCM G can be built very 
quickly since there is no involvement of gradient associ-
ated calculation. The searching in cell space can be per-
formed in an iterative manner until the accuracy criteria 
is met at a fine cellular space resolution. In this paper, we 
use the two-stage cell mapping with one subdivision. 

3.2 Dominance check 

  The basic principle of dominance check is the Pareto 
optimality defined in Section 2, i.e., if cell i jz z< , then 

jz  will be eliminated from the acquired set. The com-
plexity of dominance check is O( N lg N), where N is the 
number of cells in the set[24]. To speed up the comparison 
procedure, we first sort the first objective of all cells in an 
ascending order. Knowing that the first cell after sorting 
must stay in the set, we start from the second cell. For 
each cell iz  under processing, we store the kept cells that 
survive the dominance check in set kS , and perform the 
comparison between iz  and each cell in kS in a reversed 
order, i.e., the local comparison is conducted from larger 
to smaller for the first objective. In this regard, the local 
comparison time of each cell stays at a minimum level. 
Once a cell j kSz  outperforms iz , the comparison is 
stopped and iz  is ruled out. The whole process lasts from 

2z  to Nz . 

4 Numerical results 

  We take the structural parameters of the landing 
gear model[18], and all parameters appearing in Section 1 
are listed in Tab. 1. The searching region is set as 

[1,10] [0.5,1.5] [0.01 0.5]Q     for tuning parameter vec-
tor T[ , , ]K  k . The searching bound is selected based 
upon system stability and maximum model uncertainty. 
Note that in Section 1, the upper bound of modelling er-
ror is estimated as 0.087. It is also shown that the model 
uncertainty upper bound serves as the lower bound for 
switching gain K. Hence, the lower bound of K is set as 1 
during the optimization process to remove the effect of 
model uncertainty. The performance constraints are im- 
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posed as 
f f2 2 3

10 0
d 2.5, d 1.5 10

T T
y t u t   < < and s,maxF < 140 . 

  The initial cell space partition is [10×10×10], which 
resulting in 144 coarse cells. A refinement with [3×3×3] 
partition among resulting cells in the first stage is taken 
for the second stage. In total, 1 429 cells are found within 
the refined cell space, and 371 cells left after dominance 
check are performed to eliminate the faked Pareto cells. 
The entire optimization costs 641.221 9 s under MAT-
LAB environment. Figs. 3 and 4 show the Pareto set and 
Pareto front acquired via the two-stage GCM searching. 
The conflicting nature among optimization objectives can 
be clearly observed from Fig. 4. Note that for both pas-
sive and active controlled landing gear systems, the 
amount of kinematic energy that the system absorbs re-
mains nearly at a constant level. Hence, the general rela-
tionship between landing gear vibration and strut force 
should be inversely proportional; on the other hand, the 
introduction of external control units shares the function-
ality of oleo-pneumatic shock strut force with certain 
amount of control effort. To ensure the vibration suppres-
sion in terms of upper mass displacement, quite amount 
of control energy should be devoted to balance the con-
tribution between the active control force and damping 
strut force. 

 
(a) Pareto set with third parameter  

 
(b) Pareto set with third parameter K 

Fig. 3  Pareto set found after two-stage generalized cell 
mapping searching 

  To test the control effect of the acquired optimal 
solutions, we conduct a drop test simulation for all Pareto 

optimal solutions in time domain. Note that the parameter 
tuning using cell mapping algorithm is carried out by 
simulating a drop test without a bump. To simulate the 
uneven runway, we use half sine wave function. The 
runway excitation will last for 0.4 s and it is assumed to 
have the form as below: 

   g

2
0.1sin

0.8
y t


  (19)

 

(a) Pareto front of the landing gear MOP with third objective 
f 2

10
d

T
y t   

 

(b) Pareto front of the landing gear MOP with third objective 
f 2

0
d

T
u t  

Fig. 4 Pareto front of the landing gear MOP in corre-
spondence with the Pareto set shown in Fig. 3 

 

  Figs. 5—7 demonstrate the control effect over three 
objectives defined in Eq. (14). Drop tests are simulated 
with the initial impact velocity 0 2.5 m/sv  . The parame-
ter vector T[ , , ]K  k  with each performance index as 
minimum values are  T9.950 0,1.383 3,0.295 8 , 9.250 0,  

T0.616 7,0.214 2 and  T9.550 0,1.350 0,0.475 5 . The cor-

responding Pareto fronts 
f f

T
2 2

1 s,max0 0
( ) d , d ,

T T
y t u t F     F k  

among these parameter vectors are 42.2581, 4.130 1 10 ,   

T138.644 9 ,
T42.304 5, 2.375 0 10 ,139.875 3   and [2.493,3, 

8.055,9 4 T10 ,124.2891] . The performance index of 
f 2

10
d

T
y t   and s,maxF  are 2.284 0  and 155.071 4  for uncon- 

trolled system. Apparently, the feedback controlled sys-
tem outperforms the uncontrolled system, especially for 
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the significant reduction of hydraulic strut force. In addi-
tion, it can be seen from Figs. 5 and 6 that the transient 
processes of violent vibration end faster than uncon-
trolled system when the optimal controller design is inte-
grated. 

 
 

(a) Response of 1y  without control 

 

(b) Response of 1y  with control, where extremas roughly define time 

domain boundary of Pareto set 
Fig. 5  Response of 1y  

 

(a) Response of sF  without control 

 
(b) Response of sF  with control, where extremas roughly define 

time domain boundary of Pareto set 

Fig. 6  Response of Fs 

 
Fig. 7 Valve displacements with control 

5 Conclusions 

  This paper studies the active control of a 2-DOF 
landing gear model with multiple optimization objectives 
taken into consideration. A two-stage generalized cell 
mapping algorithm with gradient-free searching is pro-
posed to find the Pareto set in cellular space, and a fast 
dominance check algorithm is used to eliminate the fake 
Pareto cells caused by discrete error. Drop test simula-
tions over uneven runway are conducted to test the opti-
mization effects. It is found that the extrema of Pareto 
optimum roughly define the boundaries of temporal re-
sponses of all candidate optimal solutions.  
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