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Abstract：An approach was presented to intensify the mixing process. Firstly, a novel concept, the dissipation of 
mass transfer ability (DMA) associated with convective mass transfer, was defined via an analogy to the heat-work 
conversion. Accordingly, the focus on mass transfer enhancement can be shifted to seek the extremum of the DMA of 
the system. To this end, an optimization principle was proposed. A mathematical model was then developed to formu-
late the optimization into a variational problem. Subsequently, the intensification of the mixing process for a gas mix-
ture in a micro-tube was provided to demonstrate the proposed principle. In the demonstration example, an optimized
velocity field was obtained in which the mixing ability was improved, i.e., the mixing process should be intensified by 
adjusting the velocity field in related equipment. Therefore, a specific procedure was provided to produce a mixer with 
geometric irregularities associated with an ideal velocity. 
Keywords：convective mass transfer; mass transfer ability; flow pattern optimization; calculus of variations; porous 
media model 

 

In previous decades, the study of transport phenom-
ena has become a fundamental engineering science 
field[1-3]. The influence of transport phenomena on 
equipment and process efficiency is so important that the 
investigation of a process intensification (PI) strategy 
has attracted considerable attention of many researchers 
in the chemical engineering community[4-7]. Among these 
related investigations, the optimization of transport phe-
nomena has been a focus. Recently, the approach to ana-
lyzing and optimizing the chemical engineering process 
from the perspective of thermodynamics is noteworthy. 
Ever since Bejan[8-10] comprehensively illustrated that the 
second law of thermodynamics occupied a central place 
in the realm of heat transfer, the thermodynamic optimi-
zation principle of minimum entropy generation (MEG) 
has been developed and applied in the fields of industrial 
interest[11-18]. Besides, Guo et al[19] introduced the con-
cept of entransy and entransy dissipation, and developed 
the entransy dissipation extremum (EDE) principle to 
optimize both the heat conduction and convective heat 
transfer. Since then, a series of studies were performed to 
optimize the convective heat transfer on EDE princi-

ple[20-23]. To perform the mass transfer enhancement, 
Chen et al[24,25] proposed the potential capacity dissipa-
tion function of mass transfer by extending the field syn-
ergy principle[26] to convective mass transfer. Liu et al[27] 
applied the thermodynamic optimization to constructing 
the optimal flow pattern for convective mass transfer, and 
then optimized the mixing equipment. 

As demonstrated by previous experiments and anal-
ogy theories, the well-developed heat transfer theories 
can be extended to mass transfer analysis. Hence, the 
mass transfer performance can be related to the mass 
transfer ability, which will be irreversibly dissipated dur-
ing mass transfer, corresponding to the destruction of 
available work in the heat-work conversion. Therefore, 
adjusting the dissipation of mass transfer ability (DMA) 
can be considered necessary to enhance the mass transfer. 
However, studies of the efficiency of convective mass 
transfer based on the irreversible dissipation of mass 
transfer ability have rarely been reported in literatures.  

The objective of the present work was to propose an 
approach to convective mass transfer enhancement based 
on the concept of DMA. The exploration will proceed in 
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the following steps. Firstly, the concept of DMA in con-
vective mass transfer was proposed and its expression 
was derived. Then the optimization principle was neces-
sarily developed to seek the extremum of the dissipation 
of mass transfer ability (EDMA). To this end, the corre-
sponding computational fluid dynamics(CFD) model 
was developed by using the calculus of variations. Fi-
nally, the intensification of mixing process for a gas mix-
ture was provided as a demonstration of the EDMA prin-
ciple.  

1 Analogy between heat-work conversion 
and convective mass transfer 

According to the second law of thermodynamics, 
entropy generation is employed to measure the irreversi-
bility of the process, and the lost available work is di-
rectly proportional to the entropy generation. For an in-
herently irreversible process, the lost available work is 
responsible for the reduced capacity of the heat energy 
converted to work. Similarly, the concept of the ability of 
mass transfer needs to be identified in the practical proc-
ess. It is known that compared with laminar flow, the 
mass transfer occurring in turbulent flow manifests an 
enhanced mass transfer velocity due to the existence of 
turbulent eddies. The idealized eddy structure postulated 
in large eddy model and small eddy model can be viewed 
as a concomitant result of the turbulence structure. The 
interfacial convection in gas-liquid system can be illus-
trated as an alternative example. The instability due to 
mass transfer cited as Rayleigh or Marangoni effect will 
cause convection in the vicinity of the interface, and 
make the mass transfer velocity higher than that predicted 
by the classic theories. This indicates that the mass trans-
fer performance in such a process is determined by con-
vection rather than diffusion, which suggests that the 
mass transfer performance is related to the transfer 
mechanism. In other words, the mass transfer ability in 
convection is stronger than that in pure diffusion. The 
low mass transfer performance in the process governed 
by pure diffusion can be therefore attributed to the dissi-
pation of mass transfer ability. 

The potential mass transfer ability in a convective 
mass transfer process will be irreversibly dissipated due 
to the diffusion mechanism, which is similar in concept 
to the lost available work in a thermodynamic system. 
Analogous to the heat-work conversion, thus, the expres-
sion of DMA is derived. The analogies between the 

physical quantities for heat-work conversion and convec-
tive mass transfer are listed in Tab. 1. 

Tab. 1 Physical quantities describing heat-work conver-
sion and convective mass transfer 

 

Heat-work conversion Convective mass transfer 
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  Note: ρ is the density; c is the mass fraction of species; and D is the 
molecular diffusive coefficient.  

For the 2D infinitesimal control volume dxdy, the 
DMA per unit volume and per unit time can be expressed 
as follows: 
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where Sgen,equ is the DMA per unit volume; qequ is the dif-
fusive mass flux; Tequ is the concentration; sequ is the po-
tential mass transfer ability per unit mass; t is the time; 
and ux and uy are the velocity component in x and y direc-
tions, respectively. On the right side of Eq. (1), the first 
four terms represent the equS transfer associated with 
mass diffusion, the next four terms denote the equS  con-
vection into and out of the system, and the last term ac-
counts for the time rate of equS  accumulated in the con-
trol volume.  

Divided by dxdy, Eq. (1) can be further reduced to 
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The third term on the right-hand side of Eq. (2) 

vanishes based on the mass conservation equation:  
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Eq. (2) then takes the following form: 
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According to the definition of the substantial deriva-

tive, the following relationships can be obtained:  
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where Sequ represents the potential mass transfer ability 
per unit volume; and Qequ denotes the mass per unit vol-
ume associated with the diffusion alone. 

By employing Eqs. (6)—(7) in Eq. (4), gen,equS  can 

be conveniently rearranged as follows: 
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The present study assumed incompressible flow, 
which satisfies: 
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Finally, the DMA can be expressed as 
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As discussed above, the magnitude of DMA is re-
lated to the mass transfer ability. Therefore, considerable 
motives exist to develop an approach to seeking the ex-
tremum of the DMA of a process, so that mass transfer 
process can be improved.  

 
2 Mass transfer enhancement based on the 

EDMA principle  

Since the experiment of mass transfer is usually 
known to be expensive and laborious, the use of numeri-

cal simulation is a good alternative. Generally, the 
mathematical modeling and simulation of the convective 
mass transfer is well accomplished by using CFD. On 
close inspection of the published literatures, the numeri-
cal results solved by CFD proved to be in good agree-
ment with experimental data. In this study, CFD model-
ing for optimizing convective mass transfer was per-
formed based on the EDMA principle. 

For a given set of boundary conditions, the mixing 
performance is determined by the velocity field. In other 
words, the process will be improved when the mass trans-
fer is performed under an ideal velocity field. Hence, in 
this study, the velocity field was treated as an independ-
ent argument function in the optimization.  
2.1 Objective function 

The object here is to find the velocity distribution to 
get the extremum of the DMA of a system. Therefore, the 
global DMA is employed as the objective function. 
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2.2 Basic equations 

For laminar steady incompressible flow, the govern-
ing equations of convective mass transfer are summarized 
as follows:  

   0 U  (12) 
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2.3 Constraints 

For practical considerations, the viscous dissipation 
needs to be suitably limited so that the system designed 
in accordance with an optimized velocity field can be 
easily extended to applications with specified operating 
conditions. Thus, the viscous dissipation is necessarily 
predetermined over an appropriate range which is rele-
vant to the practical problem. The viscous dissipation 
function is defined as follows: 

   T 2
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where I is the unit tensor; and µ is the molecular viscosity.  

The constraint of the viscous dissipation can be ex-
pressed as  

   d ConstantV

   (16)

 
This viscous dissipation constraint can be regarded 

as a limitation specified for the external power consump-
tion or pressure drop. Additionally, the conservation of 
mass and species is also considered as constraints in the 
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optimization. 
2.4 Statement of the enhancement for convective 

mass transfer 
When considering the objective function, argument 

function and constraints, the optimization can be conven-
iently addressed as a typical variational problem. There-
fore, a Lagrange multiplier equation is constructed:  
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where A, B and C are Lagrange multipliers. Because of 
different types of constraints, A and B vary with posi-
tions, while C is constant for a given viscous dissipation 
rate.  

For a binary-component system, the density of the 
gas mixture is defined by the ideal gas law for incom-
pressible flow:  
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where R is the universal gas constant; p is the pressure; 
Mw is the molecular weight; T is the temperature; and Cρ 
is the constant. 

The viscosity of the mixture is defined as follows:  
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where Mw,i, c and μi are molecular weight, mass fraction 
and molecular viscosity of species i, respectively. 

The variation of Eq. (17) is the mass continuity 
equation with respect to A and the conservation equation 
of species with respect to B.  

The variation of Eq. (17) with respect to the veloc-
ity vector U yields the following: 
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When comparing the momentum equation and sub-

stituting A with  
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Eq. (20) can be rewritten as the momentum equation 
with a virtual volume force F :  
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Essentially, the momentum equation with a virtual 
volume force is the Euler-Lagrange equation, whose so-
lution is selected out of all admissible argument functions 
to obtain the extremum of the objective function under 
given constraints.  

The variation of Eq. (17) with respect to mass frac-
tion yields the following:  
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The boundary conditions for multiplier B are sum-

marized as follows: 
  (1) For a non-slip wall and pressure outlet 

0
n

B

x


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where nx  is the coordinate normal to the surface.  
  (2) For a velocity inlet 
   0B   

The numerical solution of Eqs. (12)—(14), (22)—
(23) denotes the ideal velocity field subject to given vis-
cous dissipation.  

3 Numerical example and discussion  

A specific mixing process for a CO2-air gas mixture 
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was presented to demonstrate the EDMA principle and 
the CFD model. Here, the problem was confined to the 
laminar steady flow of an incompressible ideal gas mix-
ture. Viscous heating was not considered. In addition, the 
mixing process was assumed to be isothermal, and the 
physical properties (density and viscosity) were assumed 
to depend on the composition only. The binary-

component diffusion coefficient was constant for the sake 
of simplicity. The Kundsen number[28], Kn, can be used to 
classify fluids that deviate from continuum behavior[29]. 
For the concerned mixing process, the fluid can be 
treated as a continuum with a small Kn (Kn≤ 10-3). 

The sketch of the tube is shown in Fig. 1. The di-
ameter of the tube is 1 mm and its length is 6 mm. It con-
sists of three sections: entry section, middle section and 
exit section. The length for each section is 1.5 mm, 2.0 
mm and 2.5 mm, respectively. To avoid boundary effects 
that influence the optimized flow pattern, only the middle 
section is optimized. The mass flow rate is 0.2×10-5 kg/s, 
corresponding to an average Re of 150.85. The density 
and viscosity of the gas mixture are determined by Eq. 
(18) and Eq. (19), respectively. The diffusion coeffi-
cient D of CO2 in air is 1.381×10-5 m2/s [30]. The CFD 
code Fluent 6.3.26 is utilized in our numerical computa-
tion. The velocity and pressure are linked by using the 
SIMPLE algorithm, and the convection and diffusion 
terms are discretized  by using the QUICK scheme. 

 

Fig. 1 Sketch of the micro round tube 

3.1 Boundary conditions 
The boundary conditions for simulation are listed as 

follows. 
At velocity inlet, 

in 0u u  

where inu  is the velocity component normal to the inlet. 
For the mass fraction of CO2 at the inlet, the follow-

ing condition is imposed: 
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where r is the radial distance from the centerline.  
At pressure outlet, 
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A non-slip boundary condition is prescribed for the 
walls: 
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The symmetry condition is defined as follows: 
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3.2 Numerical simulation results 
The dependence of the numerical simulation results 

on the grid resolution was verified, and the cell number 
of 810,810 was adopted in the physical model. As shown 
in Fig. 2 and Fig. 3, the concentration field and spatial 
streamlines in the optimized flow pattern are approxi-
mately symmetric. Accordingly, a quarter of the tube was 
employed as a physical model in the following calcula-
tions to provide an appropriate compromise between the 
simulation accuracy and computation expense. The mesh 
of the model is shown in Fig. 4. The number of cells in 
the grid was approximately 194 400. 

 

Fig. 2 Concentration field of CO2 in the cross-section at 
x=2.5 mm in the optimized flow pattern in the 
physical model (a complete tube) 

 

Fig. 3 Streamlines in the optimized flow pattern in the 
physical model(a complete tube) 
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Fig. 4 Grid generation strategy 

  As a basis for comparison, the original flow pattern 
was simulated by solving Navier-Stokes equation while 
F=0. As seen from Fig. 5, the radial velocity was negligi-
bly small compared with axial velocity, and a large con-
centration gradient existed in the radial direction. Then, 
the virtual volume force was introduced, and resulted in 
an optimized flow pattern. As shown in Fig. 6, the vor-
tices were generated to force the formation of radial con-
vection and thus prompted the mixing.  

 

(a) Concentration field of CO2 

 

(b) Velocity field 

Fig. 5  Concentration field of CO2 and velocity field in the 
cross-section (x=2.5 mm) in the original flow pat-
tern 

The mixing length[31] was employed in accessing the 
mixing efficiency. The gas mixture was considered to be 
completely mixed when the mean value of the concentra-
tion field was achieved for all locations in a certain cross- 
section. Here, complete mixing was assumed to be 
achieved when all the local mass fractions deviated by no 
more than 5% from the mean value. The mixing length 
was the distance between the inlet and the transverse 
plane where complete mixing was achieved. 

 

(a) Concentration field of CO2 

 

(b) Velocity field 

Fig. 6 Concentration field of CO2 and velocity field in the
cross-section (x=2.5,mm) in the optimized flow 
pattern 

The calculations show that the complete mixing was 
not achieved in the original velocity field, while it was 
achieved in the optimized flow pattern with a mixing 
length of 5.204 mm. Simultaneously, the total viscous 
dissipation rate increased from 3.282×10-6 W to 
6.649×10-6 W. By changing the value of the multiplier C, 
the variation of mixing length with viscous dissipation 
rate is shown in Fig. 7, which shows that the total viscous 
dissipation rate negatively correlates with the mixing 
length.  
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Fig. 7  Variation of the mixing length with the viscous 
dissipation rate 

The mixing was expected to be augmented by the 
multi-vortices in the ideal velocity field. These secondary 
flows, in combination with the axial flow, distorted and 
stretched the interfaces and thereby improved the mixing. 
However, the mixing performance was improved accom-
panied by the increment of total viscous dissipation. 

4 Realization of an ideal velocity field in 
mass transfer augmentation: The passive 
mixer 

Since the mixing of optimized velocity field is 
greatly improved, it is advisable to achieve a mixing in-
tensification via the realization of an ideal optimized ve-
locity field. In this section, a procedure to produce the 
passive mixer with geometric irregularities is provided by 
employing the porous media model. As a necessary step, 
an optimized flow pattern has to be acquired. Note that 
the ideal velocity field is arbitrarily selected, and in this 
work, the optimized velocity field with   of 6.649×10-6 

W was selected.  
For simple homogeneous porous media, the momen-

tum sink Si, which contributes to the pressure drop in the 
porous zone, is composed of two parts: a viscous loss 
term and an inertial loss term. 
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For a laminar flow, the inertial loss term can be ig-
nored compared with the viscous loss term. Therefore, 
the momentum sink in the porous media can be written as 
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where α is the permeability of porous media. 

In the solid zone, Si tends to be negative infinity so 
that the velocity magnitude will be reduced to zero. 

For the mathematic consideration, the sum of the 
squared error (SSE) defined in Eq. (26) justifiably re-

flects the degree of approximation between the real and 
ideal velocity fields.  

   2
,real ,ideal

, ,

SSE ( )i i
i x y z

u u


   (26)
 
where ui,ideal and ui,real are velocity components in ideal 
and real velocity fields, respectively.  

For the solid zone, the SSE is: 

   2 2
,ideal ,ideal

, , , ,

SSE (0 )i i
i x y z i x y z

u u
 

     (27)
 
  The difference in the SSE between the fluid cell and 
solid cell was applied to determining the need for replac-
ing the fluid cell by a solid cell. Specifically, the region 
will be occupied by the solid cell if the SSE difference,  

2 2
,real ,ideal ,ideal

, , , ,

( )i i i
i x y z i x y z

u u u
 

   , is larger than the thresh- 

old specified a priori; as such, the SSE between the real 
and ideal velocity fields can be reduced to a smaller or 
possibly minimum value in each step for a given number 
of solid cells. Therefore, the real velocity field was to 
some extent adjusted to the ideal field. Fig. 8 shows that 
the SSE increases with the increase of the fraction of 
solid phase because the ideal velocity field optimized by 
volume force cannot be realized exactly in the passive 
manner. The ideal velocity field is the result of the vol-
ume force field, which, given by Eq. (22), is in fact the 
necessary condition of the EDMA principle; while, in the 
designed mixer, the velocity field is passively adjusted by 
the resistance of the solid to the fluid.  

 

Fig. 8 Variation of SSE and IOS with the void volume 
fraction of fluid 

The mixer still fails to achieve complete mixing. 
Consequently, the intensity of segregation (IOS)[32] , as 
defined by Eq. (28), was used to quantitatively assess 
mixing efficiency.  

   
2( )

IOS
(1 )

m

n m m

c c

nc c




  (28)

 
where n is the number of grid points at the outlet of the 
mixer. 
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  As shown in Fig. 8, at first, the IOS increases with 
the increase of the number of solid cells, then it decreases 
and shows a minimum at the inflexion point correspond-
ing to the void volume fraction of 97.15%. The designed 
mixer with a void volume fraction of 97.15% is displayed 
in Fig. 9. The comparison of the concentration field be- 
tween the void tube and the mixer is shown in Fig. 10. 
The IOS of this mixer decreased to 1.077×10-4, which is 
smaller compared with that of 2.783×10-3 in the void 

tube. However, the total viscous dissipation in the mixer 
was 3.832×10-5 W, which is larger than that of 3.282× 
10-6 W in the void tube. The comparison between the 
ideal optimized case and the real situation in the designed 
mixer is presented in Fig. 11 and Fig. 12, which also in-
dicates that the significant difference in the augmentation 
mechanisms is mainly responsible for the obvious dis-
crepancy. 

Fig.9 Sketch of the structure of passive mixer with geometric irregularities

 
    (a) Fluid flowing through the void tube                                                      (b) Fluid flowing through the designed passive mixer 

 

Fig. 10  Contour of mass fraction of CO2 at the outlet when fluid flowing through the void tube and the designed passive mixer

 

(a) Concentration field of CO2                                                                                       (b) Velocity field 

Fig. 11  Concentration field of CO2 and velocity field in the cross-section (x=2,mm) in the ideal optimized flow pattern
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(a) Concentration field of CO2 

 

(b) Velocity field 

Fig. 12  Concentration field of CO2 and velocity field in
the cross-section (x=2,mm) in the designed pas-
sive mixer 

5 Conclusions  

This study proposed the concept of DMA in convec-
tive mass transfer. Analogous to the heat-work conver-
sion, the expression of DMA was derived. The optimiza-
tion principle of EDMA was developed as a general ap-
proach to enhancing mass transfer.  

The intensification of the mixing process for a gas 
mixture was provided to demonstrate the EDMA princi-
ple. We developed a mathematical model to formulate the 
mixing intensification into a variational problem, and 
performed the CFD modeling. The optimized flow pat-
tern was obtained by solving the CFD model. In the 
course of simulation, the difference between the compu-
tation model here and an ordinary CFD model was the 
result of the volume force F, which modified the flow 
pattern and promoted the mixing. The complete mixing 
was achieved in the optimized ideal flow pattern due to 
the multi-vortices and secondary flows, but the viscous 

dissipation rate simultaneously increased.  
The mixing performance of ideal optimized velocity 

field was satisfying so that it was reasonable and advis-
able to improve mixing by generating the optimized ve-
locity field in a related apparatus. To this end, a specific 
procedure was provided to produce a passive mixer with 
geometric irregularities. The simulated results revealed 
that the IOS of the designed mixer decreased to 
1.077×10-4, which was smaller compared to that of 
2.783×10-3 in the void tube. It should be clarified that the 
ideal optimized velocity field cannot be exactly realized 
by the available techniques at present. The ideal velocity 
field was the result of the volume force field; while in the 
produced mixer, the velocity field was passively adjusted 
by the resistance of the solid to the fluid. Apparently, due 
to the significant difference between the mechanisms of 
the mixing augmentation techniques, the real velocity 
field in the mixer still deviated from the optimized field. 
Nevertheless, the designed mixer provided the guideline 
for designing the efficient mixing element of the passive 
mixer in the conceptual stage.  
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