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Abstract  Given that wind farms have high initial investment costs and are not easy to
move after installation, the amount of energy that can be produced in the desired installation
area needs to be predicted as accurately as possible before installation. Four machine learning
algorithms are adopted to predict power production based on the daily wind speed average and
standard deviation. The actual power output is calculated from the wind data generated by the
numerical weather prediction, and its temporal resolution is 1 hour. The R-square (R2) values of
the models range from 0.97 to 0.98 while adopting the average value of daily wind speed as
the input data, and it increases by -1 % with the additional input data of the standard deviation
of wind speed. The power production is predicted based on the wind data at a relatively lower
height of 10 m than the hub height, where the R2 value ranges from 0.95 to 0.98. The results
could provide the possibility of replacing the wind data measurement process at the hub height
by that at a relatively lower height, reducing the cost of wind data measurement. 

 
1. Introduction   

Fossil fuels are limited as a sustainable energy resource in the future due to problems such 
as environmental pollution and depletion of energy sources. To reduce dependence on fossil 
fuels, many countries and researchers are interested in renewable energy with sustainable 
characteristics. In December 2017, the Korean government announced the Renewable Energy 
3020 implementation plan to replace 20 % of domestic electricity generation with renewable 
energy by 2030 [1]. According to the Korea Energy Agency, the ratio of renewable energy to 
total power generation in South Korea in 2020 is 6.41 % [2]. Among renewable energy sources, 
wind power has many advantages, such as low carbon dioxide emissions [3] and little water 
use for energy production [4] compared with other energy sources. However, because wind 
farms have high initial investment costs and are not easy to move after installation, accurately 
predicting the wind power energy source in the wind farm site selection decision-making proc-
ess is necessary. 

A common method for obtaining wind data is direct measurements at weather stations or 
wind farms. While the direct measurement of the wind speed shows a high accuracy, it has 
some limitations such as only locally available information or a high measurement cost. To 
overcome the limitations, many researchers have tried to obtain wind data by adopting numeri-
cal weather prediction (NWP) methods. Al-Yahyai et al. [5] reviewed the use of NWP data for 
wind energy resource assessment. They analyzed some models such as the mesoscale model 
(MM5) and weather research and forecasting (WRF), showing that NWP can overcome the 
temporal and spatial limitations of the direct measurement. MM5 is a model to simulate atmos-
pheric conditions with resolutions ranging from 100 km to 1 km [6]. Jimenez et al. [7] compared 
MM5 and the wind resource assessment program (WAsP) to estimate the wind resource over
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the German Bight in the North Sea. The MM5 model showed a 
high prediction accuracy at a low altitude of 30 and 40 m but 
underestimated the wind speed at a high altitude of 100 m 
(about a 4 % difference). The WRF is one of the most actively 
developing models [8-13]. Done et al. [8] investigated the per-
formance of daily convection forecasts from May to July 2003 
using the WRF model in central North America. In Korea, 
WRF-based models have been used for aeronautical and mili-
tary purposes [9, 10]. Although the NWP method has been 
widely adopted in many fields, it requires a high computational 
cost since it considers a complicated mathematical model to 
solve problems such as fluid movement, thermodynamics, and 
solar radiation. 

Numerous studies have shown that a machine learning 
technique can be one of the effective ways for predicting pro-
ductive energy. Wan et al. [14] proposed a probabilistic wind 
power forecasting based on the extreme learning machine 
(ELM). ELM is a learning algorithm proposed for learning sin-
gle-hidden layer feedforward neural networks. The proposed 
bootstrap-based ELM approach has been tested using the data 
of a wind farm in Australia. The proposed method could signifi-
cantly reduce the computation time compared with the existing 
method. Zameer et al. [15] presented a support vector regres-
sion (SVR)-based hybrid model, and it showed better perform-
ance and generalization compared with the existing linear re-
gression model. Wang et al. [16] predicted wind power through 
a genetic algorithm in SVR using seasonal parameters. The 
proposed method showed higher accuracy than other bench-
mark models they referenced. Lahouar et al. [17] used a ran-
dom forest (RF) algorithm for wind power prediction. They 
found that the RF algorithm is more user-friendly than the artifi-
cial neural networks (ANNs) algorithm and showed higher ac-
curacy without going through the process of optimization. Af-
terward, researchers developed in-house codes rather than 
general commercial code and compared and analyzed them 
with existing algorithms [18-21]. Input data optimization was 
also attempted to improve prediction accuracy [22, 23]. Hail 
Demolli [24] predicted wind power for four wind farms in Turkey 
using five machine learning algorithms and showed high pre-
diction accuracy. The used input data is the hourly wind speed 
data at the hub height of 50 m predicted using the power law. 
In most studies, machine learning was conducted using wind 
speed at the height of the wind turbine hub as the input data 
and showed high accuracy [14-24]. However, measuring the 
speed at the hub height has some limitations such as a high 
measurement cost compared with measuring it at a relatively 
low altitude.  

The objective of the present study is to predict wind energy 
production by adopting machine learning algorithms, where the 
wind speed data at an altitude of 10 m was used as the input 
data instead of that at 80 m. To obtain a high prediction accu-
racy, several machine learning algorithms were adopted, and 
input data optimization was attempted. Through this study, the 
validity of using wind data at a low height to predict wind power 
production is expected to be demonstrated. The remainder of 

the paper is as follows. The data pre-processing step is intro-
duced in Sec. 2. The four machine learning algorithms are 
detailed in Sec. 3. The results and discussion are provided in 
Sec. 4. Finally, the summaries are presented in Sec. 5.  

 
2. Data pre-processing 
2.1 Numerical weather prediction 

NWP methods use a mathematical model that differentiates 
the Earth’s atmospheric space and consider fluid movement, 
thermodynamics, and overall solar radiation. It is a technology 
to predict future weather based on current weather conditions. 
Most researchers depend on meteorological data generated 
using NWP methods to predict wind energy production [5-13, 
25-29]. The meteorological data used in this study is KIER-
WindMap, produced by the Korean Institute of Energy Re-
search (KIER). The wind resource map was produced in 2010 
using WRF based on the NWP method. The meteorological 
data has 1-hour time resolution and 1-km spatial resolution. 

 
2.2 Weather data processing 

Fig. 1 shows the position of 14 wind farms in South Korea. 
The data in the area denoted in blue are used as test data, and 
the data obtained in the area denoted in red are used for train-
ing machine learning models.  

The daily wind speed average (WS), daily wind speed stan-
dard deviation (STD), and daily maximum and minimum wind 
speed (MAX/MIN) are derived from the wind speed data at the 

 

 
 
Fig. 1. Position of 14 wind farms in South Korea where data are used for 
machine learning. The red symbols indicate the training regions and the 
blue symbols indicate the test regions. 
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altitudes of 10 and 80 m of each meteorological data. The de-
rived data are used as input data for machine learning. The 
total daily power production is calculated by using the hourly 
wind speed data at the hub height of 80 m obtained from KIER-
WindMap and the corresponding power in the 3.45 MW power 
curve in Fig. 2. Fig. 3 shows the derived WS with a 24-hour 
time resolution at the two heights of 10 and 80 m, implying that 
the wind data at the different heights are closely correlated. 
The daily wind information and the corresponding power in 10 
different regions (denoted in red in Fig. 1) are used to train the 
four machine learning models: artificial neural networks (ANNs), 
k nearest neighbor (kNN), random forest (RF), and support 
vector regression (SVR). The daily power production in four 
regions (denoted in blue in Fig. 1) are predicted by using the 
daily wind data. 

 
3. Machine learning algorithms  

Machine learning is a field of computer science that learns 
from training data and predicts results [30, 31]. Machine learn-
ing is primarily used when the relationship between input and 
output data is unclear. Many researchers have used machine 
learning regression algorithms to predict wind resources [14-

25]. Machine learning algorithms are grouped into several 
types, each of which depends on the particular problem. In this 
study, four machine learning algorithms, namely, ANNs, kNN, 
RF, and SVR are used. A brief description of each algorithm is 
given below. 

 
3.1 Artificial neural networks 

ANNs are biology-inspired machine learning algorithms. 
ANNs are designed to simulate how the human brain proc-
esses information [32]. ANN detects relationships with patterns 
in data, collects information, and learns through experience. 
Many types of neural networks have already been designed 
and new neural networks are being generated. For all neural 
networks, the transfer function can be explained by the con-
nection formula with the learning rules. Fig. 4 shows an artificial 
neuron that receives a signal processing the signal and send-
ing it to the connected neuron. The nodes in each round indi-
cate artificial neurons, and the arrows indicate inputs from one 
neuron to another. The signal at a connection is a real number, 
and the output of each neuron is computed by some non-linear 
function of the sum of its inputs. In this study, ReLu is used as 
the activation function and Adam is used as the optimizer. 

 
3.2 k Nearest neighbor  

kNN is an instance-based lazy learning classification algo-
rithm [33]. Machine learning is driven by closeness based on 
distance measurement. In the classification stage, k is a user-
defined constant, and vectors without a classification name are 
most often assigned a classification name relative to k. Fig. 5 
shows an example of kNN classification. Test vectors in the 
form of circles should be classified as squares or triangles. The 
test vector for k = 2 is classified as a square. However, if k = 5, 
the test vector is classified as a triangle. Choosing the optimal 
value for k depends on the nature of the data. In general, the 
larger the value of k, the less the classification noise, but the 
more unclear the boundaries between the items. In this study, 
the value of k is 4. 

 
3.3 Random forest 

RF is a decision tree algorithm that constructs multiple deci-

 
 
Fig. 2. Power curve as a function of wind speed for 3.45 MW wind turbine.
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Fig. 3. Daily wind speed average in the areas of (a) Teagi-mountain; (b) 
Uljin; (c) Gyeonju; (d) Yeonggwang, where the data are used to train the 
machine learning model. The daily wind speed averages at the heights of 
10 and 80 m are denoted by red and black solid lines, respectively. 
 

 
 
Fig. 4. Schematic diagram of the artificial neurons in each layer. 
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sion trees from an input data set. RF divides the input parame-
ters of the dataset into parts to form a decision tree for each 
part of the function and uses the results of each decision tree 
to make the final decision [34]. RF consists of nodes and 
edges in the tree hierarchy. A node has one receiving end and 
generally has two edges. Decision trees divide the decision 
process into a simple problems hierarchy. The most influential 
parameters of RF are the number of trees and the maximum 
depth. As the number of trees increases, the results are rela-
tively continuous and the generalization ability is excellent, but 
the execution time increases.  

The maximum depth determines the maximum number of 
nodes to traverse from the root node to the end node in a tree. 
Setting an appropriate value is important because underfitting 
occurs if the maximum depth is small and overfitting occurs if 
the maximum depth is too large. In this study, the number of 
trees and the maximum depth are determined to be 10 and 8, 
respectively. 

 
3.4 Support vector regression  

SVR is a regression version of the support vector machines 
(SVM) algorithm [35, 36]. SVM is a map learning model for 
pattern recognition and data analysis. Given a particular data-
set, the SVM algorithm generates a classification model that 
determines the category to which the new data belongs, based 
on the given dataset. The generated classification model is 

represented by the boundaries of the space to which the data 
is mapped, and the SVM algorithm is applied to find the 
boundaries of the maximum width. Non-linear SVR attempts to 
find a regression function in the input hyperplane. The parame-
ters that affect the result significantly are the type of function, 
the gamma, and the value of C. The type of function should be 
carefully selected according to the characteristics of the input 
data. Gamma and C values affect model overfitting and under-
fitting. In this study, a radial basis function is used as the func-
tion type. The constant values are C = 3000 and gamma = 0.1. 

 
4. Prediction of power production 
4.1 Result analysis: input data at the hub height 

of 80 m 
Using the training data of 10 wind farms, the daily power 

production of four wind farms including Norea-mountain is pre-
dicted using four machine learning methods. 

The power curve as a non-linear function of wind speed in 
Fig. 2 implies that the total daily power production is closely 
related to the input data sets of WS and STD. Fig. 8 shows the 
total daily power production (red solid lines) in the Norea-
mountain region and the predicted values by using the four 
machine learning algorithms (black dotted). Here, WS and STD 
at the hub height of 80 m are used as the input data. Fig. 9 
represents the actual and predicted power production on a 
daily basis (totaling 365 data points), implying that the daily 

 
 
Fig. 5. Example of k-NN classification. The test sample should be classified 
as either squares or triangles. 

 

 
 
Fig. 6. Diagram of a tree in RF. 

 
Fig. 7. Transformation process illustration of an SVR model. 
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Fig. 8. Total daily power production in Norea-mountain. The red line is the 
actual value and the dotted line is the predicted value for (a) ANNs; (b) 
kNN; (c) RF; (d) SVR when the input data are the daily average wind speed 
and the daily wind speed standard deviation at the hub height of 80 m. 
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power production can be predicted with high accuracy based 
on the daily wind information such as WS and STD.  

Table 1 shows the R-square (R2) values for the four machine 
learning algorithms by using the wind data at the hub height of 
80 m. The R2 values of the machine learning models established 
by only using the input data of WS observed to be 0.97-0.98, and 
the best performance appears at Gamak-mountain when adopt-
ing RF. The accuracy of the daily power prediction is improved 
by 1 %-2 % with the input data of WS together with STD data as 
shown in Table 1, where the R2 values are observed to be above 
0.99 for all the cases. This implies that the wind speed average 
and standard deviation values at the hub height on a daily basis 
provide excellent prediction for the daily wind power prediction. 
The data of WS and STD could be regarded as a useful indicator 
to estimate the wind power production in the decision-making 
process of the wind farm site selection. 

 
4.2 Result analysis: input data at 10 m height  

To accurately predict daily power production, measuring and 

predicting wind speed data at the hub height of a wind turbine 
is recommended. However, the speed measurement at a high 
altitude requires the installation of a tall meteorological tower. 
The prediction of the wind speed at the hub height by the wind 
data at a relatively lower height such as about 10 m could help 
reduce the cost spent in the wind farm economic evaluation 
process. Fig. 3 implies that the daily wind speed averages at 
the different heights of 80 and 10 m are closely correlated pro-
viding the possibility of wind power prediction at a specific site 
with the data at the height of 10 m.  

The four machine learning algorithms are adopted to predict 
the daily power production based on the daily WS, STD, 
MAX/MIN at the height of 10 m. Fig. 10 shows the time history 
of daily power production in the Norea-mountain region, where 

Table 1. R-square (R2) value of for each machine learning algorithms. The 
input wind data are obtained at the hub height of 80 m. 
 

  Norea mt. Gamak mt. Waljung Sungjin 

ANNs 0.979769 0.979853 0.974831 0.972872 

kNN 0.975430 0.979182 0.970582 0.973228 
RF 0.978898 0.980480 0.974252 0.973211 

80 m 
WS 

SVR 0.978396 0.979332 0.974807 0.971446 

ANNs 0.996541 0.997346 0.996107 0.995687 
kNN 0.996973 0.996513 0.994508 0.994472 

RF 0.994449 0.994607 0.992689 0.992492 

80 m 
WS+
STD 

SVR 0.994411 0.996167 0.992812 0.991569 
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Fig. 9. Comparisons of actual and predicted power production for (a) ANNs;
(b) kNN; (c) RF; (d) SVR. The input data are the daily average wind speed 
and the daily wind speed standard deviation at the hub height of 80 m. 

 

 
Fig. 10. Total daily power production in Norea-mountain region. The red line 
is the actual value and the dotted line is the predicted value by using: (a) 
ANNs; (b) kNN; (c) RF; (d) SVR. The input data are the daily average wind 
speed, the daily wind speed standard deviation and the daily maximum and 
minimum wind speed at the height of 10 m. 
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Fig. 11. Comparisons of actual and predicted power production by (a) 
ANNs; (b) kNN; (c) RF; (d) SVR. The input data are the daily average wind 
speed, the daily wind speed standard deviation and the daily maximum and 
minimum wind speed at the height of 10 m. 
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the red and black dotted lines indicate the time histories of 
power production based on the wind data at the heights of 
10 m, respectively. Fig. 11 shows the comparison of the ac-
tual/pre- dicted power production, and the four algorithms show 
good prediction performance. Table 2 shows the R2 value for 
the four algorithms at the four different regions. When adopting 
only WS as input data, the R2 value ranges from 0.93 to 0.97. 
The ANNs algorithm shows the best performance among the 
four algorithms, except for the region of Waljung, where the 
SVR algorithm shows the best prediction performance. Wal-
jung is located near the sea area and has a low surface eleva-
tion compared with other regions. The R2 value of Waljung is 
lower than that of other regions seemingly because the present 
machine learning models do not capture geographical features. 
The prediction accuracy is observed to be improved (-1 %) by 
adopting the data of STD together with WS as input data, as 
shown in Table 2. The daily maximum and minimum values of 
wind data are additionally considered the input data as well as 
WS and STD, where the accuracy is not significantly improved 
compared with the WS+STD cases in Table 2. Fig. 2 shows 
the power curve of a 3.45 MW wind turbine, where the cut-in 
and cut-out speed are set to be 3 and 12 m/s, respectively. The 
prediction of the power production corresponding to the wind 
data below the cut-in speed or above the cut-out speed could 
be adjusted by additionally considering the daily maximum and 
minimum wind speed, improving the accuracy of the prediction 
(although its magnitude is not significant). 

 
5. Conclusion 

Four machine learning algorithms, namely, ANN, kNN, RF, 
and SVR, were used to predict the daily wind power production 
based on the daily average (WS) and standard deviation (STD) 

values of wind speed. The meteorological data used in the 
present study were obtained from the numerical weather pre-
diction method, and their time resolution was 1 hour. The ac-
tual daily power productions were obtained from the 1-hour 
wind speed data at the height of 80 m and predicted by using 
the four machine learning algorithms. The R2 values ranged 
from 0.97 and 0.98 when adopting WS at the height of 80 m as 
input data. By additionally considering STD together with WS 
as input data, the accuracy of the prediction was improved by  
-1 %, and the ANNs algorithm showed the best performance, 
where the R2 values reached above 0.99. This implies that the 
WS and STD are good indicators to predict the daily wind 
power production at a specific location. The prediction of the 
power production based on the wind data at a relatively lower 
height than the hub height can reduce the cost spent in the 
evaluation process of wind farm site selection. The power pro-
duction was predicted based on the wind data at the height of 
10 m, where the R2 value ranged from 0.95 and 0.98 by adopt-
ing WS and STD as input data. The results could provide the 
possibility of replacing the wind data measurement process at 
the hub height by that at a relatively lower height, reducing the 
cost of wind data measurement.  
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