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Abstract  The present study investigates the position tracking control of the underactuated 
autonomous surface vehicle, which is subjected to parameters uncertainties and external dis-
turbances. In this regard, the backstepping method, neural network, dynamic surface control 
and the sliding mode method are employed to design an adaptive robust controller. Moreover, 
a Lyapunov synthesis is utilized to verify the stability of the closed-loop control system. Follow-
ing innovations are highlighted in this study: (i) The derivatives of the virtual control signals are 
obtained through the dynamic surface control, which overcomes the computational complexi-
ties of the conventional backstepping method. (ii) The designed controller can be easily applied 
in practical applications with no requirement to employ the neural network and state predictors 
to obtain model parameters. (iii) The prediction errors are combined with position tracking er-
rors to construct the neural network updating laws, which improves the adaptation and the 
tracking performance. The simulation results demonstrate the effectiveness of the proposed 
position tracking controller.  

 
1. Introduction   

In the last few decades, the motion control of autonoumous surface vehicles (ASVs) has at-
tracted many scholars. Since ASVs have good flexibility, multipurpose applications and strong 
endurance, they can be employed to monitor the environment, explore marine sources, replen-
ish the energy for other vehicles and so on [1-4]. However, most of the ASVs are underactu-
ated, which indicates that the number of control inputs is less than the degrees of freedom. This 
can be interpreted as the existence of strong couplings between the degrees of freedom. 
Moreover, strong nonlinear external disturbances are a main challenge for ASVs, which are 
induced by ocean currents, waves and winds [5]. Therefore, the position tracking of the under-
actuated ASVs is a challenging problem in the marine structures.  

In order to solve the motion control of the underactuated autonomous surface vehicles, differ-
ent control schemes have been designed so far for the tracking problem [6-11]. Bi et al. [12] 
proposed a backstepping controller to solve the position tracking problem of the underactuated 
ASVs on the horizontal plane. Moreover, Pan et al. [13] developed an adaptive robust controller 
based on the backstepping method, single-layer neural network and the Lyapunov stability 
theory for the underactuated ASVs. However, the nonlinear external disturbances are not con-
sidered in this study. In Ref. [14], an adaptive neural network control scheme was designed to 
solve the position tracking problem of the underactuated ASVs. However, this scheme could 
not reduce the computational complexities of the conventional backstepping method. In Ref. 
[15], a neural-adaptive controller was proposed to track a desired trajectory for the underactu-
ated ASVs. However, only the unknown ocean currents were considered in the designed con-
troller, while other disturbances were neglected. Furthermore, Do et al. [16] proposed a global 
robust adaptive controller to track a desired path for underactuated ASVs considering the time-
varying disturbances. They conducted simulation and experiments to prove the effectiveness of 
the proposed controller. However, they didn’t consider uncertainties of parameters. Further-
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more, a global tracking controller was presented to track a 
desired trajectory of underactuated nondiagonal ASVs in Ref. 
[17]. However, the controller was only applied to small nondi-
agonal ASVs, so it ignored uncertainties of the parameters. Xie 
et al. [18] proposed a cascaded control scheme to follow the 
desired trajectory of the underactuated ASVs based on the 
non-diagonal inertia and damping. However, the nonlinear 
external disturbances were not considered in the control sys-
tem. Swaroop et al. [19] presented the dynamic surface control 
(DSC) to avoid the explosion of complexities of the conven-
tional backstepping method so that the derivative of the virtual 
variables are obtained by a first-order filter. Moreover, Wang et 
al. [20] proposed an adaptive neural network tracking controller 
to realize the trajectory tracking of the underactuated AUVs. 
The radial basis function neural network (RBFNN) was 
adopted to estimate and compensate uncertainties of model 
parameters. However, errors between uncertain functions and 
the estimation model were not taken into the consideration. In 
Ref. [21], an adaptive sliding mode technique was designed to 
solve the nonlinear external disturbances. Moreover, an adap-
tive nonlinear robust control scheme was proposed to realize 
the path following for the underactuated autonomous underwa-
ter vehicles by employing backstepping method and sliding 
mode control in Ref. [22]. However, the damping matrix was 
only compensated by the adaptive law, while other uncertain-
ties of parameters were ignored. Zheng et al. [23] designed an 
adaptive neural network controller to compensate uncertainties 
of the parameters and input saturation of the underactuated 
ASVs. However, the designed control scheme has unjustifiable 
computational complexity. Wang et al. [24] designed a nonlin-
ear robust control scheme to follow the desired path of under-
actuated autonomous surface vehicles. Then, a feedback gain 
controller was designed to track a desired path of the underac-
tuated ASV in the horizontal plane in Ref. [25]. However, the 
controller can be carried out with accurate model parameters. 
In Ref. [26], the command filtered backstepping method was 
presented to follow the desired path of the underactuated 
autonomous underwater vehicles. However, parameters uncer-
tainties and the nonlinear external disturbances were not taken 
into consideration, which limits its real applications. Further-
more, a neural network robust controller was developed for 
underactuated ASVs in Ref. [27]. The control system can be 
effective to the dynamic uncertainties and external distur-
bances. In Ref. [28], an adaptive controller was designed to 
realize the trajectory tracking of the ASVs. However, parame-
ters uncertainties were not considered. In Ref. [29], an adaptive 
output feedback control scheme was proposed to track the 
trajectory of the underactuated ASVs. The control system con-
sidered the underactuated ASVs model, where the mass and 
damping matrices were not diagonal. However, the nonlinear 
external disturbances were not taken into the consideration. Liu 
et al. Ref. [30] presented a neural network control scheme to 
track a desired trajectory of the underactuated ASVs. The neu-
ral network was constructed to provide an estimation of the 
unknown disturbances. However, parameters parameters were 

ignored. 
In the present study, it is intended to propose an adaptive 

position tracking control scheme for the underactuated ASVs in 
the presence of uncertainties of the parameters and nonlinear 
external disturbances.  

The rest of this article is arranged as follows. In Sec. 2, the 
position tracking problem, kinematic model, dynamic model, 
and error equations of underactuated ASVs are introduced. 
Moreover, the neural network adaptive robust controller of 
underactuated ASVs is designed in Sec. 3. Then, the 
Lyapunov function is applied in Sec. 4 to prove the stability of 
the closed loop control system. In Sec. 5, simulation results, 
comparative analysis and the position tracking performance of 
the designed controller are presented. Finally, the conclusion of 
the article is presented in Sec. 6. 

 
2. ASV modelling and problem formulation 
2.1 The neural networks 

The neural network has numerous intrinsic abilities in the 
function approximation. Therefore, it plays an important role in 
the robotic control. In this section, a radial basis function neural 
network (RBFNNs) with linear parameterization and simple 
mechanism [31] is introduced. Fig. 1 shows the typical three-
layer RBFNN, which is applied in the present study to solve the 
model uncertainties 
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where ,x W  and ( )h x  denote the input vector of the 
RBFNN, the weight adjustment and the Gaussian basis func-
tion, respectively. Moreover, jc  and jb  represent a j-
dimensional vector denoting the center of the jth basis function 
and the standard deviation, respectively. 

 
* *( ) ( )f ε= +x W h x  (2) 

 
where *W  indicates the optimal weight adjustment. 
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Fig. 1. Structure of the three-layer RBF neural network. 
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where f̂  and Ŵ  denote the NN output and the estimation 
of the weight adjustment, respectively. 

Assumption 1. The ideal weight matrix *W  and the ap-
proximation error e  are bounded so that there are MW  and 

Me , *
MW£W  and M£e e [21]. 

 
2.2 The underactuated ASV model 

The kinematic and dynamic models are presented in this 
section. In order to simplify the derivation of the equation, the 
mass and the damping matrices are regarded to be diagonal. 
Moreover, external disturbances are taken into consideration 
for the underactuated ASV model. The kinematic and dynamic 
models are described as follows [32]: 
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where x , y  and ψ denote positions and orientations of un-
deractuated ASVs in the earth fixed frame, respectively. More-
over, u , v and r denote the surge, sway and yaw velocities in 
the body fixed frame, respectively. uX , vY , rN , u uX , v vY and 

r rN  denote the hydrodynamic parameters. ( 1,2,3)=iim i de-
note the combined inertia and added mass terms in the body 
fixed frame. uτ  and rτ  denote control force and control force 
moment, respectively. euτ , evτ and erτ denote the ocean dis-
turbances induced by ocean currents, waves and wind. 

Assumption 2. The ocean disturbances are bounded 
when *£ek eτ τ , where , ,=k u v r  and *

eτ  represents an un-
known positive constant [35]. 

Assumption 3. The yaw angle of the underactuated ASV is 
bounded so that max 2£ <ψ ψ π  to ensure the system stabil-
ity in the controller [12]. 

Assumption 4. [ ]Td d d dx y ψ=η is a smooth desired trajec-
tory and its derivatives are time-varying bounded [12]. 

Assumption 5. The velocity of the underactuated ASV in the 
sway is bounded so that 

0
sup
³

£ M
t

v v  and the error of v  is not 
stable in the epilogue [35]. 

 
2.3 Error dynamics of the position tracking 

problem  

In order to facilitate the problem formulation, the frame is de-
signed to position the tracking of underactuated ASV. Fig. 2 
shows the designed frame. It should be indicated that 
{ , , }E E EO X Y and { , , }B B BO X Y denote the earth fixed frame and 
the body fixed frame, respectively. Moreover, { , }d dx y  and 
{ , }x y  denote the desired position and the coordinate of Q in 
the geodetic fixed frame, respectively. Furthermore, { , }e ex y  
and { , }x ye e  represent the errors of the position tracking in the 
earth fixed frame and in the body fixed frame, respectively.  

The position tracking errors in the earth fixed frame are de-
fined as follows 

 
= - = -e d e dx x x y y y   (9) 

 
Then, Eq. (6) can be converted to the following equations:  
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where xe  and ye  denote the position tracking errors in the 
body fixed frame. 

Eq. (10) indicates that errors of the earth fixed frame and the 
body fixed frame are equivalent, which is described as the 
following: 
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The control object is designing control inputs uτ and rτ , 

where the aim is approaching tracking errors xe and ye to zero. 
Differentiating Eq. (10) along with Eq. (4) yields: 

EY

EO

ex

ey

)(tdh

BY

BX

EX

BO

x

y

xd

y
d

 
 
Fig. 2. The ASV frames in the position tracking problem. 
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where 2 2 .m d dv x y= +& &  

 
3. Controller design 

In this section, a position tracking controller is designed 
based on the backstepping method, adaptive control tech-
niques and neural network. It is indicated that the position 
tracking, surge velocity, auxiliary variable and yaw velocity 
errors are stabilized in steps 1, 2, 3, and 4, respectively. More-
over, adaptive control laws of the neural network are designed 
in step 5. 

Step 1: In order to stabilize the position tracking errors, a 
Lyapunov function is defined as the following: 

 
2 2

1

1 ( )
2

= +x yV e e  (13) 

 
Differentiating Eq. (13) along with Eq. (12) yields the equa-

tion below:  
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In order to facilitate the formula derivation, a new auxiliary 

variable is defined as follows: 
 

sin= m eυ v ψ  (15) 
 
To ensure 1 0£&V , u and υ  are considered as virtual vari-

ables and their desired values are designed as: 
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where 1λ and 2λ  are positive constants.  

Substituting Eq. (16) into Eq. (14) yields: 
 

2 2
1 1 2= - -&

x yV λ e λ e   (17) 
 
In order to avoid the computational explosion, ( )cu t , ( )cυ t  

and ( )cr t  should pass the following first-order filter [33]. 
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where uk , υk and rk are positive constants, which are selected 
later, and (0) (0)=cf cu u , (0) (0)=cf cυ υ , (0) (0)=cf cr r  ( )cfu t , 

( )cfυ t  and ( )cfr t denote the filtered signals.  
Step 2: The error variables are defined as: 
 
= - = - = -u cf υ cf u c cfe u u e υ υ ζ u u  (19) 

 
Then, Eq. (17) can be converted to the following equation: 
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Then, a new Lyapunov function can be defined as: 
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Differentiating Eq. (21) along with Eq. (20) yields:  
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Step 3: The error variables are define as: 
 
= - = -υ cf υ c cfe υ υ ζ υ υ  (23) 

 
Then a new Lyapunov function can be defined as:  
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Differentiating Eq. (24) along with Eq. (22) yields: 
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To ensure 3 0£&V , the following desired signals are selected: 
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where 4λ  is a positive constant. 

Substituting Eq. (26) into Eq. (25) yields:  
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Step 4: The error variables are defined as:  
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Then, a new Lyapunov function can be defined as: 
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Differentiating Eq. (29) along with Eq. (27) yields: 
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Step 5: The RBF neural network is used to approximate the 

unknown function. The unknown functions of underactuated 
ASVs are expressed as follows: 
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The prediction error between the system state and the serial-

parallel estimation model [34] is considered to improve the 
tracking performance of the underactuated ASV. The state 
prediction errors are defined as: 
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The control inputs are designed as: 
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where 1α , 1μ , uγ , 3α , 3μ , rγ are positive constants. 

The prediction errors are used to construct the learning de-
sign, so the NN updating law are selected as: 
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where 1β , 1δ , 1χ , 3β , 3δ , 3χ are positive constants. 
The sliding mode control is combined with adaptive tech-

niques to compensate the nonlinear external disturbances. The 
adaptive laws are selected as:  
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where 1ρ , 1J , 0uσ , 3ρ , 3J , 0rσ are positive constants. 

Substituting Eq. (33) into Eq. (4) yields: 
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where uγ , rγ are positive constants. 

Substituting Eq. (36) into Eq. (30) yields: 
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Fig. 3 provides the block diagram of the designed position 

tracking control scheme for an underactuated ASV. 

 
4. Stability analysis of the overall control 

system 
In this section, the Lyapunov stability theory is employed to 

prove the stability of the closed-loop control system. 
A new Lyapunov function is defined as the following: 

 
 
Fig. 3. The block diagram of the proposed method. 
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Differentiating Eq. (38) yields: 
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The state prediction errors can be expressed as: 
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Then, the correlations can be obtained as: 
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Substituting Eqs. (34), (37) and (41) into Eq. (39) yields:   
 

2 2 2 2
5 1 2 3 4

1 1 1 1 1 1

3 3 3 3 3 3

2
1 1 1 1 1 1 1 1

3 3 3

ˆ( ) ( )
ˆ ˆtanh( / ) ( )

ˆ( ) ( )
ˆ ˆtanh( / ) ( )

( )

x y u υ u u υ υ r r

T
u u

u u u u u u eu u

T
r r

r r r r r r er r

u

V λ e λ e λ e λ e ζ ζ ζ ζ ζ ζ

e δ z χ
e σ vσ e γ e τ ε

e δ z χ
e σ vσ e γ e τ ε

δ z δ z ε δ z

δ z

= - - - - + + +

- + +

- - +

- + +

- - +

+ + -

+

Wh x W W

W h x W W

Wh x

W

& & &&

% %

% %

%
% 2

3 3 3 3 3

1 3

( )
ˆ ˆ

r

u u r r

δ z ε δ z
σ σ σ σ
ρ ρ

+ -

- -

h x
% %

 (42) 

 
Moreover, substituting Eq. (35) into Eq. (42) yields:  
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Based on Eq. (43), the following correlations can be ob-

tained:  
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Then, the following equations are obtained: 
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1 1 1 1 1 1

2
23

3 3 3 3 3 3

1
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1
2 4
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T T

*
* *

*
* *

- = - - +

- = - - +

WW W W W W W

WW W W W W W

% % %

% % %
 (45) 

 
Substituting Eqs. (44) and (45) into Eq. (43) yields:  
 

( ) ( )

2 2 2 2
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2
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r r r r r r er r
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V λ e λ e λ e λ e ζ ζ ζ ζ ζ ζ
e σ vσ e γ e τ ε
e σ vσ e γ e τ ε
σ e σ σ σ σ e σ σ σ

χ

χ

δ

*
*

*
*
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1
2 4

1
2 4
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u

r
r

εμ z ε
μ μ

εδ μ z ε
μ μ

é ùæ ö
ê ú- -ç ÷
ê úè øë û
é ùæ ö
ê ú- - -ç ÷
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 (46) 

 
Lemma 1. The relation tanh( / )£ th x xh vhx μ ensures that 

for any 0>tμ  and for any , ,x R h R" Î Î  v satisfies ( 1)- += vv e , 
. . 0.2785=i e v [20]. 
According to lemma 1, the following inequality can be ob-

tained: 
 
ˆ ˆ ˆtanh( / )

ˆ ˆ ˆtanh( / )
u u u u u u u u

r r r r r r r r

σ e e σ vσ e γ μ

σ e e σ vσ e γ μ

£ +

£ +
 (47) 

 
According to assumptions 1 and 2, the external disturbances 

and the approximation errors are bounded. It is assumed that:  
 

+ £

+ £
eu u u

er r r

τ ε σ

τ ε σ
 (48) 

 
According to Shojaei’s study [35], it is obtained as: 

 
22

0 1 2 0

22
0 1 2 0

ˆ( )

ˆ( )

- £ - + -

- £ - + -

% %

% %

u u u u u u

r r r r r r

σ σ σ q σ q σ σ

σ σ σ q σ q σ σ
 (49) 

 
where 2

1 1 0.5 /= - lq , 2
2 0.5 /= lq and 2 / 2>l . 

Substituting Eqs. (47), (48) and (49) into Eq. (47) yields: 
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2 2 2 2
5 1 2 3 4
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ê úë û
- -

+ +
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 (50) 

 
Differentiating Eqs. (19),(20) and (25) yields:  
 

/ /

/ /

/ /

u cf c u u c

υ cf c υ υ c

r cf c r r c

ζ u u ζ k du dt

ζ υ υ ζ k dυ dt

ζ r r ζ k dr dt

= - = - +

= - = - +

= - = - +

& & &
& & &
& & &

 (51) 

 
According to Shojaei’s study [35], it is obtained as 
 

/ , / , /£ £ £c u c υ c rdu dt dυ dt dr dtv v v  (52) 
 

where uv , υv , rv are positive constants. 
Substituting Eq. (52) into Eq. (51) yields: 
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r
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 (53) 

 
Moreover, substituting Eq. (53) into Eq. (50) yields: 
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 (54) 

 
Then, the 5

&V can be expressed as the following: 
 

5 52 Φ£ - +&V ξV  (55) 
 

where 

1 2 3 4 1 1 3 3

min min min

min{ , , , , , ,
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u υ r
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Eq. (55) can be converted to the following equation: 
 

2Φ Φ(0)
2 2

-é ù£ + -ê ú
ë û

ξtV V e
ξ ξ

 (56) 

 
The equality can be obtained as: 
 

Φlim
2®¥

=
t

V
ξ

 (57) 

 
In summary, all error signals for the overall closed-loop con-

trol system are uniformly bounded in the abovemetioned re-
sults. The position tracking errors converge to a small 
neighborhood of the zero. 

 
5. Simulation and comparative analysis 

In this section, the efficiency of the proposed robust control-
ler is discussed by comparing it with the conventional back-
stepping method using the MATLAB software environment. In 
order to prove the performance of the designed controller, the 
simulations are performed on an underactuated ASV designed 
by the University of Western Australia. It is assumed that the 
mass and the damping matrices are diagonal. Model parame-
ters are shown in Ref. [36]. 

Assume that the tracking trajectory of the underactuated 
ASV is as follows: 

 
10sin(0.01 ) /
10cos(0.01 ) /

=

=
d

d

x t m s
y t m s

 (58) 

 
In order to realize the position tracking and gurantee the ap-

plication in practice, the initial conditions of the underactuated 
ASV are selected as the following: 

 
(0) 5= -x m , (0) 5=y m , (0) 0=ψ rad  
(0) 0.4 /=u m s , (0) 0 /=v m s , (0) 0 /=r rad s  

 
In practical underactuated ASVs system, the control inputs 

are constrained so that the control input system can be pro-
tected. For the selected underactuated ASVs system, the input 
constraint are described as the following: 

 
0 30£ £uτ N , 0 20£ £ ×rτ N m  
 
In order to represent the tracking error clearly, a new trajec-
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tory tracking error variable is defined as: 
 

2 2= +e eL x y  (59) 

 
To verify the control performance and effectiveness of the 

designed control system, the nonlinear external disturbances 
are selected as: 

 
( ) ( )t t ω+ =&d Pd T  (60) 

 
where ( ) [ , , ]Teu ev ert τ τ τ=d . Moreover, P , ω  and T denote 
the time constant matrix, the white high frequency measure-
ment noise and the gain parameters matrix, respectively. Con-
sidering the worst case, diag{100,100,100},=P  1ω =  and 

diag{10, 5,10}=T are selected. 
In this numerical simulation, the control parameters are given 

by 1 0.5,λ =  2 0.4,λ =  3 0.3,λ =  4 0.2,λ =  5 1,α =  0.1,uγ =  
0.1,κγ =  0.1,rγ =  1 0.2,η =  3 0.2,η =  1 0.3,ρ =  3 0.2,ρ =  

1 0.2,=J  3 0.2=J . 
Moreover, the parameters of the RBF neural network with 

five hidden nodes designed in the present study are given by 
1 30=β , 3 30=β , 1 0.1=χ , 3 0.1=χ , 1 0.2=δ , 3 0.2=δ . 

The standard deviation and the centre vector are se-
lected as 15j =b  and [ 1.0 0.5 0 0.5 1.0]j = - -c , respec-
tively. 

Finally, to express the control performance, the simulation 
time is set to 1000 s. Figs. 5-8 show the simulation results of 
the proposed method, the conventional backstepping method, 
and sliding mode control [37].  

Figs. 4 and 5 illustrate that the proposed method has better 
tracking performance than the backstepping method and the 
sliding mode control method in the presence of the parameters 
uncertainties and nonlinear external disturbances for the un-

deractuated ASV. Moreover, the absolute value of tracking 
errors can be obtained every 40 s from 200 s to 1000 s. The 
average tracking error of the backstepping mehod, sliding 
mode control and the proposed method are 0.0060 m, 
0.0055 m and 0.0042 m, respectively. Furthermore, Fig. 6 
shows that the velocity can track the desired variables rapidly. 
It should be indicated that the velocity tracking errors of pro-
posed method are significantly smaller than those of the back-
stepping method and sliding mode control. 

Fig. 7 shows the control inputs of the underactuated ASV. 
The absolute value of control inputs can be obtained every 
40 s from 200 s to 1000 s. The average control forces of the 
backstepping method, sliding mode control and the proposed 
method are 9.2 N, 8.5 N, and 8.1 N, respectively. Moreover, it 
is observed that the average control moments of the backstep-
ping method, sliding mode control and proposed method are 

 
 
Fig. 4. Position tracking of the underactuated ASV. 
 

 

 
 

 
Fig. 5. The errors of the position tracking of the underactuated ASV. 

 
 

 
 

 
Fig. 6. The errors of the velocity tracking of the underactuated ASV.  
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6.3 N.m, 5.0 N.m and 4.5 N.m, respectively. It should be indi-
cated that the chattering is obviously reduced in the control 
force and control moment. 

All unknown model parameters can be approximated accu-
rately by employing the RBF neural network and state predic-
tors in Fig. 8.  

 
6. Conclusion 

In the present study, the position tracking control problem of 
the underactuated ASV is investigated in the presence of the 
model parameters uncertainties and the nonlinear external 
disturbances. Moreover, an adaptive neural network robust 
control scheme is proposed to deal with the multiple uncertain-
ties and the nonlinear external disturbances. The derivative of 
virtual control variables are obtained by applying the dynamic 
surface control, which avoids the computational complexities of 
the conventional backstepping method. Furthermore, the stabil-
ity of the closed-loop control system is proved by the Lyapunov 
stability theory. Finally, the reasonable robustness and effec-
tiveness of the designed controller are shown in the simulation 
results. 
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