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Abstract 
 
Recently, the robots market is growing rapidly, and robots are being applied in various industrial fields. In the future, robots will work 

in more complex and diverse environments. For example, a robot can perform one or more tasks and collaborate with people or other 
robots. In this situation, the path planning for the robots to perform their tasks efficiently is an important issue. In this study, we assume 
that the mobile robot performs one or more tasks, moves various places freely, and works with other robots. In this situation, if the path 
of the mobile robot is planned with the shortest path algorithm, waiting time may occur because the planned path is blocked by other 
robots. Sometimes it is possible to complete a task in a shorter time than returning or performing another task first. That is, the shortest 
path and the shortest path do not coincide with each other. The purpose of this study is to construct a network in which the mobile robot 
designs the shortest path planning considering shortest time by judging itself based on environment information and path planning infor-
mation of other robots. For this purpose, a network is constructed using a recurrent neural network and reinforcement learning is used. 
We established the environment for network learning using the robot simulation program, V-Rep. We compare the effects of various 
network structures and select network models that meet the purpose. In the future work, we will try to prove the effect of network by 
comparing existing algorithm and network.  
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1. Introduction 

The robots market is growing rapidly in recent years. There 
are two major factors. One is the development of artificial 
intelligence that shows the possibility of replacing human role 
in many fields. Another is that many companies are consider-
ing adopting robots as a solution because of the increase in 
labor costs and the reduction of manpower. In particular, this 
growth is characterized by a rapid growth in the service robot 
market compared to the traditional industrial robot’s market. 
In the future, robots need to work in environments that are 
more complex and various than traditional environment. For 
example, a robot can perform one or more tasks and collabo-
rate with people or other robots [1]. In such an environment, 
robots should be able to replace people's roles by ensuring the 
safety of people while moving freely and by performing tasks 
effectively. 

For this purpose, research on mobile robots is active and it 
is very important to design efficient path planning. The path 
planning problem is constantly being studied as a representa-

tive NP-hard problem. Many researchers have tried to solve 
this problem by using algorithms such as Dijkstra algorithm, 
genetic Algorithm and A* algorithm [2-8]. Although there are 
many existing algorithms related to path planning, it is diffi-
cult to apply to the above situation. This is because applica-
tions are limited, and the computation time is very long. Due 
to these limitations, approaches to solving path planning using 
machine learning have been actively attempted. However, 
there are some studies that show the effectiveness in applying 
the machine learning to specific situations. Cruz and Yu stud-
ied reinforcement learning with LSTM, Advantage (λ) Learn-
ing to reach the target point in T - shaped maze [9]. Bakker 
have been studying the path planning of multiple robots in the 
absence of environment information and have used Kernel 
smoothing technique and reinforcement learning to solve the 
problem [10]. 

In this study, we applied the machine learning method and 
received environment information from the server, and then 
tried to construct a path planning network model that can cope 
with situations where mobile robots solve multiple tasks [11-
18]. The environmental information received from the server 
is the image layers that are collected by the sensor and pre-
processed by each object [19]. The network is constructed 
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using a recurrent neural network and reinforcement learning is 
used [20-23]. We established the environment for network 
learning using the robot simulation program, V-Rep [24, 25]. 

In Sec. 2, we introduce a scenario in which mobile robots 
work. Based on this, target mobile robots for learning network 
models, environment of mobile robots, vision sensors to ob-
tain inputs to be used in networks will be introduced. In Sec. 3, 
we introduce the three network models used in this study and 
introduce the data pre-processing process and reward algo-
rithm for network learning. In Sec. 4, we will show and com-
pare the results of three network models and Sec. 5 presents 
conclusions and future work.  

 
2. Environment for network learning 

2.1 Research scenario 

The path plan and task execution scenarios of the shortest 
time path design mobile robot system proposed in this study 
are shown in the Fig. 1. The scenario is composed of the 
worker, the mobile robot agent, and the central server. The 
worker performs his or her role in the factory line and requests 
the mobile robot agent for various tasks. The mobile robot 
agent is a robot equipped with the shortest time path planning 
network, receives the worker 's request and transmits the task 
start signal to the central server. The central server receives 
the signal and transmits information such as the current work 
environment image and the path planning of the other robot so 
that the mobile robot agent can plan the path. Based on this, 
the mobile robot agent plans the path and sends the planned 
path to the central server. The central server updates the cur-
rent state information to reflect the added path plan for the 
other mobile robot agent. The mobile robot agent moves the 
planned path and provides the result to the worker. 

2.2 Mobile robot modeling 

In Amazon 's Kiva robot system, the central server controls 
the entire robot and identifies the mobile robots’ location by 
making whole environments to grid and attaching a QR code 
to each lattice [26]. In order to apply the Kiva robot systems, 
the whole environment must be rebuilt. Also, it is difficult to 
apply it to various environments because it is specialized only 
in the role of lifting and moving the shelf. The mobile robot, 
which is the target model of this study, is KUKA 's KMR 
IIWA [27]. This robot can perform various tasks because ma-
nipulator platform and mobile platform are combined. In addi-
tion, autonomous navigation software can be installed, so this 
can move freely. 

 
2.3 Work environment modeling 

It shows the work environment modeling of mobile robots 
in Fig. 3. A total of three mobile robots work in the work envi-
ronment. Two of mobile robots already have their own path 
plan and automatically move when the simulation starts. The 
mobile robot located at the upper and lower part has already 
been designed for the route. The central mobile robot is the 
target of network learning. On the right side of the mobile 
robot, shelves are arranged, and the shelves are composed of 
120 pieces. 

 
2.4 Vision sensor 

In the path planning of the mobile robot, it is indispensable 
to recognize the current position of the mobile robot, the target 

Table 1. Environment properties. 
 

Total width (m) 15 

Total length (m) 25 

Number of mobile robots (unit) 3 

Number of shelves (unit) 120 

Width of shelf (m) 0.5 

Length of shelf (m) 1 

Distance with shelf and wall (m) 2 

Distance with each shelves (m) 1.5 

 

 
 
Fig. 2. Mobile robot modeling using V-Rep. 

 

 
 
Fig. 1. Scenarios of path planning and task execution of mobile robots. 
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point, and the position of the obstacle. Unlike Amazon 's Kiva 
system, this research uses a vision sensor as a method to ob-
tain current environmental information. A vision sensor is 
installed 10 m above the working environment and real-time 
images of the environment are obtained. This image will be 
used as learning data of the network, and data will be ex-
changed between the mobile robot agents and the central serv-
er. This method is likely to be realized in the near future be-
cause of the rapid development of object recognition technol-
ogy and image processing technology based on the vision. In 
addition, since it is necessary to install only the vision sensor 
without installing a new working environment, it is also effec-
tive in reducing the initial cost. 

 
3. Learning 

3.1 Data pre-processing 

In this study, we use image data of work environment as 
learning data of network. In addition, we assume that the cen-
tral server is equipped with an image recognition technology 
capable of distinguishing mobile robots, obstacles and target 

points from images. In order to realize this, two steps of pre-
processing are performed in this study. It is the first preproc-
essing step in the simulation program stage. Since we need to 
be able to distinguish objects from images according to the 
above-mentioned assumptions, we set the colors of objects in 
the simulation program to be distinguished. The target mobile 
robot is red, the other mobile robots are pink, the target posi-
tions are blue, and the obstacles are green. 

The next step is to resize and reorganize the image using 
OpenCV. The input type A in Fig. 5 is image data modified to 
84x84 size. The input type A is used for verification only be-
cause it takes a long time to learn V-rep simulations in real 
time to acquire images and to learn. To make the input type B, 
we extract location information of target mobile robot, other 
mobile robots, obstacles, and target points that are color-coded 
in the resized image. The input type B is used for learning 
because the learning speed is fast. The input type B is the data 
reconstructed in the form of a grid map by composing each 
layer. We use input type B for learning network and validates 
with input type A for every thousand episodes. 

 
3.2 Reward policy algorithm 

As a method for learning the network, reinforcement learn-
ing is used among the machine learning methods. Reinforce-
ment learning is a way that the network takes action from 
current state, receives reward from the changed state and max-
imizes total reward. Unlike supervised learning or unsuper-
vised learning, it does not need prepared data for network 
learning, so it is a suitable method for problem situations with 
various environments. For the network to solve the problem 

 
 
Fig. 3. Work environment modeling of mobile robot modeling using 
V-Rep. 

 

 
 
Fig. 4. Vision sensor for getting the current environment information. 

 

 
 
Fig. 5. Image pre-processing flow for learning network. 
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situation we assumed, it is important to set up an appropriate 
reward policy. Since the work environment implemented in 
this study is wide, it is very difficult for the network to con-
verge in a way that reward is given only when it reaches the 
target point. Therefore, we implemented a reward policy algo-
rithm that tries to find the target point by layering the whole 
map from large block to small block and giving intermediate 
compensation. 

 
3.3 Network models 

The reinforcement learning method basically deals with the 
Markov decision process problem. The Markov decision pro-
cess is a problem in which the current state and the action 
taken in that situation define the reward, and previous or fu-
ture states and actions can not affect the current reward. How-
ever, in the problem situation of this study, time series data 
such as path planning information and task execution time 
information of other robots are included in the current state 

information for the path planning considering the shortest time. 
In other words, since states information are not independent, 
additional method are needed to apply the reinforcement 
learning method efficiently. In this study, we use recurrent 
neural network to structure network. Recurrent neural net-
works are widely used in speech recognition, music genre 
classification, video classification, and string generation. It has 
an excellent network structure for processing time series data. 
We conduct learning and verifying three network models and 
compare the results. One is consisting of convolution and fully 
connected neural network. Another is consisting of recurrent 
and fully connected neural network. The other is consisting of 
convolution, recurrent and fully connected neural network. 

 
4. Results 

We compared the learning results of network models with 
the loss and the score that is sum of total reward in episode. 
Fig. 8 shows the loss graph of each network model. We use 
the double Deep Q Network method among the reinforcement 
learning method. In this method, the loss is calculated by dif-
ference between the prediction of reference network and the 
learning network. The horizontal axis of the graph represents 
the episode, and the vertical axis represents the loss value [28]. 
In order to make sure network learning is working, the loss 
value should decrease as the episode becomes larger. Among 
the three network models, the model using only the convolu-
tion neural network is the only type in which the loss graph 
converges, and the model including the recurrent neural net-
work is not correctly learning. 

Fig. 9 shows the score graph of each network model. The 
horizontal axis of the graph represents the episode and the 
vertical axis represents the score that is sum of the reward. 
The trend of the graph shows that the score is maximized so 
that the network functions well. But when the simulation is 
confirmed, the mobile robot does not move. When the mobile 
robot hits the obstacle, it receives negative reward, so the 
more the learning progresses, the more the negative experi-
ence is accumulated, and the robot converges to a form that 
does not move. 

In the previous experiments, we used input data type B, 

 
Fig. 6. Image pre-processing flow for learning network. 

 
 

 
 
Fig. 7. Reward policy algorithm. 

 

 
Fig. 8. Network models. 
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which was pre-processed twice, for learning network. But the 
networks did not learn properly. Therefore, we have experi-
mented with learning network using input type A. The net-
work model used in this experiment is a model using convolu-
tion and recurrent neural network. The loss and score results 
are shown in Fig. 10. Unlike the previous experiments, the 
loss tendency to be lowered even though the recurrent neural 
network was used. From this, we confirmed the possibility 
that the network can solve the problem by modifying the pre-
processing process of the input data.  

5. Conclusions 

In this study, we used machine learning as a way to design 
efficient path plan of a mobile robot. In addition, image data 
of working environment is used for location recognition and 
network learning of mobile robots. This approach is effective 
because it is a flexible method that can be applied in a variety 
of complex situations. Vision sensors make it easier to apply 
the method in existing work environments. It can reduce the 
initial cost since it does not require the factory to be rebuilt. 

 
 
Fig. 9. Loss graphs of network models. 

 

 
 
Fig. 10. Score graphs of network models. 
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The method used in this study is not how the central server 
plans the route for the entire robot, but how each robot plans it. 
Distributed agents are a good way to reduce the load on the 
central server and minimize the likelihood of an accident 
when the central server goes down. It also has the benefit of 
being able to change the number of robots running flexibly. 
This study will be an effective alternative in the recent trend of 
expanding demand and application area of robots. However, 
since the performance of the network is not yet as effective as 
the target, it is necessary to improve the performance. In the 
future, we will modify the reward policy and network vari-
ables. Also, we improve the network to solve the problem by 
using various techniques.  
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