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Abstract 
 
Cavitating flow over a two-dimensional Clark-Y hydrofoil is numerically investigated via a Modified density correction method 

(MDCM) for turbulence closure to improve the capability of two-phase flow simulation for the k-ε RNG turbulence model. A transport 
equation model for the local volume fraction of vapor is solved, and a modified version of the Kunz model is used for the condensation 
and evaporation processes. Simulations have been conducted for various cavitation numbers ranging from non-cavitating to cloud cavita-
tion. We compared the time-averaged lift and drag coefficients, cavitation dynamics, and time-averaged velocity profiles with the avail-
able experimental data for the MDCM and Density correction method (DCM). The comparisons between numerical and experimental 
results show that the MDCM and DCM are capable of capturing the special trends of the lift coefficient at the inception cavitation stage 
and the drag coefficient at the cloud cavitation stage. The MDCM is more robust and physical than the DCM in predicting the wake flow 
downstream from the trailing edge. The predicted attached cavities of both models almost show the same trend near the leading edge of 
the hydrofoil. However, the MDCM predicts more shedding cavity than the DCM in the wake region.  
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1. Introduction 

Cavitation is the phenomenon that involves the formation 
and activity of cavities inside a liquid medium. Cavitation 
usually occurs when the liquid pressure becomes less than the 
vapor pressure. Cavitation can occur in a wide variety of fluid 
machinery, such as pumps, marine propellers, and hydrofoils. 
Many investigators have examined numerous aspects of cavi-
tation over the past decades [1-3]. However, the physical 
mechanisms of cavitation are not well understood because of 
the complex, unsteady flow structures associated with turbu-
lence and cavitation dynamics. Significant computational 
issues with regard to the stability, efficiency, and robustness of 
the numerical algorithm for turbulent unsteady cavitating 
flows have been investigated [4]. 

In the past two decades, considerable efforts have been ex-
erted in the numerical methods for unsteady cavitating flows. 
A well-known technique is to apply the assumption of homo-
geneous medium in equilibrium, as proposed by Kubota, in 
which the slip between vapor and liquid at the interface is 
neglected and the two-phase mixture is treated as a single fluid 

[5]. The mixture density definition and resolution, which in-
duce various modeling approaches, are also considered. One 
well-known definition is based on the barotropic state law 
initially developed by Delannoy and Kueny [6]. In 2003, 
Coutier-Delgosha et al. [7] used this method to simulate cloud 
cavity shedding in a Venturi-type duct. The other method is 
known as the transport equation-based cavitation model, in 
which the advection equation for liquid or vapor volume frac-
tion is solved. Steady and unsteady flow computations based 
on this model have been reported by many researchers, such 
as Kubota et al. [8], Singhal et al. [9], Merkle et al. [10], Kunz 
et al. [11], and Senocak et al. [12]. 

The implementation of a suitable turbulence model is im-
portant for the accurate prediction of cavitation because cavi-
tating flows occur at high Reynolds numbers and unsteady 
conditions. Rebound et al. [13] and Coutier-Delgosha et al. 
[14] developed a modified k-ε turbulence model, in which 
turbulence viscosity is corrected by multiplying with the func-
tion f(ρm), to solve the problem of large density jump in the 
cavity closure region. Rebound et al. [13] and Coutier-
Delgosha et al. [14] successfully applied this model in the 
cavitating flow simulations of a Venturi-type duct. Notably, 
the modified k-ε model could better predict the cloud cavity 
shedding downstream and the generation of unsteady reentrant 
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jet flow. However, the simulation results under low cavitation 
numbers were unable to determine the shedding frequency 
and cavity length accurately compared with the experimental 
data. Recently, hybrid modeling approaches have emerged to 
improve the traditional Reynolds-averaged Navier-Stokes 
(RANS) models, such as detached eddy simulation [15], Fil-
ter-based model (FBM) [16], partially averaged Navier-Stokes 
model [17], and many versions of the RANS/LES hybrid 
models. Indeed, these hybrid models have significantly im-
proved the predictions of single-phase flows. Moreover, some 
of these hybrid models have been applied to successfully 
simulate cavitating flows around hydrofoils and obtain en-
couraging results compared with the traditional RANS models. 

Inspired by the previous reporters, the present study focused 
on improving the predictive capability of the k-ε RNG turbu-
lence model via a Modified density correction method 
(MDCM) for turbulence closure. A numerical simulation of 
the sheet/cloud unsteady cavitating flows around a two-
dimensional (2D) Clark-Y hydrofoil is conducted to assess the 
numerical method. Comparisons between numerical results 
and available experimental data in the literature are performed 
to evaluate the method and help further understand the cavita-
tion dynamics. The present paper is organized as follows: Sec. 
2 presents the mathematical and numerical methods employed 
in this study. Sec. 3 presents the numerical setup and descrip-
tion. Sec. 4 provides the detailed results and discussions. Sec. 
5 gives the concluding remarks. 

 
2. Numerical model 

2.1 Conservation of mass and momentum 

The conservation forms of the URANS equations for New-
tonian fluid without body forces and heat transfers are pre-
sented along with the mass transport equation in the Cartesian 
coordinates [18], as follows: 
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where ρm denotes the mass density of the mixture; u is the 
velocity of the mixture; p is the pressure; μm and μt are the 
molecular and turbulence viscosities obtained from the turbu-
lence model, respectively; ρl and ρv represent the density of 
liquid and vapor, respectively; αv is the volume fraction of 
vapor, μl and μv are the liquid and vapor dynamic viscosities, 

respectively; and Se and Sc describe the source terms for the 
evaporation and condensation processes, respectively. 

 
2.2 Cavitation model 

In the present work, a modified version of the Kunz model 
is adopted for mass transfer modeling. The mass transfer 
terms are based on the mass conservation of liquid and vapor. 
Evaporation, Se, is modeled to be proportional to the amount 
of liquid present and the difference between liquid pressure 
and vapor pressure, whereas condensation, Sc, is based on the 
third-order polynomial function of the vapor volume fraction 
[11]. This model is similar to that used by Merkle et al. [10] 
for the evaporation and condensation processes. The advection 
equation for the vapor volume fraction is solved in ANSYS 
Fluent, and the cavitation process is governed by the local 
volume fraction transport equation when the Kunz model is 
applied, as follows: 
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where Cdest and Cprod are empirical constants (Cdest = 2.0 × 104 
and Cprod = 1.0 × 103, as suggested in Ref. [19]). The mass 
transfer rates are nondimensionalized with respect to the mean 
flow timescale, t∞ = Lch/U∞, where Lch is the characteristic 
length and U∞ is the free stream velocity. 

 
2.3 Modified density correction method 

The unsteady cyclic behavior in the sheet/cloud cavitation 
flow around a hydrofoil is strongly dependent on the turbu-
lence model. A standard two-equation turbulence model is 
unable to resolve this unsteadiness. The reentrant jet flow is 
stopped before breaking the cavity interface and the oscillating 
characteristics of the cavity never occur if the standard k-ε 
turbulence model is applied. Therefore, such two-equation 
turbulence models tend to overestimate the turbulent eddy 
viscosity in the region of transition between vapor and liquid 
phases and dampen the unsteadiness of the cavitating regime 
[13, 14]. Rebound et al. [13] proposed a simple modification 
of the k-ε turbulence model by artificially reducing the turbu-
lent viscosity to consider the proposed two-phase flow effects 
on the turbulent structures. The turbulent viscosity is multi-
plied with the function f(ρm) to reduce the turbulent viscosity 
in the region of cavity closure. f(ρm) is defined as: 
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The density function f(ρm) will be equal to 1 in the regions 
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with pure water and vapor, but changes rapidly in the two-
phase mixture flows. Thus, the modified kinetic eddy viscos-
ity μT-DCM in the k-ε RNG turbulence model reads: 

 
2
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Common choices for the exponent in Eq. (7), which are 

considered to be sufficient for most applications, are n = 3 or n 
= 10. Seo et al. [20] and Ducoin et al. [21] concluded that n = 
3 is a better choice for cavitating flows around a hydrofoil; 
thus, n = 3 has been used in all numerical simulations reported 
in this study. 

In addition to the density correction approach, Johansen et 
al. [16, 22] proposed the FBM to improve the predictive capa-
bility of the standard k-ε two-equation turbulence model. 
Given the fact that the true resolution is dictated not only by 
the mesh size, Δgrid, but also by the magnitude of the eddy 
viscosity, νeff, in the RANS computations, the turbulent eddy 
viscosity can be modified using the following equations: 
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where k3/2/ε represents the local turbulence length scale, λ de-
notes the filter size, Cμ = 0.09 and C3 = 1.0. 

In the near-wall regions of the hydrofoil, the size of the lo-
cal mesh is larger than the turbulence length scale, that is, λ >> 
k3/2/ε. Then, Eq. (10) yields μT-FBM = Cμρmk2/ε, and the original 
k-ε two-equation turbulence model is recovered. By contrast, 
in the regime far from the surface, the turbulence length scale 
is greater than the local mesh size, that is, k3/2/ε >> λ. Then, the 
turbulent viscosity μT-FBM = Cμρmλk1/2. Therefore, the filter-
based approach is originally proposed to ensure that the turbu-
lent viscosity is always lower than the RANS value in stagna-
tion flows. Particularly, the FBM can be applied to reduce the 
turbulent eddy viscosity in the cavitating wake flows, where 
the Density correction method (DCM) is not sufficiently robust 
to limit the turbulent viscosity because less density jump ex-
ists in the shedding cloud cavity. Therefore, the filter-based 
method can be adopted to improve the prediction of cavitation 
dynamics in wake flow by enabling the shedding cavity to 
move and collapse downstream. 

DCM and FBM are developed to limit the kinematic turbu-
lent viscosity. However, these methods work in different 
computational regions. MDCM that overcomes the disadvan-
tage of DCM, which only works in the near-wall cavitation 
regime, is employed to limit the turbulent eddy viscosity in the 
cavitation regime near the hydrofoil surface and cavitating 
wake flows. The modified turbulent viscosity based on 
MDCM reads: 
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where f(ρm) is estimated from Eq. (7) and all the constants 
remain the same as that of FBM and DCM. The hybrid func-
tion fhybrid is used to blend the two models, which will help 
limit the overprediction of the turbulent eddy viscosity in the 
cavitating regions on the wall of hydrofoil and in the wake 
flow downstream. 

 
3. Numerical setup and description 

3.1 Numerical setup 

The numerical results of this study correspond to a hydro-
foil at a fixed attack angle of α = 8° and are subject to a nomi-
nal free stream velocity of U∞ = 10 m/s. With chord length c = 
70 mm, we obtain Re = 6.14 × 105. The density and dynamic 
viscosity of the liquid are ρl = 999.19 kg/m3 and μl = 1.139 × 
10−3 Pa·s, respectively, which correspond to fresh water at 
25 °C. The vapor density is ρv = 0.02308 kg/m3 and the vapor 
viscosity is μv = 9.8626 × 10−6 Pa·s. The saturation pressure of 
water at 25 °C is psat = 3169 Pa. 

The computational domain and boundary conditions are 
consistent with the experimental setup described in Ref. [18] 
and are shown in Fig. 1. The velocity inlet condition is applied 
at the upstream inflow, and the pressure outlet condition is 
applied at the outlet boundary. The top and bottom walls are 
regarded as no-slip wall. The turbulent intensity at the inlet 
boundary is set as I = 2 % according to the experimental 
measurements. Two important nondimensional numbers, that 
is, the Reynolds number and the cavitation number, are de-
fined using the properties of the incoming flow in the follow-
ing manner: 
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where pout is the pressure at the outlet that determines the cavi-
tation numbers, psat is the saturation pressure of vapor, and U∞ 
is the free stream velocity that is equal to 10 m/s. 

 
 
Fig. 1. Computational domain and boundary conditions. 
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3.2 Numerical strategy 

The ANSYS Fluent code employs the node-centered finite 
volume method. The numerical strategy applies the pressure-
based coupled RANS solver, accelerated by the algebraic 
multigrid method, to solve the governing equations with a 
fully implicit discretization in time. The PISO-type pressure-
velocity coupling correction method for the arbitrary Mach 
number is employed; this algorithm uses iterative calculations 
to solve the pressure and velocity equations. 

A second-order implicit transient formulation is used for the 
time-dependent computation to acquire a relatively accurate 
resolution of the cavitation collapse. Second-order discretiza-
tion schemes are used for pressure, density, momentum, tur-
bulence kinetic energy, and dissipation rate. The QUICK 
scheme is used for the vapor phase transport equation. The 
Green-Gauss node-based method is used to compute the gra-
dients of the variables appearing in the governing equations. 
Under-relaxation factors (URFs) are vital for cavitation simu-
lations because the order-of-magnitude difference of the den-
sities of the two phases and the large pressure gradient cause 
numerical instability. Low to moderate values (between 0.25 
and 0.5) are assigned for pressure, momentum, and volume 
fraction URFs. For density, vaporization mass, turbulence 
kinetic energy, turbulent dissipation rate, and turbulent eddy 
viscosity, average to high URFs work better (between 0.5 and 
1.0). 

The enhanced wall treatment considering the pressure gra-
dient effects is adopted for the ε equation of the k-ε RNG tur-
bulence model to achieve the goal of having a near-wall mod-
eling approach that will process the accuracy of the standard 
two-layer approach for fine near-wall meshes and will not 
significantly reduce the accuracy of wall function meshes. The 
enhanced wall treatment is a near-wall modeling method that 
combines a two-layer model with the so-called wall functions. 
If the near-wall mesh is sufficiently fine, typically with the 
first near-wall node placed at y+ ≈ 1, then the viscous sublayer 
can be resolved and the enhanced wall treatment will be iden-
tical to the traditional two-layer zone model [23]. 

The steady results for non-cavitating were used as initial so-
lutions for the unsteady cavitating flow simulations. The un-
steady solution converges when the tracked monitor shows 
periodic convergence. The Courant-Friedrichs-Lewy condi-
tion is used to determine the time step in which the first ele-
ment near the hydrofoil was selected, as follows: 
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Simulations for time steps of ∆t = 1 × 10−8, 1 × 10−7 and 2 × 

10−6 are performed. All of these time steps converge to the 
same level. Thus, the value of ∆t = 2 × 10−6 s is selected for all 
unsteady calculations to reduce the calculation resources and 
computational time. 

4. Results and discussion 

4.1 Mesh independence study 

As the Clark-Y hydrofoil is not geometrically complex, the 
structured quadrilateral meshes are adopted in our work. The 
blocking strategy, that is, a C-block is wrapped around the 
hydrofoil embedded in an H-block, is shown in Fig. 3(a). The 
mesh sensitivity and mesh convergence are investigated on 
four grids with different densities but with similar multi-block 
topology, resulting in a total of 16 blocks. The lift coefficient 
is selected as the parameter of interest for the mesh conver-
gence study. Four sets of block-structured quadrilateral 
meshes with different qualities are used for this analysis. The 
results based on the simulations with two different cavitation 
numbers were obtained. 

Fig. 2 shows the comparison of the predicted lift coeffi-
cients between different grids for the non-cavitating (σ = 3.0) 
and cavitating (σ = 1.5) conditions. The figure also shows that 
a grid of 197296 is sufficient, as no further convergence is 
observed when the grid is increased to 218776 under non-
cavitating and cavitating conditions. The difference of lift 
coefficient between two largest meshes is less than 1 % for 
both simulations. Therefore, grid 3 was used for all subse-
quent calculations. Fig. 3 illustrates the entire block and the 
detailed meshes near the leading and trailing edges of the hy-
drofoil. A growth factor of 1.15 is used to ensure that many 
cells are placed inside the boundary layer. The element quality 
for all meshes is greater than 0.8, which is well above the 
value of 0.3 required by the solver as a rule of thumb. The y+ 
values in the order of unity using grid 3 is shown in Fig. 4. 
The calculated y+ value after simulation is 1.3 close to the 
leading edge and less than 0.8 for the remainder of the hydro-
foil. The enhanced wall treatment method requires a mesh of 
y+ ≈ 1 near the wall of the computational domain [23]; there-
fore, the near-wall cells satisfy the requirement of the turbu-
lence model. The distribution of the pressure coefficient, Cp, at 
the wall after calculation is shown in Fig. 5, and the results 
obtained are consistent with the simulation results and the 
available experimental data obtained from Ref. [24]. 

 
 
Fig. 2. Comparisons of the predicted lift coefficients between different 
grids under non-cavitating and cavitating conditions. 
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4.2 Filter size independence study 

The MDCM combines the strengths of the DCM and FBM; 
however, the capability of the MDCM to accurately predict 
the cavitation dynamics is based on a suitable filter size λ. Eq. 
(9) shows that the FBM is similar to the original RANS 
method when a large value is selected for the filter size λ. 
Thus, selecting a suitable filter size for the numerical simula-
tion of sheet/cloud cavitation around the hydrofoil is important. 
A filter size independence study was performed based on the 
largest local O-shape grid near the surface of the hydrofoil, 
which is set as Δmax = 0.004c. Four different filter sizes λ, that 
is, 0.8Δmax, 1.5Δmax, 2.5Δmax and 3.5Δmax, were selected to cal-
culate the cloud cavitating flows. 

Fig. 6 shows the time-averaged x-velocity component pro-
files along the wall-normal direction at x/c = 1.0 based on 
different filter sizes for cloud cavitation (σ = 0.8). As observed, 
the time-averaged x-velocity becomes closer to the experi-
mental results when the filter size decreases and the predicted 
results of λ = 0.8Δmax and λ = 1.5Δmax are consistent with the 
experimental results. Table 1 shows the comparisons of the 
drag and lift coefficients between the simulation results ob-
tained from different filter sizes and the available experimen-
tal data at a cavitation number of σ = 0.8. Notably, no further 
convergence is reached when the filter size is decreased to 
1.5Δmax compared with the results of 0.8Δmax. The drag and lift 
coefficients predicted using 1.5Δmax are consistent with the 
experimental results. Thus, selecting the filter size λ = 1.5Δmax 
is appropriate. 

 
4.3 Characteristics of the drag and lift coefficients 

The comparisons of the time-averaged drag and lift coeffi-
cients using the DCM and MDCM in the entire range of oper-
ating conditions from non-cavitating to cloud cavitation are 
shown in Fig. 7. The available experimental data from Ref. 
[25] are also provided. These time-averaged coefficients are 

 
(a) Blocking strategy for the 2D hydrofoil after being zoomed 

 

 
(b) Mesh near the leading edge 

 

 
(c) Mesh near the trailing edge 

 
Fig. 3. Entire block for the computational domain and detailed meshes 
near the two edges. 

 

 
 
Fig. 4. Wall y+ distribution around the hydrofoil. 

 

 
 
Fig. 5. Surface pressure coefficient of the hydrofoil, in which the ex-
perimental data are obtained from Ref. [24]. 

 

Table 1. Lift and drag coefficients based on different filter sizes. 
 

 0.8Δmax 1.5Δmax 2.5Δmax 3.5Δmax k-ε RNG EXP [2] 

Cl 0.739 0.736 0.718 0.702 0.692 0.76 

Cd 0.116 0.116 0.114 0.112 0.108 0.119 

 

  
Fig. 6. Time-averaged x-velocity at x/c = 1.0 based on filter sizes. 
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obtained from the entire instantaneous results of each iteration 
for different cavitation numbers, which make the coefficients 
more accurate. When the flow is non-cavitating, for cavitation 
numbers between 1.6 and 3.0, the lift and drag coefficients 
remain unchanged for the predicted values and the experimen-
tal results. In this range, the predicted lift coefficients from the 
MDCM are consistent with the experimental results; however, 

the results from DCM are higher than that of the experimental 
results. By contrast, in non-cavitating flows, the predicted drag 
coefficients obtained using the DCM and MDCM are close to 
each other and are lower than the experimental results. When 
the flow is cavitating, the corresponding cavitation number is 
lower than 1.6 and the MDCM predicts more accurate lift and 
drag coefficients than the DCM. This finding can be explained 
by the small difference of the turbulent eddy viscosity applied 
in these models, that is, the MDCM helps limit the over-
assessment of the turbulent viscosity not only in the cavitating 
regions near the leading edge of the hydrofoil but also in the 
wake flow downstream, as shown in Fig. 8. In the cavitation 
inception stage, cavitation occurs in the form of traveling bub-
bles, which cause a slight increase in the lift and drag coeffi-
cients. As observed, the turbulence models are capable of 
predicting such increasing trend combined with the Kunzcavi-
tation model. Particularly, in cloud cavitation, the vortex 
shedding and related unsteady movement strongly affect the 
flow structure around the hydrofoil, leading to the maximum 
drag coefficient. Notably, this maximum value of the drag 
coefficient is derived by both turbulence models; however, the 
MDCM predicts a closer value than that of DCM compared 
with the experimental data. 

Fig. 9 presents the shedding frequency based on FFT analy-
sis of the time history of the lift (red line) and drag (blue line) 
coefficients obtained by the MDCM and DCM, respectively. 
The main shedding frequency obtained from the lift and drag 
coefficients show the same trend for both turbulence models. 
The Strouhal number, which characterizes the shedding fre-
quency f, is defined as Stc = fc/U∞ = 0.175 based on the ex-

 
 

 
 
Fig. 7. Time-averaged coefficients between DCM and MDCM. Ex-
perimental data from Ref. [25] are provided where available. Top: 
Comparisons of the time-averaged lift coefficients; bottom: Compari-
sons of the time-averaged drag coefficients. 

 

 
 

 
          (a) MDCM                   (b) DCM 
 
Fig. 8. Predicted turbulent eddy viscosity by different turbulence mod-
els for cloud cavitation at three instances (σ = 0.8). 

 

 
 

 
 
Fig. 9. Shedding frequency based on FFT analysis of the time history 
of the lift (red line) and drag (blue line) coefficients for cloud cavita-
tion. Top: Frequency of the DCM; bottom: Frequency of the MDCM. 
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perimental measurements [25]. The predicted Strouhal num-
ber is calculated to be Stc = 0.197, which corresponds to the 
main cavity shedding frequency of 28.1 Hz for the MDCM. In 
the same manner, the Strouhal number is predicted to be Stc = 
0.23 with the shedding frequency of f = 33 Hz for the DCM. 

 
4.4 Characteristics of velocity distributions 

Cavitation occurs when the local static pressure decreases 
and becomes less than the vapor pressure, which significantly 
varies the velocity distributions in the cavity regime. The 
time-averaged x-velocity was determined to analyze the distri-
bution of velocity and its effect on the thickness of the cavity. 

The time-averaged x-velocity component profiles along the 
wall-normal direction at four specified streamwise locations, 
that is, x/c = 0.4, 0.6, 0.8 and 1.2, are presented on the suction 
side of the hydrofoil, as shown in Fig. 10. These figures can 
be used to verify the capability and accuracy of these two 
different turbulence models for quantitatively predicting the 
cloud cavitation regime around a 2D hydrofoil. The thicker 
cavity in the streamwise direction, the larger velocity gradient 
in the wall-normal direction. Fig. 10 shows that the predicted 
velocity profiles obtained using the MDCM are more consis-
tent with the experimental data than that of the DCM. Particu-
larly, the MDCM predicts more accurate velocity values than 
the simulation results of the DCM at the position of x/c =1.2, 
which reveals that the MDCM is more capable than the origi-
nal DCM in predicting the wake flow downstream at cloud 

cavitation. 

 
4.5 Time-dependent visualization of cloud cavitation and 

reentrant jet flow 

In this section, the details of cloud cavitation around the 2D 
Clark-Y hydrofoil at the cavitation number of σ = 0.8 are dis-
cussed to assess the performance of two different turbulence 
models. When the cavitation number decreases to 0.8, the 
sheet cavity moves toward the trailing edge, resulting in in-
creasing unsteadiness and turbulence until transient cloud 
cavitation occurs. Comparisons of the predicted vapor fraction 
contours with the experimentally observed cavity structures 
from Ref. [26] within a typical flow cycle are shown in Fig. 11. 

As observed in Fig. 11, the numerical predictions by both 
turbulence models are capable of capturing the initiation of the 
cloud cavity, its growth toward the trailing edge, and subse-
quent shedding, which are qualitatively consistent with the 
features observed experimentally. The same points between 
the predictions by both turbulence models are summarized in 
the subsequent paragraphs. 

The predicted sheet cavity by both turbulence models al-
most show the same trend at the leading edge of the hydrofoil 
because the DCM is applied in both simulations. At t = t0, the 
attached sheet cavity nearly disappears, whereas the cloud 
cavity generated from the collapse of the previous sheet cavity 
is still clearly visible near the trailing edge of the hydrofoil, as 
illustrated in Fig. 11(a). Subsequently, the quasi-steady sheet 

      
                                 (a) x/c = 0.4                                      (b) x/c = 0.6 
 

      
                                  (c) x/c = 0.8                                     (d) x/c = 1.2 
 
Fig. 10. Time-averaged streamwise velocity profiles at selected streamwise locations along the hydrofoil for cloud cavitation. 
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cavity grows close to the trailing edge and to its maximum 
length at t = t0 + 38 %T. Meanwhile, the cloud cavity near the 
trailing edge in the previous moment has shed downstream, as 
illustrated in Fig. 11(b). 

As observed from the experimental results shown in Figs. 
11(c) and (d), the sheet cavity near the leading edge gradually 
moves toward the trailing edge. This movement is induced by 
the reentrant jet, which forms and pushes the main flow to-
ward the leading edge when the adverse pressure gradient is 
sufficiently strong to overcome the weaker momentum of the 
flow confined by the boundary layer; thus, the cavity struc-
tures are strongly affected by the development of the reentrant 
jet flow [27]. As the reentrant jet flow reaches the vicinity of 
the cavity near the leading edge, the sheet cavity is forced to 
shed downstream in the form of a cloud cavity. Then, a new 
cloud cavitation cycle starts, as shown in Fig. 11(e). The simu-
lation results of both turbulence models can predict the 

movement of the attached cavity toward the trailing edge and 
the formation of a shedding cavity. However, as observed in 
Figs. 11(a), (c), (d) and (e), the MDCM predicts more shed-
ding cavity than the DCM in the wake flow downstream, 
which corresponds to the fact that the MDCM not only works 
in the cavity closure near the suction surface of the hydrofoil 
but also the cavitating wake flow downstream. 

The velocity distributions after being zoomed at the corre-
sponding four different time series for cloud cavitation using 
the MDCM were captured to understand the relationship 
among cavity collapse, cavity shedding, and reentrant jet flow, 

 
 
Fig. 11. Comparisons of cavity shape evolution between the simulation 
and the experiment. Left: experimental pictures from Ref. [26] are 
provided where available; right, top: Simulation results of the DCM; 
right, bottom: Simulation results of the MDCM. 

 

 
(a) t = t0 

 

 
(b) t = t0 + 38 %T 

 

 
(c) t = t0 + 70 %T 

 

 
(d) t = t0 + 84 %T 

 
Fig. 12. Velocity distributions at four different time series for cloud 
cavitation using the MDCM. 
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as shown in Fig. 12. As shown in Fig. 12(a), an initial reen-
trant jet flow is already generated near the trailing edge at t = 
t0. Meanwhile, a vortex is also captured in the wake flow, 
which is in accordance with the formation of the cloud cavity 
shown in Fig. 11(a). The reentrant jet flow develops and 
moves toward the leading edge, and as a result, it almost cov-
ers half of the suction side of the hydrofoil, as shown in Fig. 
12(b). Subsequently, the reentrant jet continually moves to-
ward the leading edge and causes break-off of the detached 
sheet cavity, and the undetached cavity develops into a cloud 
cavity and moves toward the trailing edge, as shown in Figs. 
12(c) and (d). In conclusion, the predicted vector distributions 
of cloud cavitation indicate that external flow governs the 
transport of shed vapor structures toward the trailing edge. 

 
5. Conclusions 

In the present study, a numerical simulation of flow around 
a 2D Clark-Y hydrofoil at a fixed attack angle of α = 8° with 
Re = 6.14 × 105 for various cavitation numbers representing 
the non-cavitating and sheet/cloud cavitating flows is pre-
sented. Available experimental data in the literature are used 
to compare the simulation results of the unsteady and turbu-
lent characteristics of cavitation dynamics and velocity field. 
The simulation is performed using the CFD solver ANSYS 
Fluent 14.5. The MDCM is proposed to close the turbulence 
model for cavitating flow by combining the strengths of the 
FBM and the original DCM. The most important findings are 
as follows: 

(1) The MDCM is more capable and physical than the 
DCM in predicting the characteristics of the lift and drag 
forces of the hydrofoil under cavitating conditions. 

(2) The MDCM is capable of predicting the unsteady and 
turbulent characteristics of cloud cavitation and can regulate 
the turbulent eddy viscosity in the cavitation and wake regions. 
By contrast, the DCM only acts in the cavitating region along 
the hydrofoil to limit the turbulent viscosity. 

(3) The numerical results show self-oscillatory behavior at 
the cavitation number of σ = 0.8 because of the rapid changes 
of the length of cavity and the cloud cavity shedding down-
stream. 
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Nomenclature------------------------------------------------------------------------ 

ρm : Mass density of the mixture 
μm : Molecular viscosity 

μt : Turbulent viscosity 
Re : Reynolds number 
ρl : Density of liquid 

ρv : Density of vapor 
αv : Volume fraction of vapor 
μl : Liquid dynamic viscosity 
μv : Vapor dynamic viscosity 
Se : Source terms for evaporation 
Sc : Condensation processes 
Cdest : Empirical constant, Cdest = 2.0 × 104 
Cprod : Empirical constant, Cprod = 1.0 × 103 
t∞ : Lch/U∞ 

Lch : Characteristic length 
U∞ : Free stream velocity 
k3/2/ε : Local turbulence length scale 
λ : Filter size 
Cμ : Empirical constant, Cμ = 0.09 
C3 : Empirical constant, C3 = 1.0 
pout : Pressure at the outlet that determines the cavitation num-

bers 
psat : Saturation pressure of vapor 
U∞ : Free stream velocity 
σ : Cavitation number 
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