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Abstract 
 
A novel method called Impact-synchronous modal analysis (ISMA) was proposed previously which allows modal testing to be per-

formed during operation. This technique focuses on signal processing of the upstream data to provide cleaner Frequency response func-
tion (FRF) estimation prior to modal extraction. Two important parameters, i.e., windowing function and impact force level were identi-
fied and their effect on the effectiveness of this technique were experimentally investigated. When performing modal testing during run-
ning condition, the cyclic loads signals are dominant in the measured response for the entire time history. Exponential window is effec-
tively in minimizing leakage and attenuating signals of non-synchronous running speed, its harmonics and noises to zero at the end of 
each time record window block. Besides, with the information of the calculated cyclic force, suitable amount of impact force to be ap-
plied on the system could be decided prior to performing ISMA. Maximum allowable impact force could be determined from non-
linearity test using coherence function. By applying higher impact forces than the cyclic loads along with an ideal decay rate in ISMA, 
harmonic reduction is significantly achieved in FRF estimation. Subsequently, the dynamic characteristics of the system are successfully 
extracted from a cleaner FRF and the results obtained are comparable with Experimental modal analysis (EMA).  
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1. Introduction  

Experimental modal analysis (EMA) requires the system to 
be in complete ‘shutdown’ mode. In other words, there should 
be no unaccounted excitation force induced into the system. 
Measurable impact or random forces are used to excite the 
system. Various curve-fitting algorithms as exemplified by 
several workers [1-5] are then used to extract the three modal 
parameters. In applications, the extracted modal parameters 
from EMA have been widely used to detect damage on beams 
and beam-like structures [6-8] as well as rotor systems [9]. 

Operational modal analysis (OMA) has been introduced and 
various studies have been conducted in order to perform mo-
dal analysis while the machines are running. Some examples 
include the Natural excitation technique (NExT) which is a 
method of modal testing that allows structures to be tested in 
their ambient environments [10]. The time domain identifica-
tion methods [11-14], the frequency domain identification 
methods [15-18] and analyses with phase and frequency cor-

rections methods [19-21] are the identification techniques 
used in OMA. In OMA, structural modal parameters can be 
computed without knowing the input excitation to the system. 
It is therefore a valuable tool to analyse structures subjected to 
excitation generated by their own operation. In practical situa-
tions where the system cannot have a complete ‘shutdown’ or 
the structure is too large to response to ‘artificial’ excitation, 
OMA is sought. OMA holds certain advantages over EMA for 
its practicality and easiness to carry out. Also, it performs the 
analysis while the system is running and the measured re-
sponses are representative of the actual operating conditions of 
the structure. However, the lack of knowledge of the input 
forces does affect the parameters extracted. For example, 
mode shapes obtained from OMA cannot be normalised accu-
rately, subsequently affecting the mathematical models.  

Over the years, as the part of the effort to improve the esti-
mation accuracy in OMA and EMA, the focus was mainly on 
the development of modal identification algorithms [1-5, 15-
22]. Relatively less effort was put into improving the digital 
signal processing aspects, especially upstream of the collected 
data. Impact-synchronous modal analysis (ISMA) [23, 24] has 
the advantages of the OMA and EMA combined. It carries out 
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the analysis while the system is in operation and at the same 
time is able to provide the actual input forces in the transfer 
functions, hence, allowing for better modal extractions. This 
novel technique can be applied in both rotor and structural 
dynamic systems to obtain the dynamic characteristics of 
structures without disturbing the operations. This is very cru-
cial for the industrial plants especially those high downtime 
cost rotating machinery. In petrochemical plants, the down-
time cost alone can go up to USD 6000 to 90000 per hour.  

In ISMA, when the analysis is performed while machine is 
in running condition, all the responses contributed by the un-
accounted forces are filtered out in the time domain, leaving 
only the responses triggered due to the impact hammer. This is 
achieved by utilizing the Impact-synchronous time averaging 
(ISTA) [23, 25, 26] prior to performing the Fast Fourier trans-
form (FFT) operation. The process of modal parameters ex-
traction follows the EMA procedures. In ISTA, block averag-
ing is performed on the time block of both the force and re-
sponse. Each time block is initiated by the impulse generated 
from the force trace of the impact hammer. Taking sufficient 
number of averages, it filters out most of the signatures of 
non-synchronous in frequency and phase to the impact time 
block. The periodic responses of cyclic loads and ambient 
excitations are no more in the same phase position for every 
time block acquired. Averaging process of repetitive impact 
will slowly diminish these components hence leaving behind 
only the structure’s response to impulses which are synchro-
nous to the repetitive impact force. Previous research have 
discussed on the importance of ISTA in removing dominant 
cyclic load components and its suitability to be used during 
operation as compared to spectral averaging technique. Better 
coherence function using ISTA could be obtained and this will 
lead to unnecessary rejection of good FRF estimation [24]. 

In real practice, the harmonics are originate from the operat-
ing system, e.g., ventilation systems, turbines and generators 
[27, 28]. The amplitude of the harmonics is very high and 
dominates the total responses captured. This could limit the 
effectiveness of the ISMA when performing on system with 
dominant operating cyclic loads. If the harmonics are close to 
the natural frequencies of a system, then the identification of 
the neighbouring mode becomes erroneous and algorithm may 
tend to indicate harmonic mode as a structural mode. It is also 
seen that if the amplitude of the harmonics is dominant then 
the harmonics cannot be eliminated from the response. Hence, 
the modal identification procedures might lose their robust-
ness and lead to inaccurate identified modal parameters. 

Generally, the effectiveness of ISMA is governed by four 
important parameters; (1) number of averages; (2) phase syn-
chronization between acceleration response and response due 
to cyclic load; (3) windowing function and (4) impact force 
level [25]. To achieve prominent results in ISMA, synchroni-
zation of impact frequency and operating speed of the system 
should be avoided. This can be done by performing the impact 
randomly using impact hammer and increasing the number of 
averages to filter out the non-synchronous components if the 

impact frequency is not synchronized with the operating speed 
of the system. Previous research has experimentally demon-
strated the effectiveness of averages taken in the determination 
of dynamic characteristics of a motor driven structure. By 
increasing the number of averages, the responses due to cyclic 
load components were greatly removed leaving only the im-
pulse responses only. In this experimental investigation, ran-
dom impacts by the conventional impact hammer were ap-
plied. However, it was found that at operating speeds that 
coincided with the natural modes where cyclic load compo-
nent is the most dominant due to resonance, ISMA required a 
high number of impacts to determine the dynamic characteris-
tics of the system [29]. This has led to the practicality and 
effectiveness of the technique in question.   

Thus, the studies should focus on the effect of other pa-
rameters, i.e., windowing function and impact force level. 
These parameters were identified to be equally important as 
number of averages in further enhancing the effectiveness of 
ISMA. This research gap has initiated the needs of studying 
the effects of exponential windowing function and impact 
force on the harmonic reduction in FRF estimation in order to 
further enhance the ISMA. The study involves two stages of 
experimental investigations. In the first stage, different levels 
of exponential windows are applied in the acquired time re-
sponse signals to study the effectiveness in minimizing leak-
age and filtering out all the responses contributed by unac-
counted forces. In second stage, a force screening assessment 
is then performed along with the optimum decay rate of expo-
nential window determined from the first stage in the effort of 
investigating the effect of impact force level associated with 
dominant cyclic load effect in reducing the harmonics during 
ISMA. Optimum decay rate of exponential window and im-
pact force level could yield a better FRF estimation which will 
lead to accurate identification of dynamic characteristics. 

  
2. Mathematical background 

2.1 Exponential windowing function 

The general form of the response of a structure being ex-
cited by an impact is: 
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where n is the number of modes in the frequency range being 
excited, kR  is the constant for mode k, ks  is the decay rate 
for mode k and kw  is the damped natural frequency of mode k. 

When an exponential window is applied, the response time 
history becomes: 
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Rearranging Eq. (2) and reduce to the following f 
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The apparent damping for mode k is: 
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From the above equations, it is noted that the exponential 

window just adds a constant amount of damping 0s  to each 
mode of vibration in the FRF estimation. The modal analysis 
system processes the set of FRF estimation and the apparent 
damping '

ks  is estimated during the curve fitting process. 
Thus, the actual damping of the mode, ks  could be calcu-
lated using the following equation: 

 
'
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2.2 Force identification 

The general solution of the linear forced vibration system 
can be expressed in frequency domain as following: 
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where [H ( )w ] is an n x n square matrix of FRF estimation 
which represents the dynamic characteristic of a system. It is a 
transfer function and named as accelerance or inertance. 
{ }( )X w&&  and ( )Q wé ùë û  are n x 1 frequency varying vectors of 
accelerations and forces. These functions are complex func-
tion which is transformable from Cartesian coordinate to polar 
coordinate and vice versa.  

Eq. (6) can be rewritten and reduced to the following form 
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where inv is the direct inverse method.  

In the past years, researchers have developed many methods 
to improve the accuracy of force identification [30-33]. With 
pseudo-inverse method, force magnitude for a specific direc-
tion at the known single location can be calculated. For exam-
ple, the single column of FRF estimation matrix at force DOF, 
Z direction is used in force determination procedure, then 
unknown excitation forces in Z axes will be calculated. This is 
shown in Eq. (8). 
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where pinv [Hij] is the pseudo-inverse of the FRF estimation. 

The FRF estimation is formed by response data at DOF I and 
force data at DOF J.  
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where inv  is the direct inverse method. •h is the complex 
conjugate transpose of a matrix (Hermitian matrix).  

 
2.3 Non-linearity test 

Coherence is a direct measure of how the excitation is line-
arly related to the structural response [34-36]. Coherence 
function, γ2 is defined as following. 
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where ( )qqS w  is the auto power spectrum for the excitation, 

( )xxS w  is the auto power spectrum for the response and 
( )xqS w  is the cross power spectrum between excitation and 

response. Coherence near to 1 indicates that the measurements 
are believable and that noise and non-linear effects are not 
significant. If the coherence is near zero, it means that the 
measurements should be viewed with great suspicion [37]. 

 
3. Measurement procedures and instrumentation 

The test rig used in this study consists of a motor coupled to 
rotor shaft system as shown in Fig. 1. The instrumentation and 
procedures used in ISMA was the same as in EMA using 
fixed excitation roving responses method. The only difference 
was that the averaging techniques allowed the procedure to be 
carried while the machine was in operation. Rahman et al. 

 
 
Fig. 1. Motor-driven test rig. 
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[24] explained the complete experimental procedures of 
ISMA. 

An impact hammer equipped with a force transducer was 
used to strike the structure and an accelerometer measured the 
structure’s response vibration. The force transducer was con-
nected to one input channel of the analyser and the tri-axial 
response accelerometer was connected to the second, third and 
fourth channels of the data acquisition system. The sampling 
rate used was 2048 samples/sec with the block size of 4096. 
This yields frequency resolutions of 0.5 Hz and 2 seconds of 
time record length to capture every response signal due to 
impact.  

EMA was conducted with five averages or impacts and 
formed as a benchmark data. In ISMA, the system was set to 
operate at two different speed modes, i.e., 20 Hz and 30 Hz, 
with average of 250 impacts were taken. High number aver-
ages at 250 was taken and fixed in order to minimise the effect 
of number of averages in ISMA. Decay rate of exponential 
window was manipulated at different operating conditions to 
study the effect of the windowing functions in ISMA. The 
signals were averaged and processed by the EMA and ISMA 
application programmes developed using virtual instruments 
software called DASYLab to generate the Frequency response 
functions (FRFs) estimation and coherence functions. The 
modal extraction techniques applied to EMA could also be 
applied in ISMA. Fig. 2 shows a three-dimensional structural 
model that represents the base plate used in this study. It con-
sists of a series of points with Cartesian coordinate connected 
together using straight lines to form surfaces using a modal 
analysis software called ME’scope. The displayed point num-
bers show the measurement locations as in the actual base 
plate. This model was used to display the mode shapes of the 
rig from the acquired data. Lastly, the modal parameters ob-
tained using ISMA at different decay rate on exponential win-
dowing function followed by impact force (low and high) 
during operating conditions were compared with the bench-
mark and the consistency of the mode shapes were shown in 
MAC values. 

To determine the level of impacts applied on the structure, 
cyclic load should be calculated in advance. The procedures of 
force calculation are as following, (1) decide the impact loca-
tion; point 1 was selected in this study, (2) excite vertical (Z) 
axis and measure the FRF estimation using EMA at point 1 in 

three directions respectively, (3) measure the acceleration time 
responses of point 1 in Z axis at operating speeds of 20 Hz and 
30 Hz accordingly and (4) perform direct inverse force identi-
fication method in modal analysis software, ME’Scope by 
importing the acquired FRFs estimation and response time 
traces to calculate the force due to the periodic response in 
time domain. 

In this study, only 2 different impact forces were applied on 
the test rig in order to investigate the effect of impacts in 
ISMA at three running conditions. EMA and ISMA are per-
formed using fixed excitation roving responses method. It is 
worthwhile to mention that fixing impact location during 
ISMA would be more practical and time saving. Forces could 
be applied at this predefined location in three different direc-
tions where some other locations would have obstructions and 
inaccessible in certain directions. In addition, by fixing impact 
location, only a single location cyclic force is calculated and 
more consistent impact forces could be applied at that location. 
Unlike roving excitation fixed response method, cyclic force 
at all the locations should be calculated prior to applying cor-
rect impact force at that particular location. In this investiga-
tion, impact location was fixed and excited in vertical direc-
tion (Z axes) at point 1 with 250 averages. 

To test non-linearity behaviour on a structure, small amount 
of force was applied during an impact test. The force level was 
increased accordingly. The coherence would dramatically 
decrease in value throughout the frequency ranges if the struc-
ture exhibits a load dependent non-linearity. This non-linearity 
test would determine the maximum allowable impact force 
that can be applied on the simulation rig. 

 
4. Results and discussion 

4.1 Force identification and non-linearity test 

The calculated forces in vertical direction or Z axis are iden-
tified because this is the impact direction used in ISMA in 
latter stage. As shown in Fig. 3, 5 Newton of force is recorded 
when the test rig is operating at 20 Hz. Meanwhile, at 30 Hz, 
the cyclic forces has increased and achieved to maximum of 
20 Newton. This calculated periodic force in time domain is 
shown in Fig. 4. Fig. 5 shows the result of non-linearity test. 
The overall coherence value starts to drop below 0.8 when 
impact force of 250 Newton is applied at point 1 of the test rig. 

 
 
Fig. 2. Structural wire-mesh model of motor-driven test rig. 

 

 
 
Fig. 3. Calculated cyclic force in time domain of point 1 at 20 Hz z-
axis. 
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This high impact force has caused non-linearity behaviour to 
the rig. In short, the maximum allowable impact force applies 
on this rig should not exceed 250 Newton as determined in 
non-linearity test. Therefore, performing ISMA with impact 
forces apply at point 1 should exceed 20 Newton in order to 
fully determine the dynamic characteristics of first three natu-
ral modes in operating conditions. 

 
4.2 Comparison of FRFs estimation and dynamic character-

istics with ISMA through signal attenuation and force 
screening assessment 

When no exponential window is applied, it is noticed that 
no attenuation of response signals. At running speeds 20 Hz 
and 30 Hz, the response signals due to impact are contami-
nated by the periodic responses of cyclic loads and ambient 
excitation (Figs. 6(a) and 7(a)). With application of 3.0 rad/s 
decay rate, the response signals due to all unaccounted forces 
are attenuated and decayed to zero at the end of time record 
leaving behind only the responses due to impulsive force (Figs. 
6(b) and 7(b)). 

The response time history does not decay to zero in the en-
tire time record, therefore, when transforming to frequency 
domain, a clean FRFs estimation cannot be obtained as com-
pared to non-rotating condition (Figs. 8(a) and 9(a)) when 
there is no windowing function being applied. Figs. 8(b) and 
9(b) show that with 3.0 rad/s decay rate, FRFs estimation from 
ISMA at 20 Hz and 30 Hz has improved prominently as com-
pared to FRFs estimation with no exponential window. With 
sufficient number of averages, (i.e. 250 averages) the periodic 

responses of cyclic loads and ambient excitations are no more 
in the same phase position for every time block acquired and 
they are eventually diminished and leaving only the impulse 

 
 
Fig. 4. Calculated cyclic force in time domain of point 1 at 30 Hz in z-
axis. 

 

 
 
Fig. 5. Non-linearity test using coherence function. 

 

 
 
Fig. 6. Acceleration time response at operating speed of 20 Hz: (a) No 
exponential window; (b) 3 rad/s. 

 

 
Fig. 7. Acceleration time response at operating speed of 30 Hz: (a) No 
exponential window; (b) 3 rad/s. 

 

 
 
Fig. 8. FRF estimation at operating speed of 20 Hz: (a) No exponential 
window; (b) 3 rad/s. 
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responses which are synchronous to the repetitive impact 
force only. 

In EMA where no unaccounted forces exist, exponential 
window could be avoided especially on highly damped struc-
ture. However, when performing ISMA during operation, the 
unaccounted force components may be more dominant than 
impulse response. Thus, exponential window plays an impor-
tant role and is necessary in all types of structure. Low damp-
ing of windowing function has not been fully attenuated the 
dominant periodic cyclic load signals and high damping of 

exponential window has suppressed response signals of unac-
counted forces together with component due to impact force. 
The high damping of exponential window may dampen the 
natural modes and this may hidden modes that are close to 
each other. This will cause the accuracy problem on curve 
fitting algorithm during modal parameters extraction.   

The results obtained from ISMA at different speeds are then 
compared with benchmark EMA results. Mode shapes are 
compared using MAC value to measure the consistency of 
modal vectors obtained from EMA and ISMA. The results for 

Table 1. Comparison of dynamic characteristics of 1st mode at different operating speeds. 
 

Mode 1 Natural frequency 
(Hz) 

Percentage of difference 
(%) 

Damping, '
ks  

(%) 
Damping, ks   

(%) MAC 

Not running 
5 averages (3.0 rad/s) 9.92 - 0.103 0.055 - 

Running at 20 Hz 
250 averages (0 rad/s) 9.63 3.02 0.039 0.039 0.914 

Running at 20 Hz 
250 averages (3.0 rad/s) 9.59 3.42 0.089 0.040 0.953 

Running at 30 Hz 
250 averages (0 rad/s) 9.58 3.52 0.047 0.047 0.918 

Running at 30 Hz 
250 averages (3.0 rad/s) 9.57 3.63 0.092 0.042 0.955 

 
Table 2. Comparison of dynamic characteristics of 2nd mode at different operating speeds. 
 

Mode 2 Natural frequency 
(Hz) 

Percentage of difference 
(%) 

Damping, '
ks  

(%) 
Damping, ks  

(%) MAC 

Not running 
5 averages (3.0 rad/s) 15.60 - 0.043 0.013 - 

Running at 20 Hz 
250 averages (0 rad/s) 15.20 3.18 0.015 0.015 0.850 

Running at 20 Hz 
250 averages (3.0 rad/s) 15.20 3.18 0.046 0.014 0.883 

Running at 30 Hz 
250 averages (0 rad/s) 15.20 3.18 0.014 0.014 0.920 

Running at 30 Hz 
250 averages (3.0 rad/s) 15.20 3.18 0.046 0.014 0.949 

 
Table 3. Comparison of dynamic characteristics of 3rd mode at different operating speeds. 
 

Mode 3 Natural frequency 
(Hz) 

Percentage of difference 
(%) 

Damping, '
ks  

(%) 
Damping, ks  

(%) MAC 

Not running 
5 averages (3.0 rad/s) 24.90 0.00 0.036 0.017 - 

Running at 20 Hz 
250 averages (0 rad/s) 23.40 6.02 0.037 0.037 0.802 

Running at 20 Hz 
250 averages (3.0 rad/s) 23.30 6.43 0.057 0.036 0.820 

Running at 30 Hz 
250 averages (0 rad/s) 23.70 4.82 0.034 0.034 0.601 

Running at 30 Hz 
250 averages (3.0 rad/s) 23.60 5.22 0.052 0.031 0.763 
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the first three modes are tabulated in Tables 1-3.  
At 20 Hz, when no exponential window is applied, the first 

three natural frequencies identified are 9.63 Hz, 15.2 Hz and 
23.4 Hz with damping of 0.039%, 0.015% and 0.037%. By 
applying a decay rate of 3 rad/s, the identified natural frequen-
cies for first three modes are 9.59 Hz, 15.2 Hz and 23.3 Hz 
with damping of 0.040%, 0.014% and 0.036%. Note that the 
percentage of difference between both cases is less than 7%. 
MAC value of above 0.9 for first mode shows good correla-
tion between the extracted EMA and ISMA mode shapes. 
Second mode and third mode are considered close to the run-
ning speed of 20 Hz as compared to first mode. The operating 
speed sits in between these two modes. MAC values of second 
and third mode are below 0.9. However, better MAC is ob-
tained with decay rate applied and consistency of the mode 
shape vectors between EMA and ISMA has achieved.  

At 30 Hz, the vibration increases because of higher rota-
tional or imbalance force. When no exponential window is 
applied, the first three natural frequencies identified are 
9.58 Hz, 15.2 Hz and 23.7 Hz with damping of 0.047%, 
0.014% and 0.034%. By applying a decay rate of 3 rad/s, the 
identified natural frequencies for first three modes are 9.57 Hz, 
15.2 Hz and 23.6 Hz with damping of 0.042%, 0.014% and 
0.031%. The first and second modes are far from the excita-
tion frequency, modal parameters of these two modes in both 
cases are successfully extracted and well correlated with EMA 
with exponential window applied. Note that the percentage of 
difference between both cases are is less than 5%. However, 
high speed cyclic load and ambient excitation which are near 
to the third mode are dominant and they cover up the third 
mode though decay rate of exponential windows is applied. 
Responses of cyclic load are more significant than the re-
sponses generated by the impact after the attenuation of the 
response signals with exponential window. Therefore, lower 
MAC (0.601) is obtained when no exponential window is 

applied. It shows little correlation between mode shape of 
ISMA and benchmark EMA. MAC values are improved when 
exponential window is applied. Decay rate of 3 rad/s gives 
higher MAC values of 0.763. Thus, the mode shapes between 
EMA and ISMA achieve more than 75% correlation.  

As a decay rate of 3 rad/s yields better results, the study is 
continued by applying low (15 Newton) and high impact force 
(50 Newton) in exciting the structure at the operating speed of 
20 Hz and 30 Hz at a decay rate of 3 rad/s. It is observed that 
the comparison results are very close to both high and low 
impacts. Note that a higher peak of cyclic load component is 
observed in FRF estimation (Figs. 10(a) and 11(a)) when the 
impact force applied is low. However, it is worthwhile to 
mention that when high impact forces are applied on the rig, 
smoother overlaid FRFs estimation as shown in Figs. 10(b) 
and 11(b) are obtained for both 20 Hz and 30 Hz. 

At 20 Hz, by applying high impact force, the first three 

 
 
Fig. 9. FRF estimation at operating speed of 30 Hz: (a) No exponential 
window; (b) 3 rad/s. 

 

 
 
Fig. 10. Overlaid ISMA FRFs estimation running at 20 Hz with a 
decay rate of 3 rad/s: (a) Low impact force; (b) high impact force. 

 

 
 
Fig. 11. Overlaid ISMA FRFs estimation running at 30 Hz with a 
decay rate of 3 rad/s: (a) Low impact force; (b) high impact force. 
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natural frequencies identified are 9.59 Hz, 15.2 Hz and 23.3 
Hz. In addition, the first three natural frequencies identified 
for low impact force are 9.88 Hz, 15.4 Hz and 23.7 Hz. Gen-
erally, the percentage of difference is less than 7% for both 
level of impact forces applied. MAC value of above 0.9 shows 
good correlation between the first mode shapes extracted us-
ing ISMA and benchmark EMA for both cases. Besides, it is 
found that the operating speed sits in between these two 
modes. Thus, slightly low MAC value is obtained for the cor-
relation of second mode between ISMA and EMA with high 
impact forces being applied, recorded at 0.883. The slight 
reduction in MAC values is due to the closeness of the second 
mode to operating speed at 20 Hz. Low impact force has 
achieved higher MAC value of 0.927. Because the third mode 
is less sensitive to excitation, lower MAC value of 0.820 is 
obtained. It shows that correlation of the mode shape vectors 
is acceptable. Consistency of second and third mode shapes 
between EMA and ISMA is established for both impact force 
levels.  

At 30 Hz, the calculated cyclic force is registered at maxi-
mum of 20 Newton. The first three natural frequencies identi-
fied are 9.57 Hz, 15.2 Hz and 23.6 Hz for high impact force. 
Also, the percentage of difference is less than 6%. Since the 
first and second modes are far from the excitation frequency, 
modal parameters of these two modes are successfully ex-
tracted and well correlated with EMA. By applying high im-
pact forces, slightly higher MAC values are obtained as com-
pared to low impact forces, registered at 0.955 for the first 
mode shape correlation and 0.949 for the second mode shape 
correlation when benchmarked against EMA. This also indi-
cates that the mode shapes between ISMA and EMA are well 
correlated. Note that lower MAC value of 0.763 is obtained 
for the third mode. This might be due to the amount of impact 
force and numbers of impacts applied are not sufficient to 
clean up the dominant cyclic load component and leaving the 

third mode being covered up still.  
Meanwhile, the first two natural frequencies identified for 

low impact force are 9.57 Hz and 15.2 Hz. In third mode ex-
traction, the cyclic load at high speed and ambient excitations 
are dominant and cover up the mode. The responses generated 
by cyclic load are more significant than the responses gener-
ated by low impact at around 15 N. Thus, it is not good 
enough to excite and determine the less sensitive third natural 
mode as the mode is covered by the nearby dominating oper-
ating speed component. Thus, it will be a subject of the future 
investigations where higher level of impacts (but less than 250 
Newton) and number of averages (more than 250 averages) 
can be used in ISMA to obtain more prominent results.  

Tables 4 and 5 have summarized the natural frequencies 
and mode shapes comparison between EMA and ISMA with 
20 Hz and 30 Hz running speed and a decay rate of 3 rad/s. 

Generally, exponential windowing function has an impor-
tant effect when performing ISMA on structures with domi-
nant periodic responses of cyclic loads and ambient excitation. 
It attenuates the amplitude of the response signal exponen-
tially from a factor of one to a small value. This is very effec-
tive especially in performing modal testing during running 
condition where the cyclic loads signals are dominant during 
the entire measured response time history. Through averaging, 
the exponential window performs a dual task. It eliminates or 
minimises leakage due to truncated response signal on a low 
damped structure and also filters out all the responses contrib-
uted by the unaccounted forces in a time record window block. 

Besides, the impact force is another concern in carry-ing out 
ISMA on dominant operating cyclic loads typically on practi-
cal usage. Low impact forces may not be adequate to excite 
the structure’s natural modes, while excessive impacts may 
result in non-linearity. Thus, if the information of the cyclic 
force is known in advance, suitable amount of impact force to 
be applied on the system can be determined in order to over-

Table 4. Summary of natural frequencies and mode shapes comparison between EMA and ISMA with 20 Hz running speed with a decay rate of 3 
rad/s. 
 

 Natural frequency (Hz) Percentage of difference (%)  MAC  

Mode EMA ISMA  
(Low impact force) 

ISMA  
(High impact force) 

EMA and ISMA  
(Low impact force) 

EMA and ISMA 
(High impact force) 

EMA and ISMA  
(Low impact force) 

EMA and ISMA 
(High impact force) 

1 9.92 9.88 9.59 0.40 3.33 0.945 0.953 

2 15.6 15.4 15.2 1.28 2.56 0.927 0.883 

3 24.9 23.7 23.3 4.82 6.43 0.824 0.820 

 
Table 5. Summary of natural frequencies and mode shapes comparison between EMA and ISMA with 30 Hz running speed with a decay rate of 3 
rad/s. 
 

 Natural frequency (Hz) Percentage of difference (%)  MAC  

Mode EMA ISMA  
(Low impact force) 

ISMA  
(High impact force) 

EMA and ISMA  
(Low impact force) 

EMA and ISMA 
(High impact force) 

EMA and ISMA  
(Low impact force) 

EMA and ISMA 
(High impact force) 

1 9.92 9.57 9.57 3.53 3.53 0.952 0.955 

2 15.6 15.2 15.2 2.56 2.56 0.928 0.949 

3 24.9 N/A 23.6 N/A 5.22 N/A 0.763 
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come the dominant cyclic load effect, subsequently all the 
natural modes in the frequency range of interest are excited. 

 
5. Conclusion 

The study has demonstrated the effectiveness of signal at-
tenuation on the response signal where exponential window 
were applied in the acquired time response signals as well as 
force screening assessment in the effort of removing the har-
monics during ISMA. A combination of exponential window-
ing with a decay rate of 3 rad/s and applying high impact force 
which is well below the non-linearity force limit in exciting 
the structure are favourable in reducing the harmonics to give 
a better FRF estimation. Thus, the dynamic characteristics of 
the system and results obtained are comparable with EMA.  

Together with the finding in this paper, further works can be 
proposed to reduce the number of averages (< 250) by investi-
gating another factor which is phase synchronization between 
acceleration response and response due to cyclic load. 
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