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Abstract 
 
A Finite element (FE) model of a human middle ear is developed, assessed, and updated using a statistical approach. The model con-

sists of three ossicles (malleus, incus, and stapes), a tympanic membrane, tendons, and ligaments. The uncertainty of the model input 
parameters associated with the material properties and boundary conditions are considered in order to assess the validity of the model. 
The variation of the umbo displacement transfer function (UDTF) as a result of the uncertainty of the model input parameters is estimated 
and compared with those from experiments. Using the analysis of variance (ANOVA) with a three-level orthogonal array, the most im-
portant calibration parameters, which are composed of stiffness-related and density variables, are selected. Furthermore, a metric for 
statistical calibration is introduced. Through minimizing the calibration metric, the calibration parameters are updated in order to enhance 
the performance of the middle ear FE model. The proposed statistical calibration framework effectively improves the middle ear FE 
model performance.  
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1. Introduction 

A key function of the human middle ear is to transfer sound 
energy from the air into the cochlear fluid of the inner ear so 
that the hair cells in the inner ear can generate the neuronal 
signals. Identifying the dynamic characteristics of the middle 
ear is very important in many areas including hearing aids, 
hearing loss evaluation, and design of middle ear prostheses. 
Many experimental measurements have been conducted in 
order to understand the dynamics of the middle ear [1, 2]. The 
dynamic characteristics of the middle ear exhibit a very com-
plex behavior as well as individual variations. Experiments on 
live humans and cadavers are very limited, which indicates a 
need for a valid numerical model of the middle ear in order to 
simulate the changes of transfer functions according to, for 
example, the designs of middle ear prostheses. However, the 
numerical models in a computer have numerous uncertainties, 
which lead to large uncertainties in the simulated middle ear 
dynamic characteristics. Therefore, an effective methodology 
is required in order to quantify these uncertainties and to esti-
mate the validity of the numerical models. 

For the numerical analysis of the middle ear dynamic char-
acteristics, there are two types of model: network models and 
geometry-based models. Network models use an analogy be-

tween the vibro-acoustic components in the middle ear and 
electric components such as inductors, resistors, and capaci-
tors [3]. Network models predict the sound transfer function 
using only a few parameters; however, network models have 
limitations because the lumped parameter model cannot avoid 
intrinsic difficulty in determining the model parameters 
equivalent to the complex geometry in the middle ear. Geome-
try-based models are constructed from a discretization of ge-
ometry of the middle ear. Among the geometry-based models, 
the finite element (FE) method has been used to calculate the 
dynamic characteristics of the middle ear as a result of the 
rapid advances in computation power and geometric modeling 
technologies [4-7]. Recently, geometric modeling techniques 
have enabled accurate modeling of the middle ear sufficient 
for high frequencies using high resolution computed tomogra-
phy (CT) or magnetic resonance imaging (MRI) scanning of 
the middle ear [8]. However, there are only a few specimens 
available for the material properties of the middle ear includ-
ing the ossicles, ligaments, tendons, and muscles, and these 
have large variations and uncertainties. The uncertainties 
cause finite element models of the middle ear to encounter 
difficulties in accurately predicting the sound transfer charac-
teristics. In different FE models of the human middle ear, the 
material properties of the FE models exhibit large differences 
in magnitude as noticed in Ref. [9]. The authors [9, 10] devel-
oped a finite element model for a middle ear that was based on 
the high-precision geometry data and material properties from 
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published articles. The performance of the developed FE 
model exhibited good agreement in the low frequency bands, 
but it deviated from the measurement data in the high fre-
quency bands. Thus, it is necessary to quantitatively estimate 
the validity of the developed FE model and to update the FE 
model for better performance in the high frequency bands. 

The validation can be defined as the process of determining 
the degree to which a numerical model is an accurate represen-
tation of the real world from the perspective of the intended 
uses of the model [11]. To appropriately assess the perform-
ance of the numerical model, the uncertainties and errors 
should be statistically quantified and a proper metric that repre-
sents the agreement between the numerical model and experi-
mental data should be introduced. The statistical calibration or 
updating of the numerical model can also be defined as the 
refining the prior distributions of a set of input parameters for 
the numerical model in order to maximize the agreement be-
tween the results of the numerical model and a chosen set of 
experimental data [12, 13]. The validation and calibration of a 
numerical model under data and model uncertainties are on-
going issues in many areas [14, 15]. The validation scheme can 
be adaptively changed according to the situation, e.g. the prob-
lem principles and available data. The verification and valida-
tion of numerical models in biomechanics have been reviewed 
in Refs. [16] and [17]. Recently, the authors [18] explored the 
validation and updating for an acoustic boundary element 
model of a human outer ear using a statistical approach and 
response surface method; this research is now being extended 
to the developed FE model of the middle ear. 

In this study, the validity of the FE model for a middle ear is 
quantitatively estimated using statistical percentiles estimation 
and a novel validation metric. The input parameters of the FE 
model that have a significant influence on the tympanic mem-
brane responses are also updated using an optimization tech-
nique with two different model error formulations. In Sec. 2, 
the FE model of the middle ear is explained. Sec. 3 presents a 
statistical validation approach for the FE model of a middle 
ear using a validation metric. In Sec. 4, the model updating 
scheme is explained. Furthermore, the most appropriate values 
of the calibration parameters are identified using an optimiza-
tion formulation after selecting the calibration parameters 
from the input parameters. In Sec. 5, the proposed approach is 
summarized. 

 
2. FE model of the middle ear 

The authors developed an FE model for the middle ear of a 
Korean subject [9, 10]. The FE model can predict the vibro-
acoustic transfer function of the middle ear from the tympanic 
membrane to the entrance of the cochlear fluid. As state in 
Introduction section, the performance of the FE model shows 
good agreement in the low frequency bands, but low agree-
ment in the high frequency bands. This study aims to develop 
a procedure of statistical model calibration based on the exist-
ing FE model for human middle ear and experimental data. 

Thus, the FE model is briefly explained in this section. For 
more details on the FE model, refer to Refs. [9] and [10]. 

 
2.1 Geometric modeling of ossicles 

The precise geometry of ossicles was obtained through mi-
cro-CT scanning of the temporal bone of a Korean cadaver. 
The micro-CT scanning resolution was 0.12 mm with 5123 
voxels. The two-dimensional slice images were transformed 
into three-dimensional solid geometries of the three ossicles 
using post-processing software (3D-DOCTOR, Version 3.5; 
Able Software Corp., USA). Fig. 1(a) presents representative 
slice images from the micro-CT scanning of the temporal 
bone. The slice images were stacked in order to reconstruct 
the three-dimensional geometry of the ossicles as shown in 
Fig. 1(b). The ossicles were restrained by the tympanic mem-
brane, ligaments, tendons, and muscles on temporal bone. 

These restraints, which critically affect the mechanical mo-
tion of the middle ear, were considered in the FE modeling of 
the middle ear. For the modeling, the tympanic membrane 
geometry was generated as a surface from the published data, 
of which thickness was taken from Ref. [5]. The other ele-
ments including the ligaments, tendons, and muscles were 
attached to the ossicles and tympanic membrane according to 
the anatomical structure of the middle ear. 

 
2.2 Finite element (FE) modeling 

The geometry generated for the middle ear was discretized 
into finite elements. The FE model consisted of 4949 nodes 

(a) Slice images of the temporal bone 
 

(b) Reconstructed 3D temporal bone 
 
Fig. 1. Slice images from the micro-CT scanning and reconstructed 
geometry for the temporal bone. 
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and 13926 elements. Fig. 2 presents the FE model of the mid-
dle ear and its boundary conditions. As shown in Fig. 2, the 
ossicles were modeled using solid elements and the tympanic 
membrane was modeled as shell elements. The other elements 
such as ligaments, tendons, and muscles were represented as 
solid elements. Two joints in the ossicles (i.e. incudomalleolar 
(IM) joint and incudostapedial (IS) joint) heavily influence the 
dynamic behavior of the middle ear; these joints were mod-
eled using solid elements. The shapes of the joints, ligaments, 
tendons, and muscles were determined based on the micro-CT 
data and the anatomical auditory structure. The effects of the 
cochlea were considered as the boundary condition of the 
stapes footplate: the cochlear fluid was modeled using linear 
springs and viscous dashpots. 

The material properties used in the FE model are taken for 
Ref. [9] and summarized in Table 1. Using the FE model, the 
frequency response functions of the middle ear were calcu-
lated. The umbo displacement transfer function (UDTF) was 
defined as a frequency response function of the umbo dis-
placement due to the unit sound pressure on the tympanic 
membrane. In order to calculate the UDTF using the FE mod-
el, the nodal displacements of the nodes in the umbo region of 
the tympanic membrane were averaged when a unit sound 
pressure was applied on the tympanic membrane in the fre-
quency domain. Thus, the UDTF is defined as follows:  

 

10 620log ( )
1.0 10

uyG
m Pa-=

´
   (1) 

 
where yu is the averaged displacement transfer function of the 
umbo region. The displacement transfer functions in this study 
were calculated using commercial software, MSC/NASTRAN 
with the direct frequency response solution method. 

The UDTF was calculated using the FE model with the ma-
terial properties described in Table 1. Fig. 3 presents the 
UDTFs calculated using the FE model from 100 Hz to 10 kHz. 
The calculated UDTFs were compared with those of the 
measurements in Ref. [19]. The experimental results that were 
measured from 99 human ears were expressed as the mean, 10 
percentile, and 90 percentile values for each frequency. In Fig. 
3, it can be seen that the FE model represents the dynamic 

 
 
Fig. 2. FE model of the middle ear. 

 

Table 1. Material properties of the middle ear FE model [9]. 
 

Composition 
Young's 
modulus 
(N/m

2
) 

Density 
(kg/m

3
) 

Mass 
(mg) Remarks 

(Tensa) 3.34×10
7
 1.2×10

3
 6.52  Tympanic 

mem-
brane(TM)  (Flaccida) 1.11×10

7
 1.2×10

3
 0.89  

(Head) 2.55×10
3
 19.36  

(Neck) 4.53×10
3
 2.43  Malleus  

(Handle) 

1.2×10
10

 

3.70×10
3
 4.28  

(Body) 2.36×10
3
 21.6  

(Short 
process) 2.26×10

3
 3.66  Incus  

(Long 
process) 

1.2×10
10

 

5.08×10
3
 5.49  

Stapes 1.2×10
10

 2.2×10
3
 3.056  

Incudomalleolar(IM) joint 1.2×10
10

 3.2×10
3
 1.97  

Incudostapedial(IS) joint 4.3×10
5
 1.2×10

3
 0.056  

Anterior mallear ligament 4.6×10
6
 2.5×10

3
 0.86  

Posterior incudal ligament 6.5×10
5
 2.5×10

3
 2.96  

Tensor tympani muscle 2.6×10
5
 2.5×10

3
 0.49  

Manubrium 4.7×10
9
 1.0×10

3
 0.18  

Stapedius muscle 5.2×10
5
 2.5×10

3
 0.07  

Tympanic annular  
ligament 6.0×10

5
 2.5×10

3
 2.5  

Total  - 76.33  

Stapedius annular  
ligament 9 N/m  

Cochlear fluid k = 70 N/m, C = 0.054 Ns/m 42 springs 

Loss factor 0.5 

Overall 
damping 

for all 
structural 
elements 

Poisson’s ratio 0.3 
For all 

structural 
elements 
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Fig. 3. Umbo displacement transfer function compared with those in 
the experiments. 
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behavior of the UDTF of the human ear well below 2 kHz. 
However, the UDTF of the FE model gradually deviates from 
the experimental results in the higher frequency regions above 
2 kHz. The reasons for this disagreement in the UDTF in high 
frequency regions are uncertain: they could originate from FE 
model errors, uncertainties of the material properties, and/or 
experimental errors as discussed in Ref. [18]. In order to as-
sess the FE model appropriately, these errors and the variabil-
ity of the UDTF due to the input uncertainties of the numerical 
model must be quantified. Thus, the validation of the FE 
model is necessary and is conducted in Sec. 3. 

 
3. Statistical validation of the FE model 

Validation is defined as the process of determining the de-
gree to which a numerical model is an accurate representation 
of the real world from the viewpoint of the intended uses of 
the model [11]. In some situations, the validation includes 
calibration or model updating, which typically involves ad-
justing the selected model parameters in order to maximize the 
agreement of the numerical model output with the empirical 
observations [15]. However, in this paper, the terminology is 
confined to the process of assessing the numerical model ac-
curacy through comparisons of the predictions against the 
experimental data. 

The numerical model has uncertainties in the model input 
parameters, and these parameter uncertainties propagate into 
the predictions through the numerical model. Thus, the input 
parameter uncertainties and propagated uncertainties in the 
system responses of interest should be quantified. Then, the 
model accuracy can be assessed quantitatively with the intro-
duction of an appropriate validation metric. 

 
3.1 Uncertainty sources of the FE model 

A numerical model has various uncertainty sources such as 
model form, input parameters and numerical approximations 
[20]. The model inputs for a numerical model are categorized 
into two types: controllable parameter (x) and uncontrollable 
parameter (q). In the numerical model, the controllable pa-
rameter has no uncertainty and, thus, can be treated as a de-
terministic value. The uncontrollable parameter has uncer-
tainty of which reason is due to inherent nature in a quantity or 
lack of knowledge. A probabilistic distribution, regardless of 
which represents frequency of occurrence or degree of belief, 
can describe the uncertainty of the uncontrollable parameters. 
The classification of input parameters depends on the prob-
lems being treated. When an input parameter is precisely 
known or variability is negligible, the parameter can be cate-
gorized into the controllable parameter. In this study, it is as-
sumed that the controllable input parameter is always deter-
ministic. The uncontrollable input parameters are assumed to 
have uncertainties in their values.  

In a non-deterministic approach, the relationship between 
the physical experiments and FE model outputs can be formu-

lated as follows [14, 15]: 
 

( ) ( , ) ( )e my y d e= + +x x θ x ,      (2) 
 

where x = {x1, x2, …, xn} are the controllable input parameters, 
q = {q1, q2, …, qq} are the uncontrollable input parameters, 
ye(x) is the measurement data, ym(x, θ) is the FE model output, 
δ(x) is a bias FE model error, and ε is the measurement 
error. The bias FE model error, δ(x), represents errors due to 
mathematical formulation, assumptions and approximations 
that are used in the FE model: for example, errors due to non-
linearities of tympanic membrane material. It should be noted 
that the uncontrollable parameters are treated as random vari-
ables in calculating the FE model outputs in the uncertainty 
propagation analysis of the next subsection. Uncertainties in 
the uncontrollable input parameters propagate into the predic-
tions through the FE model. Thus, the FE model outputs have 
distributions: i.e., not a deterministic value but determined by 
a probabilistic process. In the validation process, the model 
errors and input uncertainties should be identified and quanti-
fied for the numerical model. 

Measuring the mechanical properties of organic materials is 
very difficult and sometimes impossible due to the limited 
number of samples, small size, short shelf life, and so on. Fur-
thermore, the environmental conditions of experimental 
equipment (i.e. humidity and temperature) easily influence the 
mechanical properties of the organic materials. Particularly 
with the middle ear components, the experimental measure-
ments of the mechanical properties are very limited due to the 
small size of the organ [21-26]. Thus, the available mechani-
cal properties of the middle ear have a large uncertainty. For 
example, the experimental estimation results for the Young’s 
modulus of the human pars tensa from several researchers 
varied from 0.4 MPa to 56.8 MPa [25]. Therefore, the me-
chanical properties of the FE model should be considered as 
random variables: i.e., the uncontrollable input parameters. 
The geometry variations in the middle ear that occur from 
subject to subject might also be large, but the geometry of the 
FE model is considered deterministic in this study. This is 
because the geometry of the middle ear was modeled with 
high precision and the geometry uncertainty for this non-
parametric shape was too complex to be considered. Note that 
the effects of disregarding the geometry uncertainties in the 
middle ear FE model are included as discrepancies (Model 
form errors) in the FE model that should be quantified in the 
validation process.  

The FE model for the middle ear is a linear model that cal-
culates the dynamic response of the tympanic membrane. As 
shown in Table 1, the mechanical properties of the FE model 
can be categorized into three types: stiffness, mass, and damp-
ing properties. The stiffness and damping properties are fre-
quency-dependent in the linear model, whereas the mass 
properties are usually constant along the frequency axis. In the 
FE model explained in the previous section, the material prop-
erties were selected from the typical values currently known, 
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but have large uncertainties associated with the ligaments, 
tendons, and muscles, as well as those of the ossicles. In order 
to quantify the input parameter uncertainties of the FE model, 
the mechanical properties were divided into two groups as 
shown in Tables 2 and 3: a stiffness-related group and a den-
sity group. All variables were assumed to be lognormal distri-
butions of which the means were set to the logarithmic values 
of the deterministic values in Table 1. The standard deviations 
of the stiffness and density were assumed to be 10% and 5% 
coefficient of variation (COV), respectively, based on those of 
typical engineering materials. Particularly for the structural 
damping and cochlear fluid stiffness, the standard deviations 
were enlarged to 20% due to their large uncertainties. Tables 2 
and 3 summarize the input parameter uncertainties for the FE 
model.  

 
3.2 Uncertainty propagation analysis in the FE model 

Because the uncertainties of the input parameters propagate 
into the system output of interest through the FE model, the 
responses calculated using the FE model become a distribu-
tion which can be represented using a probability density 

function (PDF). Here, the system output of interest in the 
middle ear FE model is the UDTF. Note that the experimental 
data available from the one particular paper was the means 
and two percentile values (10th and 90th) of the measured 
UDTF along the frequency axis. In order to assess the FE 
model based on the experimental data, the PDF of the UDTF 
should be obtained using a probability analysis. The PDF of 
the UDTF can be calculated using probability analysis meth-
ods including the Monte Carlo simulation(MCS) method and 
eigenvector dimension reduction (EDR) method [27]. With 
sufficient number of random samples (typically one million 
samples), the MCS method gives accurate probability infor-
mation. However, the MCS method cannot be used in calcu-
lating the PDFs of large numerical models because of expen-
sive computational cost. Thus, many approximation methods 
such as the EDR method have been developed. 

The EDR method is a statistical moment-based method that 
uses the principal directions of the covariance matrix in order 
to approximate the statistical moments (i.e. mean, standard 
deviation, skewness, and kurtosis) of a system response and 
the moving least square approximation method. From the 
estimated statistical moments, the EDR method extracts its 

Table 2. Stiffness-related random variables selected for the FE model validation. 
 

 No.  Random variable (Stiffness value) Mean Standard deviation Distribution type 

1 Malleus log10(1.2×10
10

) 10% COV Lognormal 

2 Incus log10(1.2×10
10

) 10% COV Lognormal 

3 Stapes log10(1.2×10
10

) 10% COV Lognormal 

4 Incudomalleolar joint log10(1.2×10
10

) 10% COV Lognormal 

5 Incudostapedial joint log10(4.3×10
5
) 10% COV Lognormal 

6 Tympanic annular ligament log10(6.0×10
5
) 10% COV Lognormal 

7 Cochlear fluid log10 (7.0×10
1
) 20% COV Lognormal 

8 Tympanic membrane (Tensa) log10 (3.34×10
7
) 10% COV Lognormal 

9 Tympanic membrane (Flaccida) log10(1.11×10
7
) 10% COV Lognormal 

10 Structural damping log10 (0.5×10
0
) 20% COV Lognormal 

 
Table 3. Density random variables selected for the FE model validation. 
 

No. Random variable (Density value) Mean Standard deviation Distribution type 

1 Tympanic membrane (Tensa, flaccida) log10(1.2×10
3
) 5% COV Lognormal 

2 Malleus (Head) log10(2.55×10
3
) 5% COV Lognormal 

3 Malleus (Neck) log10(4.53×10
3
) 5% COV Lognormal 

4 Malleus (Handle) log10(3.70×10
3
) 5% COV Lognormal 

5 Incus (Body) log10(2.36×10
3
) 5% COV Lognormal 

6 Incus (Short process) log10(2.26×10
3
) 5% COV Lognormal 

7 Incus (Long process) log10(5.08×10
3
) 5% COV Lognormal 

8 Stapes log10(2.2×10
3
) 5% COV Lognormal 

9 Incudomalleolar joint log10(3.2×10
3
) 5% COV Lognormal 

10 Incudostapedial joint log10(1.2×10
3
) 5% COV Lognormal 

11 Manubrium log10(1.0×10
3
) 5% COV Lognormal 

12 Ligaments (Anterior mallear, posterior incudal) log10(2.5×10
3
) 5% COV Lognormal 

13 Muscle (Tensor tympani, stapedius) log10(2.5×10
3
) 5% COV Lognormal 
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PDF using the stabilized Pearson system equation. For N ran-
dom variables, the EDR method only demands 2N+1 or 4N+1 
samples to obtain the PDF of a system response. It has been 
demonstrated that the EDR method is accurate in calculating 
the PDF and reliability in structural-acoustic systems [28]. For 
further details on the EDR method, refer to Ref. [27]. In this 
paper, the EDR method developed as an in-house code under 
MATLAB environment was used with a 2N+1 sampling 
scheme in order to obtain the PDF of the UDTF that results 
from the parameter uncertainties of FE model. 

The PDFs of the UDTF in the middle ear FE model were 
estimated for two cases: Case I is where only the uncertainties 
of the stiffness-related input parameters (i.e. the variables in 
Table 2) were considered in the variability analysis and Case 
II is where all uncertainties in Tables 2 and 3 were considered. 
Fig. 4(a) presents the PDF analysis results. In Fig. 4(a), the 
mean values of the UDTF in the FE model are plotted together 
with the 10% and 90% cumulative distribution function 
(CDF) values. For the experimental data, the mean values and 
10th and 90th percentiles are also displayed. Note that the dis-
tribution type and PDFs were not available for the experimen-
tal data. Comparing the CDF widths between the 10% and 
90% values with those of the experiments, the PDF calcula-
tion results in Fig. 4(a) exhibited similar tendencies in both 
cases: i.e. good agreement below the 2 kHz frequency band 
and lower responses than the measurements in the higher fre-
quency band. Investigating the similar widths of the UDTF 
variabilities for both cases in Fig. 4(a), the stiffness-related 
group variables may have a larger influence on the variability 
of the UDTFs than the density variables. However, these re-
sults must be carefully interpreted because the variability 
widths can change according to the assumed standard devia-
tions of the random variables. It should be noted that the vari-
abilities of the density variables were assumed to be smaller 
than those of the stiffness-related variables, and the uncertain-
ties of the statistical information such as the mean and vari-
ance are not yet known accurately. The variability widths of 
the measured CDFs for higher frequency region are narrower 
than those of the calculated ones in Fig. 4(a). The origin of 
this discrepancy can come from two sources: inaccurate esti-
mated variabilities of the input parameters for the FE model 
and unknown variability sources that are not treated in this 
study. For the former cases, the statistical calibration approach 
of Sec. 4 can adjust the discrepancy, while not for the latter 
cases. The quantification of input parameter uncertainties is 
very crucial step in the statistical approach. Unidentified 
sources of the variability result in errors of the statistical cali-
bration results: this is a general limitation of the inverse ap-
proach. 

 
3.3 Statistical assessment of the middle ear FE model 

In order to quantitatively assess the middle ear FE model, 
an appropriate validation metric should be defined [20, 29]. In 
this paper, the experimental UDTFs were obtained from the 

published data in Ref. [19], which were obtained from 99 
human subjects. Because only the mean values and 10th and 
90th percentile values were presented in the reference, all 
PDFs of the UDTFs between the FE model and experiments 
could not be compared. Thus, a new validation metric was 
defined in order to compare the mean and two percentile val-
ues (10th and 90th) of the UDTF between the experiments and 
the calculated UDTFs, as follows:  

 

( )10 10 90 90

1/ 22 2 2( ) ( ) ( ) ( )m e m e m e
p p p pf G G G G G Gm mf = - + - + - ,  (3) 

 
where f is the frequency, the superscripts m and e refer to the 
FE model and experiment, respectively, and the subscripts μ, 
p10, and p90 are the mean, 10th percentile (10% CDF), and 90th 
percentile (90% CDF), respectively. The validation metricf 
can be interpreted as the magnitude of a vector with three 
components that are the differences of the UDTFs between the 
FE model and experiments at a frequency. 

Using the PDFs of the UDTFs that were obtained using the 
EDR method for the FE model in the previous subsection, the 
validation metrics were calculated and are plotted in Fig. 4(b) 
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Fig. 4. Variability analysis results for the FE model (Case I: stiffness-
related variables only and case II: all variables). 
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for both cases. As shown in Fig. 4(b), the validation metric 
clearly illustrates that the middle ear FE model exhibits good 
agreement with the experimental data on the low frequency 
band, while on higher frequency region over 2 kHz, the 
UDTFs of the FE model have increasing errors (Discrepan-
cies) with the experiments. Noting that in Fig. 4(a) the UDTF 
bounds from the 10% and 90% CDFs of the FE model and 
from the 10th to 90th percentiles of the experimental data do 
not have an intersection region if the frequency is larger than 2 
kHz, it can be seen that the f function is a good measure for 
representing the performance of the FE model. 

The large values of the validation metric above the 2 kHz 
frequency band can be caused by the FE model errors and 
inaccurate estimations of the input parameters (i.e. mean and 
variance). In order to enhance the performance of the FE 
model, the distributions of the input parameters can be up-
dated. The bias between the FE model and experiment should 
also be reduced. These activities require a calibration frame-
work for the FE model, which is considered in the next section.  

 
4. Statistical calibration of the FE model 

The model calibration or updating process for a numerical 
model is a primary concern of numerous researchers regard-
less of whether the calibration is undertaken before the valida-
tion [15] or is included in the validation process [18]. The 
calibration process has been established overall, but for the 
detailed view there are numerous different strategies because 
there are numerous situations between a numerical model and 
the available experimental data in various areas. In this section, 
a calibration framework is introduced to enhance the perform-
ance of the FE model for the middle ear. 

 
4.1 Calibration framework for the FE model 

Calibration frameworks differ according to the problems 
and available reference data. In this study, the FE model out-
puts is updated (or calibrated) as follows: 

 
'( , ) ( , ) ( )m my y d eQ = + +x x θ x , (4) 

 
where ym’(x, Q) is the updated FE model output, Q is the cali-
bration parameter. The calibration parameter vector Θ  is 
composed of the distribution parameters of selected random 
variables ( sθ ) among the uncontrollable input parameters q, 
the regression coefficients of the FE model error, and the 
standard deviation of the measurement error. The measure-
ment error (ε) was assumed to be a zero-mean Gaussian ran-
dom variable. All uncontrollable input parameters in Sec. 3 
were assumed to be lognormal distributions of which distribu-
tion parameters are mean and standard deviation. The FE 
model error δ(x) was assumed to be a deterministic function 
that can be regressed using a linear relationship with respect to 
the controllable input parameters x, as follows: 

 
0 1( ) Td @ + ×x β β x ,                                 (5) 

where β0 = {b01, b02, …, b0n} and β1 = {b11, b12, … , b1n } are 
the linear regression coefficient vectors and n is the number of 
the controllable input parameters. Thus, the calibration pa-
rameter vector Θ  can be written as follows: 

 
{ }1 1 2 2 01 11 0 1, , , , , , , , , , , ,r r n nq q q q q q em s m s m s b b b b s=Θ L L   

  (6) 
 

where r is the number of the selected uncontrollable input 
parameters ( r q£ ), and m  and s  refer to the mean and 
standard deviation, respectively.  

In order to enhance the performance of the FE model, the 
uncertainties of the selected uncontrollable input parameters 
should be updated and the FE model errors and measurement 
errors should be quantified. The calibration problems can be 
formulated as a minimization problem of a calibration metric 
(Φ), as follows: 

 

( | )

L U

Find the calibration parameter soas to that
minimize
subject to

F
£ £

Θ
Θ x

Θ Θ Θ
 (7) 

 
where LΘ  and UΘ  are the lower and upper bounds of the 
calibration parameters, respectively. Fig. 5 demonstrates the 
calibration framework used in this paper for the middle ear FE 
model. The calibration parameters were selected from the FE 
model input parameters. Then, they were updated so that the 
validation metric was minimized. The PDFs of the predicted 
response can be calculated using the EDR method in order to 
evaluate the validation metric. After minimizing the validation 
metric, the FE model was examined from the viewpoint of the 
validation metric, the quantified FE model error and meas-
urement error. If the FE model is not satisfactory in its per-
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Fig. 5. Flowchart for the FE model calibration. 
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formance, the calibration parameters can be reselected or the 
model can be refined, e.g. remeshing the FE model and/or 
redefining the mathematical model can be conducted as dem-
onstrated in Ref. [12]. 

 
4.2 Selection of calibration parameters 

The FE model of the middle ear has numerous uncertain in-
put parameters. Generally, all uncertain input parameters can-
not be used as calibration parameters due to the computational 
burden. The calibration parameters can be selected through 
estimating the influence of the input parameters on the system 
response. In order to estimate the influence of the input pa-
rameters, an analysis of variance (ANOVA) using an orthogo-
nal array [30, 31] was conducted. In the ANOVA, the vari-
ance that resulted from each input could be calculated using 
the sum of squares and degrees of freedom. Then, the variance 
ratio of the i-th input (Fi) can be defined as follows: 

 
i

i
e

VF
V

= ,                                          (8) 

 
where Vi and Ve are the variances of the i-th input parameter 
and error, respectively.  

Comparing the F values of the input parameters, the statisti-
cal significance of the input parameters can be evaluated [30]. 

F-tests were performed for the input parameters of the FE 
model. The first F-test was for the stiffness-related variables in 
Table 2. An L27 orthogonal array that can allocate 13 variables 
using three levels was introduced for the ANOVA. The input 
parameters were allocated in the orthogonal array. The three 
levels of each input parameter were set to μ–3σ, μ, and μ+3σ. 
Then, using a different set of the input parameters correspond-
ing to each row of the orthogonal array, the UDTFs were cal-
culated using the middle ear FE model. For the density input 
parameters in Table 3, the same procedure was repeated for 
the F-test. Fig. 6 presents the F-test results for the stiffness-
related and density variables. The F-test value was normalized 
by the Euclidean norm of the all F-values on a frequency by 
frequency basis. Note that the magnitudes of the influence 
were frequency dependent.  

For the stiffness-related variables, the stiffnesses of the tym-
panic membrane, annular ligament, malleus, and incus, and 
the structural damping were the most influential input parame-
ters on the UDTF among all variables in Table 2. For the den-
sity variables, the densities of the tympanic membrane, malle-
us, and incus were the most dominant input parameters to the 
UDTF among all variables listed in Table 3. It should be noted 
that due to the location of the system response (i.e. at the 
umbo), compositions further from the response point generally 
could not have a significant influence, particularly in the high 
frequency range. The masses of the compositions in Table 1 
were highly correlated to the degree of importance to the 
UDTF in almost all frequency ranges for the density variables. 
The density parameter of the joints exhibited a large influence 

on the UDTF in narrow frequency ranges. However, for the 
joints, the updating of the stiffness rather than the density is 
more appropriate because the joint masses were very small, as 
shown in Table 1. Considering the influences in all frequency 
ranges, five stiffness variables, five density variables, and the 
structural damping were selected as the calibration parameters, 
as listed in Table 4. 

 
4.3 Model updating of the middle ear FE model 

The middle ear FE model was updated using the proposed 
calibration framework with the selected calibration parameters. 
In the middle ear FE model, the controllable input (x) consists 
of the excitation frequency (f) only. The calibration metric for 
the calibration framework of Eq. (7) is defined as follows: 

 

1
( )

fN

i
i

ff
=

F = å ,                                       (9) 

 
where Nf is the number of selected frequencies for the model 
updating. The frequency selection was introduced in order to 
reduce the computational burden during the model updating. 
The center frequencies of the one-third octave bands were 
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Fig. 6. ANOVA results for the FE model. 
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selected for the validation metric.  
Based on the ANOVA in the previous subsection, the se-

lected input parameters for the calibration framework were 
defined as qs = {k_Malleus, k_Incus, k_TM Lig., k_TM(tensa), k_TM(flaccida), 
k_S.Damping, r_TM, r_Malleus(head), r_Malleus(handle), r_Incus(body), r_Incus(LP)}, 
where the variables k and ρ refer to the stiffness-related 
random variables in Table 2 and the density random variables 
in Table 3, respectively. The selected input parameters were 
assumed to be independent with respect to frequency. This 
assumption is very reasonable for the density variables; how-
ever, it is sometimes not reasonable for the stiffness-related 
parameters.  

Two formulations for the bias FE model error were used in 
this study. In Formulation I, the bias FE model error was for-
mulated as follows: 

 
0 1 10( ) logf fd b b= + × .       (10) 

 
It should be noted that, in Formulation I, the model error 

was estimated simultaneously with the other calibration input 
parameters. The simultaneous identification of the FE model 
errors in Formulation I has numerous advantages, such as in 
the completeness and generality of the formulation. However, 
when the calibration problem is solved under the minimization 
framework, the simultaneous identification formulation might 
cause a uniqueness problem in the solutions; that is, the objec-
tive function can be minimized by adjusting the calibration 
parameters with or without the FE model error. Calibrating the 
numerical model with the assumption of zero bias FE model 
error, a posterior calculation of the differences between the 
experimental data and calibrated model output provides an 
estimation of the FE model error. In order to investigate the 
non-uniqueness problem, the calibration process was repeated 
with the zero FE model error assumption, i.e. in the calibration 
parameter vector of Eq. (10), β0 = β1 = 0 was assumed: this is 
Formulation II. In Formulation II, the changes of the cali-
brated input parameters always include the compensation of 
the bias FE model error unless precise bounds for the variabil-
ity of the input parameters are not given for the calibration 

framework. Comparing the calibrated parameters from For-
mulations I and II, the quality of the numerical model can be 
indirectly estimated: i.e., for high quality numerical model, it 
seems natural to expect nearly same calibrated parameters 
regardless of its formulations. 

The minimization problem defined by Eqs. (6), (7) and (9) 
was solved using a MATLAB function (‘fmincon’) with a 
finite difference sensitivity calculation [32]. In the minimiza-
tion problem of Eq. (7), the numbers of the calibration pa-
rameters were 25 and 23 for Formulations I and II, respec-
tively. For the calculation of the calibration metric from 250 
Hz to 10000 Hz, 17 one-third octave band center frequencies 
were selected. For the PDF estimations of the calibration met-
ric, Eq. (9), the EDR method was used. In the PDF calculation, 
all variables listed in Tables 2 and 3, as well as the measure-
ment errors, were considered as random variables: the number 
of random variables was 23 in total. Thus, one PDF calcula-
tion in the EDR method with 2N+1 scheme requests 47 analy-
ses of the UDTF functions. The lower and upper bounds of the 
calibration parameters were set to 0.1 and 10 times the initial 
values, respectively. For the analysis, a PC workstation with 
two Intel Xeon QC CPUs and 24 GB RAM was used in 64-bit 
XP Windows operating system. The calculation time per ob-
jective function was 14 minutes in the PC workstation. The 
optimizer provided the results after 28 iterations and 781 func-
tion evaluations (Simulations) for formulation I, and after 84 
iterations and 2526 function evaluations for formulation II. 
During the iterations, the objective function decreased by 
89.2% from 247.1 to 26.65 for formulation I, and by 86% 
from 247.1 to 34.64 for formulation II. Figs. 7 and 9 present 
the statistical properties of the UDTFs (mean, 10%, and 90% 
CDF points) compared with those of the initial FE model and 
the measurement data for formulations I and II, respectively. 
In Table 4, the calibrated parameters are listed with the initial 
parameters. Figs. 7 and 9 demonstrate that the calibration 
framework moved the UDTF distributions of the initial FE 
model very close to the distributions of the experiments by 
adjusting the calibration parameters. The estimated FE model 
errors in the calibration process are also plotted in Figs. 7 and 

Table 4. Calibrated parameters for the middle ear FE model. 
 

Calibrated model (Logarithmic value) Initial model 
(Logarithmic value) Formulation I Formulation II Calibration parameters 

Mean SD Mean SD Mean SD 

Malleus log10(1.2×10
10

) 1.008 log10(3.499×10
10

) 0.8301 log10(1.218×10
9
) 1.0298 

Incus log10(1.2×10
10

) 1.008 log10(8.234×10
9
) 1.168 log10(1.581×10

9
) 0.78348 

TM Ligament log10(6.0×10
5
) 0. 5778 log10(1.003×10

6
) 0.5381 log10(4.670×10

6
) 0.05103 

TM (Tensa) log10 (3.34×10
7
) 0. 7524 log10(2.871×10

8
)  0.5968 log10(2.019×10

7
) 0.08988 

Stiffness 

TM (Flaccida) log10(1.11×10
7
) 0. 7045 log10(1.033×10

8
) 0.8305 log10(9.988×10

7
) 0.32022 

Structural damping log10(0.5×10
0
) 0.06021 log10(1.080×10

0
) 0.06201 log10(0.680×10

0
) 0.01092 

TM log10(1.2×10
3
) 0.1540 log10(1.454×10

2
) 0.2886 log10(1.563×10

2
) 0.30792 

Malleus (Head) log10(2.55×10
3
) 0.1703 log10(2.563×10

3
) 0.1699 log10(4.577×10

2
) 0.29744 Density 

Malleus (Neck) log10(4.53×10
3
) 0.1784 log10(4.719×10

2
) 0.1717 log10(3.720×10

2
) 0.03414 
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9 for formulations I and II, respectively. Note that the rela-
tively large model error near 10 dB was included in the cali-
brated FE model for formulation I, which was identified si-
multaneously with the other calibration parameters. Thus, the 

initial FE model needed to move to a smaller magnitude in the 
UDTF on the lower frequency bands in formulation I. The 
model error in Formulation II was estimated through subtract-
ing the mean values of the calibrated FE model from the 
measurement means at each frequency. In Fig. 8, the PDFs of 
the UDTF in the calibrated FE model for formulation I were 
compared with those in the initial FE model at two typical 
frequencies. At 1000 Hz, the optimization procedure changed 
the variability of the UDTF without significantly shifting the 
mean values. At a higher frequency range, both the mean and 
scattering of the UDTF were changed as shown in Fig. 8(b). It 
should be noted that the FE model errors were included in the 
PDFs in Fig. 8; that is, the UDTF variabilities were shifted by 
the amount of model error at the frequencies. Fig. 10 also 
presents the PDFs of the calibrated FE model for formulation 
II at two typical frequencies. Fig. 10 shows similar trends with 
those of formulation I in Fig. 8. Fig. 11 presents the improve-
ments of the validation metric values through the calibration 
process for formulations I and II. The performances of the two 
calibrated models in Fig. 11 in terms of the validation metric 
were very similar. In higher frequency bands, the calibration 
framework decreased the discrepancy between the FE model 
and experimental data. In formulation I, the discrepancy was 
largely compensated by the model error, whereas in Formula-
tion II largely by the means of the input parameters.  

Through investigating the changes of the calibration input 
parameters for formulations I and II, it was found that the 
stiffness-related parameters of the incus decreased (i.e. be-
came softer) and the density parameters of the malleus de-
creased (i.e. became lighter), whereas those of the tympanic 
membrane became stiffer and lighter. These trends may indi-
cate updating directions for the true values of the material 
properties in a statistical sense. However, the specific cali-
brated input parameters are valid only in the FE models of this 
study because those values might include the contributions by 
the model errors and/or by the unidentified variability sources 
such as the variability of middle ear geometry. For example, A 
recent study for precise thickness distribution of tympanic 
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Fig. 7. UDTF calculated using the calibrated FE model (Formulation I). 
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Fig. 8. PDFs of the UDTF for the middle ear FE models: Formulation I 
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Fig. 9. UDTF calculated using the calibrated FE model (Formulation II). 
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membrane [33] shows thinner thickness distribution than that 
of Ref. [5] which was used in this study, which partly explain 
the change of the calibrated input parameters for the tympanic 
membrane. The Ref. [33] also shows large geometric variabil-
ity of the tympanic membranes along the subjects. Then, the 

calibrated input parameter may include these geometric vari-
ability since the experimental data used in the calibration 
framework were measured from different 99 subjects. It is 
suggested that for the identification of material properties 
using the proposed calibration framework, consistent geome-
try and experimental data acquisitions for a specific subject 
are desirable. As stated previously, to develop a method that 
can consider the geometric variability in a numerical model 
will be a challengeable topic in future research.  

The results of formulation II appear better because the bias 
FE model errors were very small with the same variability 
assumptions for the material properties. Comparing the cali-
brated UDTFs of formulations I and II in Figs. 7 and 9, the FE 
model errors (d) of Formulation II were much smaller than 
those of formulation I while the validation metric values (f) 
are similar to each other as seen in Fig. 11. Accordingly, the 
calibrated parameter values differed significantly to each other. 
These results well demonstrate the uniqueness problem of the 
calibration framework. However, it cannot be known which 
formulation provides more close values to the true ones unless 
the material properties are measured accurately. This is a limi-
tation of inverse approaches; yet, at the same time, the inverse 
approach is one of the best options that can be selected under 
these circumstances in order to enhance the model perform-
ance. 

The calibration process generally requests a verification ex-
periment [34]. In this study, the experimental data used in the 
calibration process were the PDF information extracted from 
large samples. Thus, the verification step would not be neces-
sary in this study, which is another advantage of the proposed 
approach even though the proposed method is applicable 
when sufficient samples exist. 

 
5. Conclusions 

A statistical validation and model calibration procedure for 
a FE model of a human middle ear was proposed, taking into 
account the prescribed percentile values of the frequency re-
sponses at the umbo provided as experimental data. In order to 
assess the middle ear FE model, a statistical validation method 
based on the CDF interval comparison was introduced. The 
CDF intervals of the FE model were calculated using the EDR 
method. The comparison of the calculated CDF intervals with 
those of the prescribed experimental data exhibited good 
overview in the validity of the FE model along the frequency 
axis.  

The proposed model calibration method minimized the sum 
of squares of the distances between the calculated and experi-
mental responses at the prescribed percentiles in order to up-
date the FE model input parameters. The calibration parame-
ters were selected using an ANOVA for the input parameters 
of the middle ear FE model. The geometrical shapes and di-
mensions of the middle ear FE model were assumed to be 
deterministic because they were obtained from high precision 
CT scanning and individual variability of shapes was not ac-
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Fig. 10. PDFs of the UDTF for the middle ear FE models: Formulation 
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initial (*), calibrated (x), and experimental (Circle) results. 
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counted for. The results of the ANOVA demonstrated the 
amount of contributions to the UDTF that results from the 
variabilities of the potential calibration parameters. Thus, the 
model calibration parameters could be easily selected, and this 
demonstrates the effectiveness of the proposed model calibra-
tion framework. 

The model calibration framework was applied to the middle 
ear FE model with the selected calibration parameters and 
different model error formulations. It was found that the poste-
rior model error estimation was better than the simultaneous 
estimation formulation. The FE model calibrated using the 
proposed method exhibited good agreement with the experi-
mental data, which demonstrates the effectiveness of the sta-
tistical calibration method. However, the proposed calibration 
framework has non-uniqueness problem according to the 
model error formulations because of the limitation of inverse 
approach. The consideration of geometric variability for the 
middle ear FE model remains as future research. Furthermore, 
the efficiency in calculating the PDF sensitivity should be 
enhanced in future research. 
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Nomenclature------------------------------------------------------------------------ 

ANOVA : Analysis of variance 
CT   : Computer tomography 
CDF  : Cumulative distribution function  
COV : Coefficient of variation 
EDR  : Eigenvector dimension reduction  
FE  : Finite element 
IM  : Incudomalleolar 
IS  : Incudostapedial 
LP  : Long process 
MCS : Monte Carlo simulation 
MRI : Magnetic resonance imaging 
PDF : Probability density function 
TM : Tympanic membrane 
UDTF : Umbo displacement transfer function 
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