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Abstract: Medical image segmentation is a crucial preliminary step for a number of downstream diagnosis tasks.
As deep convolutional neural networks successfully promote the development of computer vision, it is possible to
make medical image segmentation a semi-automatic procedure by applying deep convolutional neural networks
to finding the contours of regions of interest that are then revised by radiologists. However, supervised learning
necessitates large annotated data, which are difficult to acquire especially for medical images. Self-supervised
learning is able to take advantage of unlabeled data and provide good initialization to be finetuned for downstream
tasks with limited annotations. Considering that most self-supervised learning especially contrastive learning
methods are tailored to natural image classification and entail expensive GPU resources, we propose a novel and
simple pretext-based self-supervised learning method that exploits the value of positional information in volumetric
medical images. Specifically, we regard spatial coordinates as pseudo labels and pretrain the model by predicting
positions of randomly sampled 2D slices in volumetric medical images. Experiments on four semantic segmentation
datasets demonstrate the superiority of our method over other self-supervised learning methods in both semi-
supervised learning and transfer learning settings. Codes are available at https://github.com/alienzyj/PPos.
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0 Introduction

In medical image analysis, semantic segmentation is a
critical procedure, as it is a preceding step for multiple
downstream tasks. Over recent years, as deep convolu-
tional neural networks (DCNNs) gained in popularity
in all sorts of computer vision tasks, hundreds of mod-
els have been proposed to push back the frontiers of
semantic segmentation[1]. Therefore, in medical image
analysis, there is a growing trend towards the utiliza-
tion of these deep learning models to find prospective
regions of interest (ROIs) that will be inspected by radi-
ologists subsequently[2]. Nevertheless, to attain promis-
ing results, supervised learning requires large labelled
training data, which are extremely difficult to collect
and annotate, especially for medical images.

Considering that there are lots of unlabelled im-
ages during routine clinical diagnosis, self-supervised
learning is highly desirable to take advantage of these

Received: 2022-08-08 Accepted: 2022-11-28
Foundation item: the Major Research Plan of the National

Natural Science Foundation of China (No. 92059206)
∗E-mail: xlfu1964@hotmail.com; hbshen@sjtu.edu.cn

data. A number of self-supervised learning meth-
ods have been developed in recent years[3], among
which contrastive learning is the most prevalent and
predominant[4-6]. Although the power of contrastive
learning has been demonstrated mainly in natural im-
age classification, these methods are not easy to di-
rectly transfer to medical image segmentation for the
following reasons. First, most contrastive learning
methods define positive/negative samples by instance
discrimination[7], which may incur inferior performance
for medical image segmentation because regarding each
medical image as an independent class contradicts the
clinical settings and fails to meet the demand of voxel-
level segmentation tasks. Second, contrastive learn-
ing enormously relies on heavy data augmentations[4],
whereas several of them are not feasible to apply to
medical images. For example, excessive deformation or
improper density transformation may induce undesir-
able or even nonexistent anatomical patterns. Thus, it
is highly desirable to propose a method that is fit for
the special characteristics of medical images and ex-
ploits clinical prior knowledge.

In clinical scenarios, it is noticeable that radiologists
tend to refer to the position of slices in 3D medical
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images when deciding whether the objects in the fore-
ground are lesions or not. For example, brachiocephalic
trunk, left common carotid artery, and left subclavian
artery should be observed at the height of the fifth tho-
racic, despite some visual discrepancies in different pa-
tients. If there are some anomalies that are not sup-
posed to appear at certain position such as solid ground
glass objects in the thoracic cavity, they are very likely
to become lesions. Motivated by this human expertise,
we aim to formulate a pretext task suitable for medical
image analysis by taking above domain knowledge into
account.

In this work, we develop a novel pretext-based self-
supervised learning method whose pseudo labels are
generated from spatial coordinates. Our inspiration
comes from the prior knowledge that the relationship
between the semantics of image contents and corre-
sponding positional information is fairly close in med-
ical images. Specifically, medical images are mainly
composed of anatomical structures such as tissues and
organs that are consistent in their locations across dif-
ferent patients. Therefore, this relationship can be ex-
ploited in self-supervised learning. For example, several
previous works[8-9] utilized absolute or relative positions
to define the positive/negative samples in contrastive
learning and achieved promising results in medical im-
age segmentation. To prove that positional informa-
tion can be regarded as strong supervision for DCNNs,
we propose taking advantage of positional coordinates
of 2D slices extracted from volumetric medical images
at self-supervised learning stage. This method incor-
porates positional prior knowledge and improves the
performance on organ and lesion segmentation tasks.
The pretext task is quite simple and straightforward to
implement, and it has the potential to generalize to a
wide variety of medical image modalities and multiple
clinical diagnosis tasks.

Our contributions are mainly twofold:
(1) We propose a novel and simple self-supervised

learning method called predicting positions (PPos) by
using positional coordinates as pseudo labels. It avoids
expensive computational overheads such as large GPU
memory and long training duration that most con-
trastive learning methods necessitate.

(2) We demonstrate the effectiveness and competence
of our method compared with other self-supervised
learning methods through experiments on two in-house
lung nodule segmentation datasets and two public car-
diac substructure segmentation datasets.

1 Related Work

1.1 Medical Image Segmentation
Medical image segmentation has been researched for

years[1]. The most frequently used and studied DCNN
in medical image segmentation is U-Net[10]. It repre-

sents a paradigm of using the encoder-decoder archi-
tecture with skip connection for 2D medical image seg-
mentation. V-Net[11] and 3D U-Net[12] transferred the
network to 3D settings and demonstrated the capabil-
ity to handle 3D inputs. From then on, there have been
dozens of papers trying to modify the network architec-
ture in order to realize the potential of U-Net[13-14]. Ad-
ditionally, nnU-Net[15] unified the general preprocessing
and training procedure of U-Net and attained state-of-
the-art results on multiple datasets.
1.2 Self-Supervised Learning

Self-supervised learning has been thoroughly investi-
gated over recent years[3]. Since there are much more
unlabelled data in real-world settings, self-supervised
learning is a popular pretraining step to utilize these
unlabelled data by providing proper initialization for
downstream tasks. There are mainly three types of
self-supervised learning[3]. In early research, pretext-
based methods were first proposed such as solving jig-
saw puzzles[16] and context prediction[17]. Another type
is generative methods such as image colorization[18]

and pixel reconstruction[19]. However the most popular
kind of self-supervised learning is contrastive learning,
which has dominated multiple vision tasks in the last
few years[4−6]. Most contrastive learning methods uti-
lize instance discrimination[7] and InfoNCE is the most
common loss function[5,20]. Contrastive learning usu-
ally entails a large number of negative samples to avoid
trivial solution[4] and thus is quite expensive to train a
model. MoCo[5] introduced a query queue to store the
embedding of negative samples, which made the large
batch size dispensable during pretraining. In addition,
BYOL[6] eliminated negative samples in the loss func-
tion and SimSiam[21] further simplified the paradigm of
contrastive learning.

Due to the difference between natural and medical
images, several self-supervised learning methods have
been specially designed for medical image analysis.
Genesis[22-23] enforced the model to reconstruct voxels
painted or distorted by preprocessing, while Refs. [24-
25] used Rubik’s cube recovery as their pretext task.
TranferVW[26] clustered unlabelled chest X-rays by la-
tent features of an autoencoder and randomly selected
several patches at the same location among these clus-
tered samples as their visual words. An encoder-
decoder model was subsequently pretrained by visual
word classification and pixel reconstruction tasks simul-
taneously. Moreover, GCL[8] and PCL[9] were two con-
trastive methods that defined positive/negative sam-
ples by absolute or relative positions.

2 Method

2.1 Presupposition
Our method is based on a distinctive feature pecu-

liar to medical images. For medical images aiming at



J. Shanghai Jiao Tong Univ. (Sci.), 2023

specific anomalies in one modality such as CT scans
for lung nodules, the anatomical structures are simi-
lar across different patients in general[8-9]. Although
statures, genders, and ages have some effect on the
visual patterns of anatomical structures, our method
is based on the correlation between positional and
anatomical information instead of identical shapes of
organs in different patients. Specifically, if we align two
volumes and extract one slice of each volume at the
same position, consistent anatomical structures could
be observed between the slices since they contain the
same region that covers an identical collection of tissues
and organs. It indicates that anatomical information is
correlated with positional information in medical im-
ages, which can be utilized as a supervision signal in
self-supervised learning. We presume that the correla-
tion between specific anatomical structure and its cor-
responding position is supposed to benefit downstream
tasks such as finding contours of target structures in a
specific region.

2.2 Pretext Task

In this work, we propose a novel and simple pretext
task that directly uses normalized z-axis coordinates

of 2D slices extracted from volumetric medical images
as pseudo labels. Since CT scans covering different re-
gions result in inconsistency of coordinate systems, the
alignment is a critical step in the validity of the pseudo
labels. During preprocessing, all the medical images are
resampled into the same voxel spacing and the body re-
gion is cropped. This body-centred crop has two main
purposes. One is to eliminate the superfluous part out-
side the body of patient to reduce the input size and
speed up the process. The other is to make sure the
consistency of anatomical structures with correspond-
ing normalized coordinates across different medical im-
ages, which is an essential premise of our method. The
above alignment may not be highly precise, but it per-
forms well in our experiments and ensures the simplicity
of preprocessing. Subsequently, we randomly extract
2D slices from the above cropped volumetric medical
images, along with their normalized z-axis coordinates
as shown in Fig. 1. At pretraining stage, these 2D slices
are propagated to the model, while the corresponding
coordinates are used as supervision to train the encoder
of U-Net followed by a predictor. After pretraining,
the encoder is finetuned with a decoder for downstream
tasks whereas the predictor is discarded.

z
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Fig. 1 Sketch of the proposed PPos framework

It is worth noting that several previous works such as
TransVW[26], GCL[8], PCL[9], Jigsaw[16], UBR[27], and
MVP-Net[28] also utilized positional information. The
main difference between our method and these meth-
ods is that we explicitly take advantage of positional
information by regarding spatial coordinates of slices
as pseudo labels, whereas previous works exploited po-
sitional information in an indirect way. Specifically,
TransVW randomly selected patches at the same coor-
dinate across patients clustered by latent features of an
autoencoder as visual words. Instances of each visual
word exhibited a high degree of similarity in anatomi-
cal patterns at the same position. Therefore, positional

information was implicitly embodied in the visual word
classification task. In terms of GCL and PCL, these
two methods defined positive/negative samples by ab-
solute or relative positions within contrastive learning
framework, which meant that positional information
was represented in the contrastive loss function rather
than directly used as supervision signals. In the jigsaw
task, the input data were a collection of identical square
tiles from an image and the labels were permutations of
these tiles taken from a predefined set[16]. The model
learned the positional information by finding the cor-
relation of each separate puzzle tile to a precise object
part during jigsaw puzzle reassembly. As for UBR, it
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did not align the CT scans of different patients, which
meant the slice indices could not be directly used as
z-axis coordinates or as labels. Instead, it enforced the
deeply learned regressor to obey the spatial superior-
inferior ordering as a hard constraint, and ensured that
the predicted slice scores were approximately propor-
tional to the spatial distance between slice indices[27].
The above two methods enforced the model to learn po-
sitional information by indirect pretext tasks instead of
normalized coordinates. In terms of MVP-Net, it pro-
posed to learn position-aware appearance features by
introducing a position prediction task during training,
in order to embed the position information onto the ap-
pearance features. Specifically, entangled position and
appearance features were learned through the multi-
task design in the MVP-Net that jointly predicted the
position and the detection bounding box[28]. However
our method exploits positional information at the pre-
training stage before finetuning for downstream tasks,
which means it decouples the procedure to learn posi-
tional information from solving semantic segmentation
problems and it can take advantage of unlabelled data.
2.3 Learning Procedure

As shown in Fig. 1, our method follows the general
self-supervised learning process. At pretraining stage,
we first extract the encoder of U-Net and concatenate
a multi-layer perceptron to it as a predictor. Then,
we randomly sample 2D slices from volumetric medi-
cal images followed by data augmentations as inputs.
After the 2D slices are projected into the embedding
space by the encoder, these embeddings are subse-
quently processed by the predictor to predict coordi-
nates. Mean square error (MSE) loss is calculated on
the groundtruth and predicted coordinates to update
the parameters of the model:

MSELoss(z, ẑ) =
1
N

N∑

i=1

(zi − ẑi)2, (1)

where z and ẑ respectively refer to the groundtruth and
the predicted z-axis coordinates in one mini-batch, and
N is the batch size. Once the pretraining is finished,
the encoder should provide appropriate initialization
to be finetuned together with the decoder for down-
stream tasks, whereas the predictor is discarded. Dur-
ing finetuning, we suppose that the model has learned
the correlation between anatomical and positional in-
formation, which is not restricted to any specific coordi-
nate system. Thus, it is not necessary to align samples
in downstream datasets.

3 Experiments

3.1 Setup
3.1.1 Datasets

Experiments are implemented on two in-house
datasets and two public datasets. Two in-house

datasets are composed of CT scans with lung nodules.
The first dataset, LargeThick, consists of 989 CT scans
for training and 119 for testing with slice thickness
around 5mm. Lung nodules in this dataset are diverse
and comprise hard samples such as nodules overlap-
ping adjacent tissues. The other dataset, SmallThin,
consists of 172 CT scans for training and 21 for test-
ing with slice thickness under 1.5mm. In this dataset,
lung nodules are more likely to be self-isolated. In both
datasets, each CT scan only contains one nodule.

Two public datasets consist of CT scans covering car-
diac region. The first one is CHD[29] dataset, which
consists of 91 3D cardiac CT scans and covers 14 types
of congenital heart disease including seven substruc-
tures: left ventricle, right ventricle, left atrium, right
atrium, myocardium, aorta, and pulmonary artery.
The second dataset is MMWHS[30-31] composed of 20
CT scans and seven substructures as in CHD.

At self-supervised learning stage, all the samples in
the training set are viewed as unlabelled data to pre-
train the model, whereas for downstream tasks, we just
use a limited number of training data with annotations
to finetune the model.
3.1.2 Networks

For in-house datasets, we use three models: a 2D U-
Net, a 3D U-Net and a classifier. The 2D U-Net and
3D U-Net are variants of U2-Net[32], while the classi-
fier is based on ResNet[33]. In addition, to improve the
accuracy of ROI masks, we utilize malignant/benign
nodule classification as an auxiliary task when training
the 3D U-Net. These three models are trained indi-
vidually and then cascaded during testing. We apply
self-supervised learning methods to 2D U-Net in our
experiments whereas the 3D U-Net and classifier are
trained from scratch. For public datasets, we apply
a simple 2D U-Net to finding the contours of cardiac
substructures in each 2D slice extracted from 3D CT
scans.
3.1.3 Preprocessing

For in-house datasets, the raw file format of the CT
scans is DICOM, which contains not only the voxel ar-
rays but also their positions in the world coordinate
system. So the slices are reordered according to their
positions when we build our datasets, which ensures
that the direction of CT scans is consistent among dif-
ferent patients. In order to generalize U-Net to a wide
range of CT scans, we unify the voxel spacing of all
samples in both datasets by resampling into {0.7mm,
0.7mm, 1.5mm} for {x, y, z} axes respectively. After
resampling, we use digital image processing algorithm
to find the coarse mask of the lung and crop this re-
gion to ensure that the anatomical contents are consis-
tent across samples. All the voxel values of CT scans
in our in-house datasets are cropped by lung window
[−1 024, 400] and then normalized to [0, 1]. For pub-
lic datasets, voxel spacing is resampled into {1.0mm,
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1.0mm, 1.0mm} and voxel values are normalized by
the mean and standard of each image.
3.1.4 Training Details

For in-house datasets, models are optimized by
stochastic gradient descent (SGD) with initial learning
rate 0.01 and cosine scheduler during pretraining. Data
augmentations are applied including elastic transforma-
tion, random rotation, random crop and random flip.
We pretrain models by PPos for 800 epochs and all the
other methods for 300 epochs on one NVIDIA GeForce
GTX 2080Ti GPU due to their different training speeds
and convergence points. For downstream tasks, we fine-
tune these models by SGD with initial learning rate 0.01
for 100 epochs. Dice loss[11] and focal loss[34] are used
during finetuning:

DiceLoss(p, y) = 1 −

∑

i

piyi

∑

i

p2
i +

∑

i

y2
i −

∑

i

p2
i y

2
i

, (2)

FocalLoss(p, y) = −
∑

i

α̂(1 − p̂i)γ log p̂i, (3)

p̂i =

{
pi, yi = 1
1 − pi, yi = 0

, (4)

α̂i =

{
α, yi = 1
1 − α, yi = 0

, (5)

where y and p refer to the groundtruth and predicted
ROI masks respectively, in which ŷ and p̂ are labels for
each voxel. Additionally, α is a weighting factor set
by inverse class frequency, whereas γ is a tunable mod-
ulating factor that reduces the loss contribution from
easy samples and extends the range in which an sample
receives low loss[34].

For public datasets, at pretraining stage models are
optimized by SGD with initial learning rate 0.1 and
batch size 32 for 200 epochs on two NVIDIA GeForce
GTX 2080Ti GPUs. Cosine scheduler is used to im-
prove the results. Data augmentations are applied in-
cluding elastic transformation, random rotation, and
random flip. For downstream tasks, we finetune these

models by SGD with initial learning rate 5 × 10−5 for
100 epochs. Cross entropy is used as loss function dur-
ing finetuning.
3.1.5 Inference

For in-house datasets, the input of our pipeline dur-
ing inference is the whole CT scan. After preprocess-
ing, we split the scan into slices and apply 2D U-Net to
these slices to find prospective nodules. Subsequently,
these suspected nodules are processed by the classifier
to determine the most probable one and discard all the
others in order to reduce false positives since each CT
scan in both datasets only has one target nodule. Fi-
nally, a refined mask of the reserved nodule is drawn by
3D U-Net, which is the definitive output of our pipeline.
For public datasets, we split each volumetric CT scan
into 2D slices and process each slice individually. After
preprocessing, these slices are propagated into the 2D
U-Net to generate masks for cardiac substructures.
3.2 Results

In the following experiments, we compare our
method PPos with training from scratch Random,
Genesis[22-23], Rotation[35], MoCo[5], PIRL[36],
SimCLR[4], GCL[8], and PCL[9]. All the models except
Random are pretrained on the entire training set of
the pretraining dataset without using annotations and
finetuned by different numbers of training samples
with annotations on the downstream dataset. The
downstream dataset is either the same as pretraining
dataset or another transferring dataset, referred to
as semi-supervised learning and transfer learning
respectively.
3.2.1 Semi-Supervised Learning

As shown in Table 1, when pretraining and finetun-
ing on LargeThick dataset, our method is competitive
with other methods on different percentages of train-
ing set. Moreover, PPos demonstrates its superiority
to contrastive methods GCL and PCL that also utilize
positional information. We speculate that the assump-
tion in GCL and PCL that positive and negative sam-
ples can be simply defined by positional difference along
z-axis may not hold firm here, since the similarity

Table 1 Comparison of different self-supervised methods pretraining and finetuning on LargeThick dataset

Method
10% 50% 100%

Dice P R Dice P R Dice P R

Random 0.509 9 0.503 6 0.607 2 0.620 6 0.641 9 0.660 5 0.663 3 0.670 2 0.702 4

Genesis[22-23] 0.541 4 0.615 5 0.573 8 0.634 9 0.672 3 0.657 1 0.677 3 0.673 7 0.725 3

GCL[8] 0.523 9 0.577 0 0.551 8 0.623 1 0.657 2 0.646 5 0.675 6 0.682 2 0.713 9

PCL[9] 0.540 0 0.585 6 0.561 8 0.628 8 0.658 4 0.649 6 0.674 2 0.680 7 0.708 8

PPos 0.542 9 0.602 4 0.571 9 0.636 3 0.673 4 0.656 0 0.681 2 0.686 3 0.718 9

Note: 10%, 50%, and 100% refer to the percentages of training samples when the model is finetuned; Dice, P , and R refer to dice
coefficient, average voxel precision, and average voxel recall respectively.
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between slices may not be exactly consistent with the
manually selected partition in GCL or threshold in
PCL. PPos provides an alternative to exploit positional
information more flexibly and therefore avoids such
confusion.

Results on CHD dataset are shown in Table 2. Al-
though the performance is inferior to PCL and GCL
when M = 2, PPos still outperforms other methods
when more training samples are provided. It is no-
table that another pretext-based method Rotation does
not perform well on both datasets, since it is designed
for natural images and does not take medical domain
knowledge into account compared with ours. Besides,
it can be observed that MoCo, PIRL, and SimCLR do
not perform very well and even get lower dice coeffi-
cients than Random when finetuning on M � 10. We
attribute it to the utilization of instance discrimina-

tion in SimCLR, which is not suitable for medical im-
age segmentation and even has an adverse effect on the
performance. By contrast, GCL, PCL, and PPos that
exploit positional information demonstrate an overall
improvement over training from scratch.
3.2.2 Transfer Learning

Results for models pretrained on LargeThick and
finetuned on SmallThin are shown in Table 3. We
find that when transferring to small dataset, PPos can
attain significant gain compared with other methods.
Specifically, the model pretrained by PPos and fine-
tuned on 50% of training samples can achieve higher
dice coefficient than models pretrained by other meth-
ods and finetuned on the whole training set. It reveals
the potential of PPos in transfer learning and indicates
that positional information embodies strong supervi-
sion to pretrain deep learning models.

Table 2 Comparison of different methods pretraining and finetuning on CHD dataset

Method M = 2 M = 10 M = 25 M = 50 M = 72

Random 0.147 ± 0.06 0.549 ± 0.04 0.690 ± 0.04 0.725 ± 0.03 0.757 ± 0.03

Rotation[35] 0.166 ± 0.07 0.507 ± 0.06 0.621 ± 0.05 0.702 ± 0.04 0.740 ± 0.04

MoCo[5] 0.181 ± 0.07 0.516 ± 0.05 0.630 ± 0.06 0.711 ± 0.04 0.745 ± 0.04

PIRL[36] 0.191 ± 0.06 0.535 ± 0.04 0.668 ± 0.05 0.724 ± 0.04 0.752 ± 0.03

SimCLR[4] 0.180 ± 0.07 0.522 ± 0.04 0.640 ± 0.05 0.716 ± 0.04 0.747 ± 0.04

GCL[8] 0.266 ± 0.07 0.601 ± 0.05 0.690 ± 0.03 0.736 ± 0.03 0.760 ± 0.03

PCL[9] 0.296± 0.07 0.609 ± 0.05 0.696 ± 0.05 0.747 ± 0.03 0.769 ± 0.03

PPos 0.241 ± 0.10 0.614± 0.05 0.705± 0.04 0.750± 0.03 0.771± 0.03

Note: the evaluation metric is the mean and standard deviation of dice coefficient; M refers to the number of training samples used
to finetune the model.

Table 3 Comparison of different methods pretraining on LargeThick and finetuning on SmallThin

Method
10% 50% 100%

Dice P R Dice P R Dice P R

Random 0.187 6 0.239 3 0.212 3 0.544 6 0.599 7 0.632 8 0.590 6 0.612 7 0.670 0

Genesis[22-23] 0.235 5 0.294 5 0.249 0 0.553 9 0.704 5 0.578 1 0.596 5 0.594 4 0.650 1

GCL[8] 0.171 0 0.226 9 0.175 7 0.552 0 0.609 0 0.635 1 0.599 3 0.649 2 0.651 6

PCL[9] 0.200 0 0.454 2 0.205 8 0.530 2 0.626 6 0.554 6 0.595 8 0.650 0 0.639 4

PPos 0.270 0 0.325 7 0.302 5 0.627 5 0.706 7 0.679 1 0.631 8 0.698 1 0.667 6

Note: 10%, 50%, and 100% refer to the percentage of training samples when the model is finetuned; Dice, P , and R refer to dice
coefficient, average voxel precision, and average voxel recall respectively.

Table 4 shows the results for models pretrained on
CHD and finetuned on MMWHS. There is a substantial
improvement especially when the number of training
samples is limited for downstream tasks, which demon-
strates the power of direct utilization of positional in-
formation in transfer learning.
3.2.3 Training Overhead

In Table 5, we compare the GPU memory and train-
ing duration that each self-supervised method entails

during pretraining on CHD dataset. It is observed that
PPos needs the least GPU memory and training dura-
tion than other methods. Thus, PPos is more resource-
conserving to pretrain while achieving promising results
for downstream tasks. Furthermore, the simplicity and
lightweight of PPos make it practicable to be viewed
as an auxiliary task and combined with other tasks as
multi-task learning at supervised learning stage, which
we will study and validate in our future work.
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Table 4 Comparison of different methods pretraining on CHD and finetuning on MMWHS

Method M = 2 M = 4 M = 6 M = 10 M = 16

Random 0.510 ± 0.16 0.798 ± 0.05 0.842 ± 0.03 0.881 ± 0.02 0.897 ± 0.01

Rotation[35] 0.401 ± 0.20 0.742 ± 0.09 0.808 ± 0.04 0.861 ± 0.02 0.879 ± 0.02

MoCo[5] 0.410 ± 0.19 0.749 ± 0.07 0.811 ± 0.04 0.867 ± 0.02 0.887 ± 0.01

PIRL[36] 0.419 ± 0.18 0.763 ± 0.08 0.823 ± 0.03 0.874 ± 0.02 0.892 ± 0.01

SimCLR[4] 0.426 ± 0.19 0.757 ± 0.07 0.816 ± 0.04 0.870 ± 0.02 0.890 ± 0.01

GCL[8] 0.548 ± 0.16 0.822 ± 0.03 0.848 ± 0.03 0.879 ± 0.02 0.895 ± 0.01

PCL[9] 0.586 ± 0.12 0.829 ± 0.04 0.854 ± 0.03 0.883 ± 0.02 0.898 ± 0.01

PPos 0.611± 0.13 0.852± 0.05 0.870± 0.02 0.896± 0.01 0.906± 0.01

Note: the evaluation metric is the mean and standard deviation of dice coefficient; M refers to the number of training samples used
to finetune the model.

Table 5 Comparison of GPU memory and train-
ing duration when pretraining on CHD
dataset

Method GPU memory/GB Training duration/h

SimCLR[4] 22.7 19.1

GCL[8] 22.7 19.8

PCL[9] 22.7 18.5

PPos 13.9 13.0

Note: all the methods are pretrained with batch size 32 for 200
epochs on two NVIDIA GeForce GTX 2080Ti GPUs.

3.2.4 Qualitative Comparison
Segmentation results of pulmonary nodules in

LargeThick dataset are visualized in Fig. 2. It is ob-
served that PPos performs well on hard cases with nod-
ules that are either tiny, attached to adjacent tissue, or
visually insignificant, whereas other models may over-
look these nodules. It indicates that the relationship
between positional information and anatomical pat-
terns is favourable for finding the anomalies such as
lung nodules in medical images.

(a) Input

100%

50%

10%

(b) Groundtruth (c) Random (d) Genesis (e) GCL (f) PCL (g) PPos

Fig. 2 Visualization of three samples on LargeThick test set (These masks are produced by models finetuned on 10%, 50%,
and 100% of training samples on LargeThick dataset)

4 Conclusion

In this paper, we propose a novel and simple self-
supervised learning method called PPos. By using
PPos to pretrain DCNNs on unlabeled data, promis-
ing results can be obtained after finetuning for down-
stream tasks. Experiments demonstrate the effective-
ness and competence of PPos compared with other self-
supervised learning methods on four medical image seg-
mentation datasets. It proves that positional informa-

tion is strong supervision for volumetric medical image
segmentation. We hope to extend this method to 3D
settings such as 3D spatial coordinates of 3D patches
and develop new methods of exploiting positional infor-
mation in medical images.
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