
J. Shanghai Jiao Tong Univ. (Sci.), 2022, 27(5): 649-659

https://doi.org/10.1007/s12204-021-2372-7

Game Theory Based Sensor Management in
Reducing Target Threat Level Assessment Risk

PANG Ce∗ (庞 策), SHAN Ganlin (单甘霖)
(Department of Electronic and Optical Engineering, Army Engineering University Shijiazhuang Campus,

Shijiazhuang 050003, China)

© Shanghai Jiao Tong University and Springer-Verlag GmbH Germany, part of Springer Nature 2021

Abstract: Sensor management schemes are calculated to reduce target threat level assessment risk in this paper.
Hidden Markov model and risk theory are combined to build the target threat level model firstly. Then the target
threat level estimation risk is defined. And the sensor management schemes are optimized with the smallest target
threat level assessment risk. What’s more, the game theory is applied to calculate the optimal sensor management
scheme. Some simulations are conducted to prove that the proposed sensor management method is effective.
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0 Introduction

There are various kinds of sensors, such as satellite
and radars, in the space to monitor targets, such as
missiles and aircrafts in the military. Once sensor re-
sources are not made full use of, two defects can oc-
cur. On the one hand, sensor resources may be wasted
when too many sensors are detecting one same target,
and on the other hand, it may bring too much harm
when one target is ignored and no sensors are tracking
it. Thus, sensor management methods are important in
the military to defend coming targets. Sensor manage-
ment can be divided into three kinds, including sensor
management on account of covariance theory[1-3], sen-
sor management on account of information theory[4-6],
and sensor management on account of risk theory[7-9].
In the mentioned three kinds of sensor management
methods, target tracking performance is taken into ac-
count firstly in the first two kinds of method, no matter
how much sensor resources have been used. However,
in risk-based sensor resource management method, the
sensor resource wasting risk and the target tracking risk
are measured at the same time. That is to say, in the
third sensor management method, if all sensor resources
have been applied to track one target, but it cannot
meet the tracking requirement, no sensors will be used
to protect and save sensor resources.

After sensor management has been changed into a
mathematic problem and sensor management models
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have been built, the most important event will obtain
sensor management schemes based on sensor manage-
ment models. There are usually two kinds of algorithms
to calculate sensor management schemes, and they are
centralization algorithms and distribution algorithms.
As for centralization algorithms, the sensor manage-
ment scheme is produced in a calculation center. The
branch threshold algorithm has been used to obtain sen-
sor management scheme in Refs. [10] and [11]. Refer-
ence [12] adopted the Hungary algorithm to seek for
the best sensor management scheme. What’s more, ar-
tificial intelligence algorithms represented by particle
swarm optimization (PSO) algorithm, have been ap-
plied to calculate the optimal solution in sensor man-
agement. The advantage of centralization algorithm is
mainly the high calculation accuracy at the sacrifice of
communication pressure. As for the distribution algo-
rithm, each single sensor can be seen as a calculation
point. The sensor allocation process is seen as the auc-
tion process and the auction algorithm is applied to
calculate the optimal solution in Ref. [13]. In Refs. [14]
and [15], the contract net algorithm is applied to ob-
tain the best solution. Different form the centralization
algorithms, the advantage of distribution algorithm is
the fast calculation speed. Its solution may not be the
global optimization, but the local optimization. How to
improve the solution quality and keep the high calcu-
lation speed in distribution algorithms has been a hot
research topic.

In target tracking, target threat levels must be de-
fined, which is called target threat level estimation. In
the former researches, sensor management is seldom
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analyzed in target threat level estimation. Obviously,
risk occurs once the target is taken as the wrong threat
level. For example, a target with a high threat level is
regarded as a target with a low threat level, and the de-
fensed objective may be destroyed. So target threat as-
sessment risk must be reduced in target tracking[17-18].

In this paper, the target threat level assessment
model is built based on hidden Markov model (HMM)
and risk theory. Then the target threat level assessment
risk is defined, and the sensor management model is
built to reduce target threat level assessment. What’s
more, the game theory is applied to calculate the opti-
mal sensor management scheme. Some simulations are
made to prove the effectiveness of the proposed sensor
management method.

1 Problems Formulation

When targets move, their motion states estimated
through expended Kalman filter (EKF) or interac-
tive multiple mode filter (IMM) obey the distribution
N(X̂k|k, P̂k|k)[18], where the variable X̂k|k = (pt

k, vt
k) =

(xt
k, ẋt

k, yt
k, ẏt

k)T denotes the motion state of target t at
time instant k, and the matrix P̂k|k denotes the covari-
ance matrix.

The threat of targets is usually taken as a function
of the targets’ motion states. For example, it can be
calculated by Ref. [18]:

fthreat(X̂k|k) =

exp

⎛
⎜⎝ −[(xt

k − x0)2 + (yt
k − y0)2]

2
(
1 − θ(pt

k, vt
k)

π

)2

(k0‖vt
k‖ + m0)2

⎞
⎟⎠ , (1)

where, (x0, y0) is the coordinate of our defensed center;
θ(pt

k, vt
k) is the azimuth angle of the target; k0 and m0

are the constants.
When N(X̂k|k, P̂k|k) is used to calculate the threat

value of a target, the estimation of threat should not
be a precise value, but obeys some mathematical distri-
butions. To simplify the model but still effectively, the
threat of a target is related to its distance to the defense
center and velocity. The transmission from the target
motion state to the threat value is shown in Fig. 1. Ob-
viously, if only X̂k|k is used to estimate the threat value
as before, there may be some errors which can be seen
from Fig. 1. However, the threat equation is a nonlin-
ear function of the motion states, and the distribution
is difficult to obtain by mathematical deduction. In
Ref. [16], sampling is used to calculate the variance of
the threat distribution with large calculation, and the
objective of sensor scheduling is just to make the es-
timation of target threat more precise by minimizing
the variance. However, in this method, the calculation
amount is too large to calculate in time.
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Fig. 1 Demonstration of threat distribution

2 System Model

In this section, to avoid the defects mentioned in Sec-
tion 1, a target threat level based on HMM[19] is pro-
posed first. Based on that, a sensor scheduling model
is built to minimize the risk value in the target threat
estimation.
2.1 Target Threat Level Information State

Model Based on HMM
In this paper, the threat value of target t at time in-

stant k is divided to three levels, and represented by the
variable θt

k, where θt
k = 1 denotes the low threat, θt

k = 2
denotes the medium threat, and θt

k = 3 denotes the high
threat. The matrix Et

k = (et
k(1), et

k(2), et
k(3))T denotes

the information state of target t’s threat at time instant
k, where et

k(i) = P (θt
k = i) denotes the probability of

the event that there is θt
k = i.

The information state of target threat is regarded as
Markov chain. The information state Et

k transmits to
Et

k+1 from time instant k to k + 1 according to the
transmission matrix:

At = [at
ij ]3×3 = [P (et

k+1 = j|et
k = i)]3×3, (2)

where at
ij = P (et

k+1 = j|et
k = i) denotes the probability

of et
k+1 = j when et

k = i. In this paper, all targets share
the same transmission matrix.

The variable dt
k is noted as the distance between the

target t and the defensed center at time instant k, and
is divided into three kinds, where dt

k = 1 denotes the
near distance, dt

k = 2 denotes the medium distance, and
dt

k = 3 denotes the far distance. Similarly, the variable
vt

k denotes the target t’s velocity with three levels, and
there are vt

k = 1, vt
k = 2 and vt

k = 3 respectively.
At time instant k + 1, the observation values on the

distance and velocity are noted as ow
k+1, w ∈ {v, d}. The

observation matrix is

Bw
l = [bw

l,ij ]3×3 =

[P (otw
k+1 = l|et

k = i, et
k+1 = j)]3×3, (3)

w ∈ {v, d}, l ∈ {1, 2, 3},
where bw

l,ij = P (otw
k+1 = l|ek = i, ek+1 = j) denotes that

the observation of variables is otw
k+1 = l at time instant
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k + 1 when et
k+1 = j and et

k = i. In this paper, all
sensors share the same observation matrix.

At time instant k, the estimation of Et
k can be rep-

resented by

Êt
k|k = (êt

k|k(1), êt
k|k(2), êt

k|k(3))T, (4)

where êt
k|k(i) = P (θ̂t

k|k = i|Otv
1:k, Otd

1:k) is the con-

ditional probability of θ̂t
k|k = i on the condition of

velocity and distance observation sequences Otv
1:k =

{otv
1 , otv

2 , · · · , otv
k } and Otd

1:k = {otd
1 , otd

2 , · · · , otd
k }.

The prediction of Ek+1 at time instant k can be cal-
culated by

Ēt
k+1|k = (ēt

k+1|k(1), ēt
k+1|k(2), ēt

k+1|k(3))T =
(

3∑
i=1

êt
k|k(1)at

i,1,

3∑
i=1

êt
k|k(2)at

i,2,

3∑
i=1

êt
k|k(3)at

i,3

)T

. (5)

At time instant k + 1, once the observation otv
k+1

and otd
k+1 are obtained, based on Bayesian theory, the

Êt
k+1|k+1 can be updated by

Êt
k+1|k+1 =

(êt
k+1|k+1(1), êt

k+1|k+1(2), êt
k+1|k+1(3))T, (6)

êt
k+1|k+1(j) = P (θ̂t

k+1|k+1 = j|êt
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P (Otv
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td
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k+1, o
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k|k)P (θ̂t

k+1 = j|êt
k|k)
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k+1, o

td
k+1|êt

k|k)
=

P (otv
k+1, o

td
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k|k)P (θ̂t

k+1 = j|êt
k|k)
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m=1

P (otv
k+1, o

td
k+1|θt

k+1 = m, êt
k|k)

=

3∑
i=1

êt
k|k(i)at

i,jb
tv
i,j,ov

k+1
btd
i,j,od

k+1

3∑
i=1

3∑
m=1

êt
k|k(i)ai,mbtv

i,m,ov
k+1

btd
i,m,od

k+1

. (7)

2.2 Information Fusion Based on Evidence
Theory

At k + 1 instant, if there are nk+1 targets detecting
target t at the same time, the information fusion rule[20]

is

e∗,t
k+1|k+1(w) = M⊕(A) =
∑

A1∩A2∩···∩
An(k+1)=A

M1(A1)M2(A2) · · ·Mn(k+1)(An(k+1))

1 − K
, (8)

A ∈ {1, 2, 3},

K =
∑

A1∩A2∩···∩
Ank+1=∅

M1(A1)M2(A2) · · ·Mnk+1(Ank+1), (9)

where the variable K is the conflicting probability be-
tween different evidences and it shows the conflicting
degree between evidences.

The fusion result can be denoted as

Ê∗,t
k+1|k+1 =

(ê∗,t
k+1|k+1(1), ê∗,t

k+1|k+1(2), ê∗,t
k+1|k+1(3))T,

where the element ê∗,t
k+1|k+1(j), j ∈ {1, 2, 3} is calcu-

lated by Eq. (8).
2.3 Target Threat Level Model Based on Risk

Theory
The matrix

CM =

1 2 3

1

2

3

⎡
⎢⎢⎣

0 c12 c13

c21 0 c23

c31 c32 0

⎤
⎥⎥⎦

,

is the cost matrix. Its row represents the true threat
level of target t, and its column stands for the estima-
tion; the variable cf,g stands for the cost when the true
value is f while the estimation is g; in this paper, there
is

CM =

1 2 3

1

2

3

⎡
⎢⎢⎣

0 1 2

2 0 1

3 2 0

⎤
⎥⎥⎦

.

If when the threat level of target t is estimated ac-
cording to the observations from sensor si, the estima-
tion is θ̂i,j

k+1|k+1 = g with the risk value

ri,t
k+1(g) =

3∑
f=1

cf,g ê
t
k+1|k+1(f),

where the variable êt
k+1|k+1(f) is the element of the set

Êt
k+1|k+1 in Eq. (6). The detection risk in the estima-

tion of the target threat level of target t is defined as

ri,t
k+1 = min{ri,t

k+1(1), ri,t
k+1(2), ri,t

k+1(3)},
and the estimation result of the threat level of target t
is seen as

θ̂i,t
k+1 = arg ri,t

k+1.

When two or more sensors are detecting the same one
target meanwhile, the estimation is

θ̂i,j
k+1|k+1 = g,
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with the risk value

ri,t
k+1(g) =

3∑
f=1

cf,gê
∗
k+1|k+1(f),

where the variable ê∗,t
k+1|k+1(f) is the element of the set

Ê∗,t
k+1|k+1 which is the fusion result from the evidence

theory (Eqs. (8) and (9)). The detection risk in the
estimation of the target threat level of target t is defined
as

r∗,t
k+1 = min{r∗,t

k+1(1), r∗,t
k+1(2), r∗,t

k+1(3)},

and the estimation result of the threat level of target t
is seen as

θ̂∗,t
k+1 = arg r∗,t

k+1.

3 Sensor Scheduling Model in Target
Threat Level Assessment

3.1 Local Risk Function Model
At time instant k+1, sensor si is used to detect target

tj , the local risk value in sensor si is defined as Ri,j
k+1,

and its calculation method is

Ri,j
k+1 = τ i

k+1 + ri,j
k+1 = pi

k+1c
i
s + ri,j

k+1, (10)

where, the variable τ i
k+1 is the radiation interception

risk when sensor si emits radiation to detect target tj at
time instant k+1; the variable ci

s is the cost due to the
interception and it is equal to the importance degree of
the sensor; the variable pj

k+1 is the sensor interception
probability in an observation interval of sensor si, and
the calculation method is introduced in Ref. [21]; the
variable ri,j

k+1 is the estimation risk in the threat level
from sensor si, and the calculation method can be seen
in Section 2.
3.2 Global Risk Function Model

When m sensors are applied to detect n targets, at
time instant k + 1, the sensor scheduling can be seen
as an m × nUk+1, where when there is ui,j

k+1 = 1, the
sensor si is used to detect target tj at time instant k+1,
or when there is ui,j

k+1 = 0, the sensor si is not used to
detect target tj at time instant k + 1.

The optimal sensor scheduling scheme is the scheme
with the minimum risk value and it can be seen as the
following objective function:

min

⎧⎨
⎩

m∑
i=1

n∑
j=1

ui,j
k+1p

i
k+1c

i
s +

n∑
j=1

r∗,j
k+1

⎫⎬
⎭ , (11)

where the variable r∗,j
k+1 is the estimation risk when mul-

tiple sensors are detecting the target tj at the same time

to estimate its threat level, and there is

r∗,j
k+1 = min{r∗,j

k+1(1), r∗,j
k+1(2), r∗,j

k+1(3)} =

min

{
3∑

f=1

cf,1ê
∗,j
k+1|k+1(f),

3∑
f=1

cf,2ê
∗,j
k+1|k+1(f),

3∑
f=1

cf,3ê
∗,j
k+1|k+1(f)

}
,

where the variable ê∗k+1|k+1(f) is the element of the set

Ê∗t
k+1|k+1 which is the fusion result from the evidence

theory (Eqs. (8) and (9)).
The objective function subjects to:
(1) Each target is detected by one sensor at least and

there is
m∑

i=1

ui,j
k � 1.

(2) Each sensor can detect Δ targets mostly at the
same time; that is to say, for sensor si, if it can detect Δi

targets mostly at the same time, then there is
m∑

j=1

ui,j
k �

Δi.
3.3 Approximate Solution of Model

At time instant k, there is no observations of targets
at time instant k + 1, and when calculating the sensor
scheduling scheme, the prediction is taken place of the
observation. At time instant k, the predicted probabil-
ity that the observation is l of target t at time instant
k + 1 can be calculated by

ow
k+1(l) =

3∑
j=1

3∑
i=1

ê∗,t
k|k(i)ai,jb

w
i,j,l, (12)

w ∈ {v, d}, l ∈ {1, 2, 3},
where ê∗,t

k|k(i) belongs to the set.
At time instant k + 1, the target t is detected, and

the mean probability that the target threat level is j
can be calculated by

Mean(êt
k+1|k+1(j)) =

3∑
h=1

3∑
l=1

[ov
k+1(h)od

k+1(l)]×

3∑
i=1

ê∗,t
k|k(i)ai,jb

v
i,j,ot,v

k+1
bd
i,j,ot,d

k+1

3∑
i=1

3∑
m=1

ê∗,t
k|k(i)ai,mbv

i,m,ov
k+1

bd
i,m,od

k+1

= ēt
k+1|k(j), (13)

where Mean(·) is the calculation of mean value, and the
calculation result is

Ēt
k+1|k = (ēt

k+1|k(1), ēt
k+1|k(2), ēt

k+1|k(3))T.

The mean value of the risk can be calculated by

Mean(rt
k+1(j)) =

3∑
i=1

cijMean(êk+1|k+1(i)).
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The mean value of the risk value is defined as

Mean{r̄i
k+1} = min{Mean(rt

k+1(1)), Mean(rt
k+1(2)),

Mean(rt
k+1(3))}.

Therefore, there is the local risk value in Eq. (1) pre-
dicted as

R̄t
k+1 = pi

kci
s + Mean(r̄t

k+1). (14)

The overall objective function in Eq. (11) can be
changed into

min

{
m∑

i=1

m∑
i=j

ui,j
k+1p

i
k+1c

i
s +

n∑
j=1

Mean(r̄t
k+1)

}
. (15)

4 Optimization Algorithm Based on
Game Theory

A distributed optimization algorithm based on the
game theory is proposed in this paper. The basic idea
is to regard the process of multi-sensor multi-target al-
location as a process of gaming[22] between sensors, and
the problem of global risk function optimization is re-
garded as a problem of a single sensor local risk function
optimization. When the local risk optimal function val-
ues of each sensor get to the best points, the global risk
can achieve the optimal function values.
4.1 Sensor Gaming Model

In the process of sensor gaming, when the sensor
group used to detect target t is built, there are two
strategies that each sensor can select, and they are: C
(which stands for “cooperative”) and D (which stands
for “non-cooperative”), where C stands for the cooper-
ative strategy that the sensor is used to detect target t,
and D stands for the non-cooperative strategy that the
sensor refuses to detect target t.

In the gaming model, the sensor sa and sensor sb

are the gaming players. When there is sa = si, that
is to say, the local risk value is calculated from the
perspective of sensor sa, the variable sb stands for the
sensor group of all sensors in the sensor network except
the sensor sa, and there is sb = {s1, s2, · · · , sm} − sa,
called the “virtual sensor”. As any one from sb detects
target t, it can be seen that the sensor group sb adopts
to the strategy C. When all sensors from sb adopt to
the strategy D, it can be seen that the sensor group sb

adopts to the strategy D.
When sensor sa and sensor sb are gaming at time

instant k + 1, four cases in the perspective of sensor sa

are as follows:
(1) When sensor sb is adopting to strategy C, sen-

sor sa also adopts to strategy C; its local risk value
is Ra,t

k+1|k+1 = pi
k+1c

i
s + r∗,t

k+1|k+1, where the variable

r∗,t
k+1|k+1 is the estimation risk when both sensor sa and

sensor sb are both detecting target t; there is

r∗,t
k+1|k+1 =min{r∗,t

k+1|k+1(1), r∗,t
k+1|k+1(2), r∗,t

k+1|k+1(3)}=

min

{
3∑

f=1

cf,1ê
∗
k+1|k+1(f),

3∑
f=1

cf,2ê
∗
k+1|k+1(f),

3∑
f=1

cf,3ê
∗
k+1|k+1(f)

}
,

where there is

ê∗k+1|k+1(f) ∈ Ê∗,t
k+1|k+1 =

(ê∗,t
k+1|k+1(1), ê∗,t

k+1|k+1(2), ê∗,t
k+1|k+1(3))T,

which is the fusion result from the evidence theory
(Eqs. (8) and (9)).

(2) When sensor sb is adopting to strategy C, sensor
sa adopts to strategy D, and sensor sa till obtains infor-
mation about the target through communication after
sensor sb detects the target and transmits the informa-
tion to sensor sa. At this time, the local risk value of
sensor sa can be defined as Ra,t

k+1|k+1 = rb,t
k+1|k+1, where

the variable rb,t
k+1|k+1 is the estimation risk value when

only sensor sb is used to detect target t.
(3) When sensor sb is adopting to strategy D, sensor

sa adopts to strategy C, and the local risk value of sen-
sor sa is defined as Ra,t

k+1|k+1 = pa
k+1c

a
s+ra,t

k+1|k+1, where

the variable ra,t
k+1|k+1 is the estimation value when only

sensor sa is used to detect target t.
(4) When sensor sb is adopting to strategy D, sen-

sor sa also adopts to strategy D. At this time, the con-
straint 1 in Section 3.2 is not satisfied, and assume that
there is Ra,t

k+1|k+1 = η, where the variable η is a con-
stant, and is too bigger than any values in the three
cases above in order to ensure that each target can be
detected when the game is over.

Through the above analysis, the gaming matrix of
sensor sb is

C D

C

D

[
pi

k+1c
i
s + r∗,t

k+1|k+1 pa
k+1c

a
s + ra,t

k+1|k+1

rb,t
k+1|k+1 η

]
, (16)

where the row is the gaming strategy of sensor sa, and
the column is the gaming strategy of sensor sb.
4.2 Game Strategy Updating Rules Based on

Optimal Response Dynamics
The gaming strategy of each sensor is adjusted by

the optimal response dynamic theory. The learning and
strategy adjustment mode described by the optimal re-
sponse dynamic is that the gaming players can compare
and evaluate different strategy results, then adjust their
own strategies accordingly. In other words, given the
previous game outcomes, each player is able to find and
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adopt the best response strategy for the other players
in the previous gaming.

Denote the sequence {1, 2, · · · , f, · · · , F} as the gam-
ing process.

At the fth time gaming, for sensor sa, assume that
the number of sensors playing with sensor sa and adopt-
ing to strategy C is xa(f), where the value of xa(f) is
0 or 1. Therefore, the number of sensors playing with
sensor sa and adopting to strategy D is 1−xa(f), whose
value may be also 0 or 1.

At the fth time gaming, the risk value when sensor
sa adopts to strategy C is

qa(C) = xa(f)(pi
k+1c

i
s + r∗,t

k+1|k+1)+

(1 − xa(f))(pa
k+1c

a
s + ra,t

k+1|k+1). (17)

At the fth time gaming, the risk value when sensor
sa adopts to strategy D is

qa(D) = xa(f)rb,t
k+1|k+1 + η(1 − xa(f)). (18)

Comparing the value of qa(C) and the value of qa(D),
the strategy with lower risk vale is selected as the gam-
ing strategy at the (f + 1)th time gaming.

(1) When there is xa(f) = 0, there must be qa(C) =
(pa

k+1c
a
s + ra,t

k+1|k+1) < qa(D) = η, and sensor sa must
adopt to strategy C at the (f + 1)th time gaming.
Therefore, there is (C, D) which is the Nash equilib-
rium in order to ensure that each target is detected by
one sensor at least.

(2) When there is xa(f) = 1, there are qa(C) =
pi

k+1c
i
s+r∗,t

k+1|k+1 and qa(D) = rb,t
k+1|k+1. For the reason

that the value of qa(C) and the value of qa(D) cannot be
compared in theory, there are two kinds of Nash equi-
librium and they are (C, C) and (C, D). When there
is pi

k+1c
i
s + r∗,t

k+1|k+1 > rb,t
k+1|k+1, sensor sa can adopt

to strategy D at the (f + 1)th time gaming, and when
there is pi

k+1c
i
s + r∗,t

k+1|k+1 < rb,t
k+1|k+1, sensor sa can

adopt to strategy C at the (f + 1)th time gaming.
4.3 Calculation Steps

The distributed optimization algorithm based on
game theory is adopted to determine the sensor group
detect target t. The number of sensors is m. Denote
the variable f as the gaming time of sensors. De-
note the variable G(1) = {g1(1), g2(1), · · · , gm(1)} as
the set of sensors’ gaming strategies. Denote the vari-
able Q(f) = {q1(f), q2(f), · · · , qm(f)} as the set of sen-
sors’ local risk values. Denote the variable Z(f) =
{z1(f), z2(f), · · · , zm(f)} as the set of the sensor’ gam-
ing matrixes.

The calculation steps are as follows:
Algorithm initialization: At time f = 1, the

gaming strategy set of m sensors is G(1) =
{g1(1), g2(1), · · · , gm(1)}.

Step 1 At the fth gaming time, calculate the
predicted information states of targets according to

Eqs. (12) and (13), and the result is Ēt
k+1|k =

(ēt
k+1|k(1), ēt

k+1|k(2), ēt
k+1|k(3))T.

Step 2 Calculate the local estimation risk values of
sensors Q(f) = {q1(f), q2(f), · · · , qm(f)} according to
Eq. (14).

Step 3 Sensors calculate their gaming ma-
trixes Z(f) = {z1(f), z2(f), · · · , zm(f)} according to
Eq. (16).

Step 4 Sensors adjust their gaming strategies ac-
cording to the rule of the optimal response dynamics.
That is to say, each sensor obtains the original coordi-
nates and velocities of targets which are shown in Table
1. The velocity is divided into three kinds: low veloc-
ity (0—5 km/min), medium velocity (5—10km/min)
and high velocity (> 10km/min). The distance of tar-
gets and sensors is divided into three kinds: near (0—
200km), medium (200—400km) and far (> 400 km).

Table 1 Information of target states

Target Original coordinates/km Velocity/(km · min−1)

1 (400, 0) (2, 0)

2 (400, 400) (−9,−9)

3 (0, 500) (0,−4)

4 (−400, 0) (4, 0)

5 (−400,−400) (12, 12)

6 (300,−300) (−4, 5)

Sensors’ gaming strategy set G(f) compares the two
predicted cases where it adopts to the strategy C and
the strategy D according to Eqs. (17) and (18) to make
a decision whether it takes in the C strategy or the
strategy D at the (f + 1)th gaming time. The calcu-
lation result is noted as the set G(f + 1) = {g1(f +
1), g2(f + 1), · · · , gm(f + 1)}.

Step 5 Judge if the final iteration time is achieved.
If not, set f = f + 1 and go back to Step 2; otherwise,
end the iteration.

The calculation map can be shown in Fig. 2.
In the multi-sensor multi-target allocation, the sen-

sor groups of n targets are carried out at the same
time, and when all gaming and allocation processes are
completed, the sensor management scheme Uk+1 is ob-
tained.

5 Simulations

In simulation situation, there are 3 sensors
{s1, s2, s3} used to detect target, and their coordinates
are: (50, 0) km, (0,−50) km and (−50, 0) km. Their
radiation interception probabilities in an observation
internal are 0.05, 0.04 and 0.01. The importance de-
grees of sensors are 1, 2 and 3. Each sensor can detect
5 targets mostly at the same time.

There are 6 targets {t1, t2, t3, t4, t5, t6} needed to be
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Algorithm initialization

f th gaming time

Calculate the predicted information states
of targets according to Eqs. (12) and (13)

Calculate the local estimation risk values
of sensors according to Eq. (14)

Sensors calculate their gaming
matrixes according to Eq. (16)

Y

N

G(f+1)

Z(f )

Q(f )

E

Sensors adjust their gaming strategies according
to the rule of the optimal response dynamics

Judge if the final
iteration time is achieved 

End the calculation

f=1,G(1),Q(1),Z(1)

k=k+1

t
k+1|k

Fig. 2 Algorithm Process

detected, and they move approximately along straight
lines.

The combat situation is seen in Fig. 3.

The transition matrix of target threat level is set to

A =

⎡
⎢⎢⎣
0.6 0.3 0.1

0.3 0.5 0.2

0.1 0.2 0.7

⎤
⎥⎥⎦.

At time instant k = 0, the original threat levels of

Target
Center

500

300

100

−100

−300

s1
s2

s2

s1s3

s3

−500 −300 −100 100 300 500
x/km

y/
km

Fig. 3 Sketch of Combat Situation

targets are set to

Ê1
0 = (0.1, 0.5, 0.4)T,

Ê2
0 = (0.1, 0.5, 0.4)T,

Ê3
0 = (0.1, 0.5, 0.4)T,

Ê4
0 = (0.1, 0.5, 0.4)T,

Ê5
0 = (0.1, 0.5, 0.4)T,

Ê6
0 = (0.1, 0.5, 0.4)T.

5.1 Simulation on the Gaming Process
Taking tracking target t4 as an example, the gaming

process of sensors is shown in Fig. 4.
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Fig. 4 Game process of sensors

Figure 4(a) shows the changes of targets’ strategies in
gaming. At the end of the gaming, sensor s2 and sensor
s3 have taken the cooperation strategy C, and sensor s1

has adopted to the non-cooperation strategy D, which
indicates that sensor s2 and sensor s3 are allocated to
target t4, and sensor s1 refused to track the target.
Figure 4(b) shows the changes of sensors’ risk values
in gaming. When the gaming ends, the risk values of
sensors will not change and all sensors have found their
most suitable gaming strategies.
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5.2 Simulations on Sensor-Target Allocation
In the optimization algorithms, compared with the

distributed algorithm, the centralized algorithm has
better solution quality, but more time consumption.
And the Hungary algorithm can find the theoretical
optimization. Thus this paper compares the proposed
game-based algorithm with other distributed algorithm
to show its fast convergence rate, and with central-
ized algorithm to check it solution quality. For the
distributed algorithm, we use the auction algorithm to
compare, and for the centralized algorithm, we use the
artificial bee colony algorithm, the PSO algorithm, and
the Hungary algorithm.

The proposed game-based algorithm (Algorithm 1),
auction algorithm (Algorithm 2), artificial bee colony
algorithm (Algorithm 3), PSO algorithm (Algorithm
4), and Hungary algorithm (Algorithm 5) were used to
calculate the sensor management schemes respectively.

The parameters of algorithms are given in Table 2.

Table 2 Parameters of algorithms

Algorithm
Iteration

times
Others

Algorithm 1 20 All sensors take in strategy D,
and the number of sensors par-
ticipating in the gaming is 3

Algorithm 2 20 The number of sensors partici-
pating in the auction is 3

Algorithm 3 50 Total number of bees is 30, and
the minimum iteration times in
a local optimization are 10

Algorithm 4 50 Total number of particles is 30

Algorithm 5 — —

Here, 100 Monte Carlo experiments are con-
ducted. The algorithm iteration processes are shown in
Fig. 5.
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Fig. 5 Comparison of different algorithms in sensor-target
allocation

In the process of calculation, the running time of

the algorithm is recorded as: the game-based algo-
rithm proposed in this paper (22.78 s), the auction al-
gorithm (24.92 s), the artificial bee colony algorithm
(52.14 s), the PSO algorithm (68.23 s), and Hungary
algorithm (72.12 s), respectively. The game-based algo-
rithm proposed in this paper and the auction algorithm
are distributed algorithms, and have faster computing
speed, but the game-based algorithm even outperforms
the auction algorithm on convergence rate and solution
quality. The artificial bee colony algorithm, the PSO al-
gorithm and the Hungary algorithm belong to the cen-
tralized algorithm, and their calculation time is longer;
especially, the artificial bee colony algorithm has struck
into a local optimal solution. While the solution quality
of the Hungary optimization algorithm is the best and
the theoretical optimization, but its computation time
is more than 1 min which is the observation period; so
under the high real-time situation of battlefield, the al-
gorithm cannot run effectively. The PSO algorithm has
the same problem.

Above all, the game-based algorithm proposed in this
paper has the best performance in terms of the solution
speed and quality as well as the adaptability to the
battlefield conditions.
5.3 Simulation on Target Detection

The game-based algorithm proposed in this paper,
the auction algorithm, the artificial bee colony al-
gorithm, the POS algorithm and the Hungary algo-
rithm are used to calculate sensor management schemes
within 0—50 observation intervals respectively. When
the observation interval is 1min, the iterative processes
of the algorithms are shown in Fig. 6.
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Fig. 6 Comparison of different algorithms in target detec-
tion when observation interval is 1min

The game-based algorithm proposed in this paper,
the auction algorithm, the artificial bee colony al-
gorithm, the particle swarm optimization algorithm
and the Hungary algorithm are used to calculate sen-
sor management schemes within 0—50 observation
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intervals respectively. When the observation interval is
30 s, the iterative processes of the algorithms are shown
in Fig. 7.
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Fig. 7 Comparison of different algorithms in target detec-
tion when observation interval is 30 s

In Fig. 6, the algorithm proposed in this paper main-
tains a good solution quality in the whole time period.
Although its solution quality at some moments is not
as good as that of the Hungary algorithm, its strong
distributed computing ability can greatly conserve the
computing time. In Fig. 7, when the time interval be-
comes shorter, the operational situation tends to be ur-
gent and changes rapidly, and the solution quality of the
algorithm in this paper is at the optimal level. The cen-
tralized algorithm loses its computing advantage under
the limitation of time, for the reason that they consume
more time to obtain the optimization, while the algo-
rithm in this paper can still process a greater advantage,
with the advantage of a fast convergence rate.
5.4 Comparisons of Different Threat Assess-

ment Methods
5.4.1 Simulations on Threat Level Assessment

At time instant k = 0, there is Ê3
0 = (0.3, 0.3, 0.4)T.

At time instant k = 1, sensor s2 is used to detect target
t3, and the observations are Ov

1 = 1, Od
1 = 1 and Oc

1 =
3, The observation matrix of sensor s1 is

Bv
1 =⎧⎪⎪⎨
⎪⎪⎩

⎡
⎢⎢⎣
0.5 0.2 0.3

0.2 0.7 0.1

0.8 0.1 0.1

⎤
⎥⎥⎦ ,

⎡
⎢⎢⎣
0.2 0.6 0.2

0.1 0.6 0.3

0.1 0.4 0.5

⎤
⎥⎥⎦ ,

⎡
⎢⎢⎣

0.1 0.1 0.8

0.1 0.4 0.5

0.2 0.2 0.6

⎤
⎥⎥⎦

⎫⎪⎪⎬
⎪⎪⎭

,

Bd
1 =⎧⎪⎪⎨
⎪⎪⎩

⎡
⎢⎢⎣
0.5 0.2 0.3

0.2 0.7 0.1

0.8 0.1 0.1

⎤
⎥⎥⎦ ,

⎡
⎢⎢⎣
0.2 0.6 0.2

0.1 0.6 0.3

0.1 0.4 0.5

⎤
⎥⎥⎦ ,

⎡
⎢⎢⎣

0.1 0.1 0.8

0.1 0.4 0.5

0.2 0.2 0.6

⎤
⎥⎥⎦

⎫⎪⎪⎬
⎪⎪⎭

,

Bc
1 =⎧⎪⎪⎨
⎪⎪⎩

⎡
⎢⎢⎣

0.5 0.2 0.3

0.2 0.7 0.1

0.8 0.1 0.1

⎤
⎥⎥⎦ ,

⎡
⎢⎢⎣

0.2 0.6 0.2

0.1 0.6 0.3

0.1 0.4 0.5

⎤
⎥⎥⎦ ,

⎡
⎢⎢⎣

0.1 0.1 0.8

0.1 0.4 0.5

0.2 0.2 0.6

⎤
⎥⎥⎦

⎫⎪⎪⎬
⎪⎪⎭

.

The target threat level states are estimated as

ê1|1(1) =
3∑

i=1

ê0|0(i)ai,1b
v
i,1,ov

k+1
bd
i,1,od

k+1
bc
i,1,oc

k+1

3∑
i=1

3∑
m=1

ê0|0(i)ai,mbv
i,m,ov

k+1
bd
i,m,od

k+1
bv
i,m,oc

k+1

= 0.66,

ê1|1(2) =
3∑

i=1

ê0|0(i)ai,2b
v
i,2,ov

k+1
bd
i,2,od

k+1
bc
i,2,oc

k+1

3∑
i=1

3∑
m=1

ê0|0(i)ai,mbv
i,m,ov

k+1
bd
i,m,od

k+1
bv
i,m,oc

k+1

= 0.12,

ê1|1(3) =
3∑

i=1

ê0|0(i)ai,3b
v
i,3,ov

k+1
bd
i,3,od

k+1
bc
i,3,oc

k+1

3∑
i=1

3∑
m=1

ê0|0(i)ai,mbv
i,m,ov

k+1
bd
i,m,od

k+1
bv
i,m,oc

k+1

= 0.22.

When the risk levels of the target are 1, 2 and 3, the
risk values are

r1,3
t,1 (1) =

3∑
f=1

cf,1ê1|1(f) = 0.56,

r1,3
t,1 (1) =

3∑
f=1

cf,2ê1|1(f) = 1.10,

r1,3
t,1 (3) =

3∑
f=1

cf,3ê1|1(f) = 1.44.

Then the estimation of the target threat level is 1.
5.4.2 Comparisons of Threat Level Estimation Meth-

ods
The actual target threat degree values are calculated

by Eq. (1). The relationship of target threat degree and
the threat level should be defined first, and there is:
when there is fthreat(Xk) ∈ (0, 1/3), the threat level is
“1”; when there is fthreat(Xk) ∈ (1/3, 2/3), the threat
level is “2”; when there is fthreat(Xk) ∈ (2/3, 1), the
threat level is “3”.

The differences between the target threat assessment
methods in Ref. [17] and the method proposed in this
paper are compared. Within 0—106 s, the change of
target threat level and threat degree over time is shown
in Fig. 8.
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Fig. 8 Comparisons of different threat-estimation methods

As the motion state of target obeys the Gaussian dis-
tribution N(X̂k|k, P̂k|k), the threat value calculated us-
ing the estimated target motion state through the tar-
get threat degree model should also approximately obey
the distribution of the Gaussian distribution rather
than an accurate value in fact. At this point, there
must exist errors if only the mean value of the motion
state is used to calculate the threat degree. In addition,
the threat degree model in Ref. [17] obviously even did
not consider the influence of the target classification on
the target threat degrees, which increases the uncer-
tainty of threat judgment.

However, using the threat level based on HMM and
proposed in this paper as the criterion to judge the
threat level of target can eliminate the estimation inac-
curacy caused by measurement error and model error
to a large extent. The reason is that the target threat
level model based on HMM estimates the states of tar-
get not only depending on the observation, but also on
the acquired knowledge, and allows that the observa-
tion is inaccurate. It doesn’t concentrate on the specific
values of threat degree, but the threat level directly,
avoiding transmitting the observation error and model
error from the target’s motion states to the threat level
twice, which is from the target’ motion states to the
threat degree, and from the target threat degree to the
target threat level finally.

6 Conclusion

To reduce the observation error and model error in
previous threat estimation models, this paper proposes
a target threat level model based on HMM. First, the
model of target threat level based on HMM and risk
theory is established. Second, the local risk model and
global risk model of sensor management are established
to achieve the minimum risk of target threat level as-

sessment and sensor radiation interception risk. Then a
distributed optimization algorithm based on game the-
ory is proposed to obtain sensor scheduling schemes
from the sensor scheduling model. Finally, simulations
are implemented and the results show that compared
with the previous distributed algorithm and central-
ized algorithm; the game-based algorithm proposed in
this paper has a faster calculation speed and solutions
of higher quality. Compared with the previous target
threat degree assessment model, the proposed threat
level assessment method in this paper can effectively
eliminate the observation error and model error, and
make effective estimations of target threat level. The
threat level assessment method proposed in this paper
is based on the prior information, and the accuracy of
the prior information directly affects the final result of
estimation. How to obtain the prior information which
is much closer to the reality and make the model more
accurate will be the next research direction.
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