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Abstract: In cellular networks, cooperative relaying is an economic and promising way to enlarge the network
capacity and coverage. In the case that multiple users and multiple relays are taken into account, efficient resource
allocation is important in such networks. In this paper, we consider the joint relay power control with amplify-
and-forward (AF) strategy and dynamic pricing for uplink cellular networks in order to maximize the network
administrator’s system revenue. The system revenue is associated with pricing strategies and mobile users’ random
data request, which is supported by the relay assisted transmission. To deal with the problem of the coupling
in pricing and relay resource allocation, we utilize Lyapunov optimization techniques to design online pricing
and relay power control without any statistic information of random events in networks. Theoretical analysis
shows that the proposed algorithm can achieve a near-optimal performance and simulation results also validate

its effectiveness and robustness.
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0 Introduction

Recently, cooperative relay architecture has been a
hot issue drawing abroad attention because of its bet-
ter quality of service (QoS) for cellular users, espe-
cially for those at the cell edge. It enhances system
throughput and network coverage by taking advantage
of broadcasting nature and spatial diversity. Hence co-
operative relaying has been considered as a promising
technology in the next generation networks. To meet
the increasing need of bandwidth intensive service, ef-
ficient radio resource allocation schemes are proposed
in the cooperative relaying networks. In this paper we
study the resource allocation problem for cooperative
relay networks from the network administrator’s per-
spective. The network administrator’s targets are not
only to maximize its own revenue in the relay networks
but also to satisfy each mobile user’s data rate request.
Considering the network economic issue and accommo-
date mobile users’ time-varying rate requirement, we
propose a joint dynamic pricing and relay resource al-
location scheme.

Significant research effort has been devoted to take
a system view of the cooperative relay networks and
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try to optimize the cross-layer network performance.
Reference [1] studied relay selection and power alloca-
tion for amplify-and-forward based two-way relay net-
works (TWRN) with asymmetric traffic requirements
(ATR). Instead of the centralized scheme in Ref. [1],
Ref. [2] jointly designed flow control, relay selection and
power allocation for multi-hop relay networks in a dis-
tributed way. In terms of quality of service, Ref. [3]
investigated the outage probability bound of joint re-
lay selection and power allocation for two-way relay
channels (TWRC). In light of user and channel diver-
sity, Ref. [4] first proposed flexible channel cooperation
(FLEC), a novel flexible channel cooperation scheme,
where relay techniques were used to facilitate spec-
trum sharing in cognitive radio networks. A relay re-
source allocation problem was investigated in Ref. [5]
based on the Nash bargaining solution over wireless
amplify-and-forward (AF) relay networks. In time-
varying environments, the relay scheduling problem be-
comes complicated due to mobile users’ random data
requirement and stochastic channel state information.
To tackle the problem, Ref. [6] proposed a novel scheme
for delay-optimal scheduling in multi-user multi-relay
cellular wireless networks with the help of Markov
decision process (MDP). On the other hand, several
works!™ turned to Lyapunov optimization method!
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to optimize the long-term network throughput or stabil-
ity for relay networks. The salient difference between
MDP formulation and Lyapunov optimization frame-
work is that the MDP method incorporates the system
state transition probability and thus it can result in a
smaller queueing delay compared with Lyapunov op-
timization method. As for Lyapunov optimization, it
converts time average form problem formulation to a se-
ries of optimization problems with each network state
instead and reduces the computational complexity by
avoiding calculating long-term data. Thus, there is no
prior knowledge on statistics event needed in Lyapunov
optimization method.

In this paper, we consider the uplink cellular trans-
mission assisted by multiple relays with AF relaying
strategy and space-time coding. The remarkable differ-
ence between this paper and previous works is that we
consider each mobile user’s service requirement can be
effected by the data price, which is a more realistic sce-
nario. Then the network administrator can use price to
execute the network flow control and gain revenue si-
multaneously. Compared with the pricing algorithms in
Refs. [11-12] where the aim is to maximize the instanta-
neous network revenue, this paper jointly takes into ac-
count relay resource allocation and price setting to max-
imize the average network revenue, which is more ap-
propriate for highly dynamic networks. Reference [13]
proposed a pricing-based cross-layer scheduling scheme
for cognitive radio networks. Dynamic pricing schemes
were also proposed by Refs. [14-15] for stochastic wire-
less fidelity (WiFi) networks and multi-hop wireless net-
works, respectively. Compared with the above works,
our work further considers energy conservation issue for
relay networks in addition to different scenarios.

In summary, this paper has the following contribu-
tions:

(1) From the network administrator’s point of view,
we formulate the dynamic pricing algorithm for revenue
maximization problem as well as energy saving issues
in cooperative relay networks.

(2) A price-based congestion control and relay power
allocation are jointly designed using Lyapunov opti-
mization. This algorithm can operate using the cur-
rent situation of the network state instead of knowing
any statistic information of stochastic events, such as
random packet arrival and channel fading state, and
computing long-term statistics yet still obtain provably-
efficient performance and guarantee the network stabil-
ity.

(3) We provide a rigorous analysis to prove that the
actual system revenue can be close to the optimal value
arbitrarily at the expense of increased queueing delay,
even without knowing the statistic information in the
network.
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1 System Model and Problem Formula-
tion

1.1 Physical Layer Model

We consider the uplink transmission in a two-hop re-
lay assisted network, which consists of K mobile users.
There are M relays that use the AF cooperative strat-
egy to help the K mobile users to transmit to destina-
tions. The set of users is denoted as k = {1,2,--- , K}
and the set of relays is M = {1,2,--- | M }. Each relay
can help multiple users to transmit under the relay’s
power constraint, and multiple relays can assist des-
tinations to obtain the information from mobile users.
The total bandwidth is assumed to be divided into mul-
tiple channels with equal bandwidth, and each user is
allocated one channel for its data transmission. The
time-division multiplexing is used by AF cooperative
diversity for each transmission, since each relay works
in the half-duplex manner and it cannot receive and
transmit the users’ message at the same time. It means
that in the first time slot, the source of each user uses
the allocated channel to transmit data to the relays and
the destination, and in the second time slot, the relays
forward the received data to the destination. It is as-
sumed that an ideal distributed space time coding is
adopted by the relays and multiple relays for a partic-
ular user can forward the received data to that user’s
destination on the same channel simultaneously. We
assume that the data transmissions for the user in the
first time slot and for the relays in the second time slot
are perfectly synchronized with each other to correctly
receive the signal. In the first time slot, the signal to
noise ratio (SNR) of the channel which transmit from
user k to its destination is

: (1)

where P;, is the user k’s transmission power, Hy, g4, is
the channel gain between the source s; and the destina-
tion dj, and o2 is the noise variance, which is assumed
to be independent and identically distributed (i.i.d) in
each channel. Without loss of generality, we assume
that the value of channel condition remains constant
during one time slot and changes between any two time
slots. With the assistance of relay m by AF relaying
strategy, the received signal at relay m (r,,) from user
k is:

Xopirm = \/PSkHSk7TmY5k Tt Qs 1 (2)

where Y, represents the broadcast signal from source k,
H,, . is the channel gain from source k, and as, ,, ~
N(0,02). In the second time slot, relay m forward the
information to the destination and the received signal
er’dk is:

XTm,dk - \/Prm,dkHrm,dk}/rm,dk + a’r‘m,dk7 (3)
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where P, g, is the transmit power at relay m for user
k, H,,, 4, is the channel gain between relay m to the
destination of user k, and

e (4)

Y’Wn)dk = |X |
SksT'm

is the transmitted signal from relay m to the destina-
tion of user k. According to the above equations, we
substitute Eqgs. (2)—(4), and rewrite Eq. (3) as:

Koy =

\/Prm,dkHrm,dk (\/PskHsk,rm}/sk + ask,rm) '

X (5)
VPs Hgy v, + 0

Based on Eq. (5), we can derive the relayed SNR for
source k with the help of relay m:

PSk Prm,dk H5k7dk Hrm7dk

. = . (6
Vsk,Tm,d o2 (Psk HSk,dk + Prm,dkHrm,dk + 0,2) ( )
Eventually, the rate at the destination k with the help
of relay m is given by

1
Csk»'r‘m»dk = 2W1b(1 + Vi dy T ’Ysk»'r'm»dk)a

where W is the channel bandwidth and “1/2” is due
to the half-duplex constraint of each relay. Let R(k)
denote the set of relays that are available to help user
k. The rate from user k to destinations with the help
of multiple relays is

1
Co= W1+ %+ D Yowrmar)-  (7)
meR(k)

1.2 Queueing Model

We assume that Ag(t) stands for the random re-
quested data rate of user k at the end of time slot ¢
waiting for transmission to the destination. Since the
transmission between the source and destination may
not be always satisfied, this leads to data accumulation
at users. Each user’s packets are stored in one of the
K data queues corresponding to each destination be-
fore they can be sent to the destinations. The packet
arrival process Ag(t) € [0, Ap®] is assumed to be i.i.d
over each time slot and F[A;(t)] = Ar. Among the
arrival packets, only Ry (t) of Ak(t) are admitted into
each user’s buffer with queue length Q(t) in time slot
t, which is adjusted according to the dynamical pricing
policy that will be specified later. All the admission
rate vectors that can be supported by the network are
called the network capacity region, which is also known
as network stability region'?). The data queue of each
user k is updated as

Qr(t+1) = (Qr(t) — Ck(t))" + Ri(t), Vken, (8)
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where (z)* = max{0, z}, and Cy(¢) is the service rate of
user k, which is given in Eq. (7). Specifically, let Eq. (8)
have its initial value of zero and update the queue at
each time slot.

During time slot ¢, the base station (BS) representing
the network administrator charges each user an admis-
sion price qr(t) per unit data rate. The price plays
the role of not only controlling the admitted flows, but
also, more significantly, establishing system-wide rev-
enue from the network’s perspective. We assume that
each user have an increasing, differentiable and concave
utility function Uy (yx), which reflects its degree of sat-
isfaction when it has the admitted rate y;. At time slot
t, user k selects an admitted data rate which maximizes
its net income:

Ry(t) = arg ~ nax (t)](Uk(yk(t)) —a(®)y(?), (9)

Vk € k.

In this paper, Ug(yx(t)) is assumed to be a logarith-
mic function, i.e., Ug(yr(t)) = lg(1 + yx(t)). Here we
should emphasize that the following analysis can be ex-
tended to other forms of utility functions straightfor-
wardly. To guarantee the minimum data rate require-
ment of different users, we construct the virtual service
queue Z(t) with its dynamics given by:

Zi(t+1) = (Zi(t) — Rp(t)* +ap, Vker, (10)

where the initial value of Zj(t) is set to zero. Denote
a = (a1, az, - ,a;) as the minimum data rate vector.

1.3 Problem Formulation

From the network administrator’s point of view, we
are interested in maximizing the overall network rev-
enue by dynamic pricing and satisfy the quality of ser-
vice of different users. The formal problem is defined
as follows:

VYm e M

network stability

where the first constraint indicates that the power con-
sumption of each user should not exceed its power
threshold Pﬁsf to consider energy saving for the coop-

erative network. Note that a queue is called stable is
1

T-1
Tlgréo T ; E[Q(t)] < oo. A network is stable if all

individual queues of the network are stable'?). So the
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constraint of network stability can also be expressed as:

T
lim ;ZE[Qk(t)] < oo, Vk
t=0

T—oo
1
lim " E[Z(t)] < oo, Vk

Equation (11) is easier to solve if all the statistic in-
formation, such as user arrival rate and channel state
are given. Since the accurate statistic information is
difficult to obtain, we turn to Lyapunov optimization
method to solve Eq. (11).

2 Online Algorithm Design

2.1 Dynamic Pricing and Congestion Control
The dynamic pricing that the BS sets for each flow is
obtained by solving the following optimization problem,

max {Rp(t)(Vy, (t) — Qr(t) + Zi(t))}

k. (t)
s.t. Ri(t) = arg yker[gii(t)](Uk(yk(t))_
ar (1) (1) - 19

Uk (yr(t)) = 1g(1 + yx(t))

By some simple manipulation, the instantaneous

pricing is
ae(t) = \/Qk(t)‘;zk(t)’ (14)

where V' is a parameter used to balance the tradeoff be-
tween system revenue and average queue length, which
will be discussed in the next section.

Note that the above optimal solution structure of the
data rate price Eq. (13) reflects the intrinsic mechanism
of our proposed pricing-based congestion control. The
intuitive explanation of Eq. (13) is that the administra-
tor charges price gx(t) in order to maximize its revenue
at the cost of buffer usage Ry (t)Qx(t). When the queue
Q1 (t) at the network layer has accumulated much back-
logs, it raises the data rate price to discourage users
to submit aggressive data rate requests. On the other
hand, the virtual queues monitor the achievement of
minimum data rate requirements. Equation (14) illus-
trates that the queue dependent pricing can execute
the congestion control as well as maximizes the system
revenue.

2.2 Relay Power Allocation

As to the relay power allocation, it is to find the

solution to the following sub-problem,

max > Qu(t)Ck(t)

{Prymar, (0} £

st P (t) <PY, YmeM.  (15)
k€Er
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It can be proved that Cy(t) is concave with respect to
the relay power P, 4, (t),¥m € R(k). In the following
we will design the distributed relay power allocation al-
gorithm by dual decomposition method. The Lagrange
function of inequation (15) is

L(P M) = > Qu(t)Cr(t)+

kEr
Z )\rm (Prtf::ﬁ - Z Pandk)a (16)
meM kEr
where P, is the relay m’s transmission power,
Ar,, is the Lagrange multiplier for the total trans-

mission power constraint for each relay m, P, =

{Pr.,.a,|Vm,VEk}, A = {\), Ay, -+, Ar . The dual
problem of Eq. (16) is

in D(A 17

minD(A), (17)

where “=” is in element-wise manner, D(\) =

max L(P,,\). Due to the concavity of inequation (15)

there is no duality gap between inequation (15) and ex-
pression (17). After substituting the first-phase SNR
Eq. (1) and the second-phase SNR Eq. (6) into inequa-
tion (15), we obtain the optimal relay power allocation
algorithm by setting the derivative of L(P,, ) with re-

spect to P, 4, equal to zero,
2\ T
-0
).

Tm

P _ (Gm,k - PSkHSk»Tm
d =
* Hrm7dk

where

A

I _ TmPSkHSk,Tm(PSkHSk,
m,k =

2um,k

T'm

+ 2
0)+

1
{[)\TmPSkHsk,rm (P, Hy, . +02)]2+ 4t 0 }2 /
(2um k),
U ke = Ay, (b k0% + Ps, Hy, 1)),
a Q)W

Uk = 2In2 Psk HSk,TmPSkHTm,dk X
(PSkHSk,Tm +02)7 (21)
P, Hs, 4
S sk tdsk,dg
bm,k =1+ o2
PSkPTn’dkHsk»TnHTn»dk ) (22)
neR(k)ntm 0-2(P5kHSk7rn + P, dyHr, 0, + ‘72>

The dual problem expression (17) can be solved by
the gradient projection method

Ar, (04 1) =
{Arm (i) + c[z Py g (ti) — P:;ﬂ }+, (23)

kek
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where ¢ > 0 is a small enough step size to guarantee
the convergence of Eq. (23) and i denotes the inner loop
iteration index given current time slot ¢.

From the power allocation policy in Eq. (18), we can
find that the relay m will allocate more relay power to
the flow of user k, if the buffer of user k£ stores more
packets waiting for transmission than other buffers.

3 Performance Analysis

In this section, we provide the main results on the
performance and stability of the proposed algorithms.
We have the following theorem.

Theorem 1 Let V* be the optimal value of the ob-
jective function in expression (11). For the proposed
joint dynamic pricing and relay power control algo-
rithms, we have the following results,

i g 3 £ 0

ker

Y amh<”t Vf‘“" 7 (24)
ker

1 T-1
Jim {inf 7 3

where ¢ is defined in the following lemma, ¥ is defined in
the proof of Lemma 1 and &y, is the maximum instan-

4
b (29)

E[>" ar(t)Ri(t)] } SV

ker

taneous system revenue satisfying: qu(t)Rk(t) <

ker
¢max-

From inequations (24) and (25), we can find that a
larger V' contributes to better net income to the opti-
mal, while increases the queue backlog as well. Hence,
our algorithm captures the tradeoff between net income
maximization and network stability. We prove the theo-
rem by comparing the proposed algorithms expressions
(13)—(23) with some randomized stationary policy.

Lemma 119  Assuming all the channel states I(t)
are independent and identically distributed, there ex-
ists a randomized stationary policy (STAT) that makes
dynamic pricing and relay power allocation every time
slot only based on the current channel state I(t) and
satisfies the following results for € = min{ey,e2} > 0:

E[CE™ () - R ()] > e1, VK
E[RF™7T(t) —ay] > €2, VYm

S Bl (ORI (1) = v
kEr

Proof Let vy(t) = [Qx(t) Zx(t)] be the collection
of all queue in time slot t. Then we define the following
Lyapunov function as:

D=, [+ 2],

ker k€Er

(26)
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In addition, we define the conditional Lyapunov drift
as

AL(y(t) = E[L[y(t+1) = L(y()][7(@)]-

Based on the queueing dynamics Eq. (8), we can get

) U+ 1)~ Q)] <

kEm
Z{Ck + Ri(t) — 2Qk(1)[Cr(t) — R ()]} <
k?EIi
(Cr2r1ax + A?nax Z Qk: Rk( )]7 (27)

k€Er
where Apax = max{AP*}, Cpax = max Cy(t). Since
ker kek,t

each relay has the finite power constraint Pf°" and each
link has finite channel gain, we can always find the max-
imum capacity Ciax among all users’ service rate. Us-
ing the inequality (27) and queuing dynamics Eq. (10)
similarly, the conditional Lyapunov drift under any con-
trol policy can be computed as follows:

AL((t) <

7 — 37 Qut)BI(C(t) ~ Rit)ly(H)]-

ker
> Z(t)E[(Ri(t) — ar)y(1)], (28)
kEk
where
(Cz’ldx + 3A121’1dx) (29)

For a given parameter V', we subtract the objective
function VE[Z qr(t) Ry (t)|y(t)] from both sides of in-

kEr
equation (28),

AL(Y(t) = VE[  ax(t)Ri(t)l7(1)] <
k€Er
W — > E[-Qk(t)Ri(t) + Zi(t) Re(t)+

ker

Vi (t)Ri(t) ZE Qr()Cr() v (t)]+

kek

ZZk(t)ak- (30)

ker

Comparing inequation (30) with the proposed dy-
namic pricing algorithms Eq. (13) and relay power al-
location schemes inequation (15), we can find that the
proposed algorithms Egs. (13) and (14) and inequation
(15) intend to minimize the right hand side of inequa-
tion (30) over all possible control schemes every time
slot, including the randomized stationary policy STAT
expression (26). By substituting expression (26) into
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inequation (30), we have,

AL(y(t)) = VE[Y | ar(t) Ri(8)|7(2)] <
kEr

v g(sz(t) +3°Zit) - vv*). (31)

ker kEk

Summing inequation (31) over time slots ¢t €
{0,1,---,T — 1} and dividing by T yields:

E[L(v(T)) = L(v(0))] _

VT—l T
T > E[qu(t)Rk(t)lv(t)} <
t=0 kEk
T—1
V- T yard E[%Qk@) + I;Zk(t)} —VV* (32)

Due to the non-negative of Lyapunov function and
the objective function in Eq. (13) as well as

Z dk (t)Rk (t) < glv)m&xa (33)
kEr
1 T-1
P B[ @+ Y 2] <
t=0 kEk k€Ek
v+ ngmax n E[L;);(O))] . (34)

After dividing both sides of inequation (32) by ¢, tak-
ing the lim sup as T — oo inequation (24) can be ob-
tained. The system revenue is also upper bounded by
rearranging (32),

T—1
111 E[ZQk(t)Rk(t)} >
t=0 kEr
Ve ‘1/(? + E[L(;(O))]) (35)

Taking the lim inf as T" — oo on both sides of inequa-
tion (35) yields inequation (25).

4 Simulation Results

In this section, we present simulation results to evalu-
ate the performance of our algorithm. We initialize the
cellular network with K = 20 users and M = 6 relays.
These end users and relays are deployed in a 200m X
200 m region shown in Fig. 1, where the six relays are
fixed at the positions of (20, 100), (50, 100), (80, 100),
(110 100), (140, 100) and (170, 100) m, respectively.
These sources and destinations are generated randomly
in the area and their positions are shown in Fig. 1.
The channel gain of any transmission pair consists of
a small-scale Rayleigh fading component and a large-
scale pass loss component with pass loss factor of 4.
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The noise variance o2 is assumed to be 10710, Each re-
lay has the same instantaneous transmission power con-
straints P'°* = 10 W. The source uses constant trans-
mission power 5 W for uplink transmission. Similarly,
all the twenty users are supposed to have equal min-
imum transmission rate requirements. We divide the
twenty users into four different classes randomly and
the uplink average arrival rate of the four classes users
are [0.2, 0.4, 0.6, 0.8] packets/slot, respectively.

Figure 2 illustrates the processing tendency of users’
backlogs Z(t) during 1500 time slots. For brevity, we
depict the queue backlogs of four users from four differ-
ent classes, indicated as Cy, Co, C3 and Cy, with average
requested rate 0.2, 0.4, 0.6 and 0.8 during 1500 time
slots respectively. As is depicted in Fig. 2, the backlog
queue is bounded and reaches a converged value after
a long time. Thus the system stability is verified, and
admitted data rate is smaller than service rate.

200 > Destinations, « Relays, * Sources
!x !x’& x x x X Xx

160} x X x x x X %
_120r
= . . . . . .
~ 0t

40+ > >,>>> % b o, B ; 4 N
0 40 80 120 160 200
X/m

Fig. 1 Network model

0 250 500 750 1000 1250 1500
t/slot

Fig. 2 Users’ queue length dynamics

Figure 3 illustrates the queue length dynamics of user
2 with respect to different parameter V. The other
nineteen users have the similar queuing tendency. As
depicted in Fig. 3, a larger V results in a larger aver-
age queue length, which coincides with the algorithmic
performance in Theorem 1.

We further illustrate the system performance in
terms of network revenue in Fig. 4. Figure 4 demon-
strates that the system revenue increases with the pa-
rameter V', which is consistent with inequation (25).
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900 1200 1500 1800
t/slot

0 300 600

Users’ actual queue length with different V'

Fx104
o
ot

Ut
(@23

45 - - - - -
50 100 150 200 250 300

4

Fig. 4 Total system revenue (F') versus parameter V'

Then by adjusting parameter V, we can achieve the
tradeoff between optimality and queue length. Accord-
ing to little’s law, the larger system revenue is obtained
at the cost of larger queuing delay.

5 Conclusion

In this paper, we investigate the dynamic pricing and
congestion control for uplink transmission in a relay-
assisted cellular network to maximize the network’s
revenue from the perspective of network administra-
tor. We propose a dynamic pricing algorithm jointly
with relay power allocation to tackle the problem of
coordinating users’ random rate requirement, network
resource allocation and network revenue maximization
problem. Theoretical analysis and simulation results
show that our proposed algorithm achieves a tradeoff
between network stability and performance optimality.
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