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Abstract Superpixel as an important pre-processing
technique has been successfully used in many vision
applications. In this paper, we proposed a region merging
method to improve superpixel segmentation accuracy with
low computational cost. We first segmented the image into
many accurate small regions, and then progressively
agglomerated them until the desired region number was
reached. The region merging weight was derived from a
novel energy function, which encourages the superpixel
with color consistency and similar size. Experimental
results on the Berkeley BSDS500 data set showed that our
region merging method can significantly improve the
accuracy of superpixel segmentation. Moreover, the region
merging method only need 50 ms to process a 481 � 321
image on a single Intel i3 CPU at 2.5 GHz.

Keywords image processing, image segmentation, super-
pixels, region merging

1 Introduction

Superpixel algorithms group neighboring pixels into
perceptually meaningful homogeneous regions, the so-
called superpixels [1]. Superpixel segmentation has
gradually become a useful preprocessing step in many
computer vision applications, such as image segmentation
[2], object recognition [3] and object localization [4].
There are some general properties required by various
vision applications as follows:
1) As a pre-processing step, superpixels should be fast to

compute and there should be fewer parameters in the
algorithm for simple use.
2) As the boundary is very important feature for

recognizing objects and superpixel segmentation has the

risk of losing meaningful edges, the boundaries of the
superpixels should adhere well to the object boundaries.
The goal of this paper is to improve the superpixel

segmentation accuracy with low computational cost.
Unlike other methods, which directly segment the image
into a desired number of superpixels, we proposed a two-
step method called region merging superpixel, namely
RMSP. We first grouped pixels into many accurate small
regions, and then progressively merged them according to
a novel energy function. Through this function, the
superpixels are with homogeneous color and similar size
(a common property of many superpixel methods). RMSP
can improve the segmentation performance because the
accurate boundaries from the initial segmentation are
preserved during the region merging process. The
computational cost of the region merging method is
cheap because we start the merging from initial small
regions, but not from pixels.
Recently, Achanta et al. [5] have introduced a simple

linear iterative clustering (SLIC) method which produces
regular superpixels with a low computational complexity.
They compared SLIC with other popular methods [1,6,7]
on the Berkeley benchmark data set in Ref. [5]. The
experimental results showed that SLIC outperforms other
methods before 2010 under the standard metric of
boundary recall and under-segmentation error. Recently,
entropy rate clustering (ERS) proposed by Liu et al. [8] has
achieved better results than SLIC but with much lower
speed.
Besides, another important segmentation technique is

region merging. The main difference among various region
merging methods is the merging criterion. In general,
regions are merged according to the mean color value
distance [9,10], statistical properties [11,12] and spatio-
temporal similarity [13]. Most algorithms of merge region
method are according to local decisions, which do not have
some desirable global properties. Whereas, algorithms in
Refs. [14,15] intend to obtain the minimum overall region
color variance by optimizing the global Mumford-Shah
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energy function during the region merging process. In this
paper, we proposed a new energy function with global
properties rather than the traditional Mumford-Shah
energy function.

2 Region merging method

Almost in all superpixel algorithms, the segmentation is
highly accurate when the desired size of the superpixels is
small. Inspired by this, we can first segment the image into
many accurate small superpixels, and then merge them
iteratively until the desired number is reached. Through the
region merging method, the segmentation performance can
be improved because the highly accurate boundaries from
the initial segmentation are preserved.

2.1 Region merging model

Our region merging method was based on optimizing a
new energy function, which consists of two terms, Edata

and Esize, in Eq. (1). The segmentation of an observed
image I into a fixed number of regions is obtained by
minimizing this function. Minimizing Edata encourages the
region with homogeneous color, and minimizing Esize

encourages the region with similar size.

E ¼ Edata

max Edatað Þ –min Edatað Þ þ β
Esize

max Esizeð Þ –min Esizeð Þ :
(1)

As the meanings of the two terms in the function are
different, we used the max-min method to normalize them
into an appropriate range. Before optimizing the function,
we estimated the maximum and minimum values accord-
ing to the specific definitions of Edata and Esize. β is a
positive weight parameter combines the two terms. The
bigger β, the superpixels we get are more size similar.
However, too large β will degenerate the segmentation
accuracy. In this paper, we set β experimentally in Section
3.1.
The data term, Edata, defined in Eq. (2), measures the

overall color diversity index of image I on each region
(superpixel) Rk. Pk is the color probability distribution of
region Rk. nk is the size of region Rk. In this paper, we
model a region as a set of independent and identically
distributed pixels. The probability distribution of a region
is estimated by a discrete color histogram. H(P) is a
diversity index function.

Edata ¼
XK
k¼1

nkHðPkÞ,

HðPÞ ¼
XB
b¼1

f ðPbÞ:
(2)

We introduced two diversity indices which are widely

used in ecology and economics [16]. If we set the function
f(x)= – xlog(x), H(P) becomes the Shannon-Wiener index.
If we set the function f(x)= 1 – x2, H(P) becomes the Gini-
Simpson index. The maximum and minimum values of the
H(P) can be estimated according to the Appendix. When
each region has only one color, Edata reaches minimum,
and when each region has a uniform color probability
distribution, Edata reaches maximum.
The size term, Esize, defined in Eq. (3), measures the

overall size similarity, which is used to control the
superpixel shape. The definition is inspired by the diversity
index. When all the sizes of the regions are equal, Esize

reaches the minimum.

Esize ¼ –
XK
k¼1

f ðnkÞ: (3)

To minimize the energy function, a greedy method is
used during the region merging process, in which we
search for the merger with the smallest increasing energy.
When we merge two adjacent regions, R1 and R2, the
energy value defined in Eq. (1) will change. The increasing
value ΔEðR1,R2Þ derived from Eqs. (1) –(3) as follows.

ΔEðR1,R2Þ ¼
ΔEdataðR1,R2Þ

maxðEdataÞ –minðEdataÞ

þ β
ΔEsizeðR1,R2Þ

maxðEsizeÞ –minðEsizeÞ
,

ΔEdataðR1,R2Þ ¼ ðn1 þ n2ÞHðP12Þ – n1HðP1Þ – n2HðP2Þ,

ΔEsizeðR1,R2Þ ¼ – f ðn1 þ n2Þ þ f ðn1Þ þ f ðn2Þ: (4)

If we set f(x)= 1 – x2,

ΔEdata R1,R2ð Þ ¼ n1n2
n1 þ n2

XB
b¼1

P1b –P2bð Þ2:

ΔEdata can be interpreted as the size-weighted Euclidean
distance of the color probability distribution. So a region
tends to merge its adjacent region with the similar
probability distribution. If we set f(x) as a concave
function, ΔEsizeðR1,R2Þ is monotonically increasing with
n2 when n1 fixed. So a region tends to merge its adjacent
region with a small size.

2.2 Computational complexity analysis

For implementation of the greedy region merging algo-
rithm, image is modeled as a region adjacency graph
(RAG) [9]. RAG is an undirected graph G(V,F) with
vertices v2V, the set of regions to be segmented, and edges
(vi, vj) 2F corresponding to pairs of neighboring vertices.
Each graph edge weight is set to be the increasing value
ΔE, which is defined in Eq. (4). As we always search the
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minimum edge weight, so we need a priority queue which
can be implemented efficiently by a heap [17].
In the beginning, constructing the heap takes Oð Fj jÞ

time. At each merging step, the edge with the minimum

weight is popped out in O
�
log2ð Fj jÞ

�
time. As two

regions are merged, all the edge weights of the node
resulting from the merging with its connected neighboring
nodes change and must be recalculated. The positions of
the changed weight edges in the heap must be updated,

requiring time O
�
log2ð Fj jÞ

�
for each update. So the total

time for each merging step is O
�
d⋅log2ð Fj jÞ

�
, where d

denotes the degree of the new node produced by merging.
Assume that in the very beginning, there are N regions

and we perform the region merging for M times (M£N).
The RAG is usually a sparse graph when used for region
merging based image segmentation, so we approximate
that the degree of each node in the RAG is a small constant
d, then the edge number Fj j is equal to d⋅N .
In summary, the computational complexity of the region

merging is O
�
d⋅M⋅log2ðd⋅NÞ

�
. Note that as we start the

merging from initial small regions, but not from pixels, N
and M are not large (usually only the square root of the
image size). So the greedy region merging method is fast in
practice.

3 Experimental results

To evaluate the boundary adherence performance of
superpixel algorithms, we used standard metrics on the
Berkeley BSDS500 data set, as used in most recent
superpixel papers [5,8]. The standard metrics are boundary
recall (BR), under-segmentation error (UE) and achievable
segmentation accuracy (ASA). All experiments are done
on a single Intel i3 CPU at 2.5 GHz.
Because RMSP needs an initial segmentation as an

input, and the effects of segmentation accuracy improve-

ment are similar by any input. In this paper, SLIC [5] was
used and the desired superpixel number was set to be 3200
for initial segmentation.

3.1 Parameter sensitivity

In the RMSP algorithm, we create a bin�bin�bin discrete
color histogram in the RGB color space. Each channel is
uniform quantization. Here, we studied the impact of the
quantization degree on the segmentation quality. Figure 1
presents the performance variation for different bin
numbers. We can see that the segmentation quality is not
sensitive when bin≥8. The smaller the bin number, the
faster the speed in the region merging process, so we set
bin = 8 in subsequent experiments.
Similarly, we studied the impact of the superpixel size

similarity on the segmentation quality. Figure 2 shows the
performance variation for different parameter β. In terms of
BR, the BR monotonically decreases with the value of β,
but when β≥64, the difference is slight. In terms of UE
and ASA, the curves almost overlap each other, so the UE
and ASA are not sensitive with β. To make the superpixel
size as similar as possible without significant segmentation
accuracy degeneration, we set β = 64.

3.2 Comparison of different color diversity indices in the
energy function

In our energy function, we do not restrict to use a particular
index. Here, we compare the effect of two famous diversity
indices. One is f(x)= – xlog(x), which represents the
Shannon-Wiener index and the other one is f(x)= 1 – x2,
which represents the Gini-Simpson index. When f(x)=
1 – x2, we tuned β = 4 in a similar way as described in
Section 3.1. As shown in Fig. 3, all the three metrics are
slightly better when using the Shannon-Wiener index,
which declares that Shannon-Wiener index is more
appropriate to measure region color consistency. So
Shannon-Wiener index is applied in subsequent experi-
ments.

Fig. 1 Segmentation performance with different bin numbers. We set the function f(x)= – xlog(x) and β = 64
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3.3 Improving superpixel segmentation performance by
RMSP

In this section, we investigated the impact of region
merging on segmentation quality. We compared RMSP
(using region merging) with SLIC and ERS (both not using
region merging) in Fig. 4. The SLIC algorithm is the state-
of-the-art superpixel segmentation algorithm and has
already been compared with other algorithms before
2010 in Ref. [5]. ERS [8] is the most accurate algorithm
we have known. Parameters in the two algorithms are set to
the default values in the original papers. SLIC-RMSP is
obviously better than the other two methods. Comparing
SLIC-RMSP with SLIC, we can find that the segmentation
performance improves greatly. Moreover, although SLIC
is less accurate than ERS, the combined method SLIC-
RMSP is much more accurate.
In addition, the region merging algorithm runs very fast

which needs only 50 ms to process a 481� 321 image on a
single Intel i3 2.5 GHz CPU, while SLIC need about 150
ms and ERS need more than 1500 ms. So it is worth using

the region merging algorithm to improve the segmentation
accuracy.

3.4 Comparison of the region merging algorithms

In this section, we compared RMSP with three other region
merging methods including the region merging version of
the Mumford-Shah energy function [15] (marked as MS),
Binary Partition Tree proposed by Salembier [10] (marked
as BP) and the Independent Identically Distributed-Kull-
back Leibler tree proposed by Calderero [12] (marked as
IIDKL).
Figure 5 shows the comparison results. We added a

baseline performance obtained by segmenting the image
directly by SLIC. When comparing SLIC with other region
merging methods, we can see that all the region merging
methods significantly improve the boundary adherence
performance, especially when the desired superpixel
number is fewer. This improvement benefits from the
highly accurate initial boundaries which are preserved after
region merging. Among all the four region merging

Fig. 3 Segmentation performance with two different functions. Color histogram is computed by 8 bins per channel. When using f(x)=
–xlog(x), we set β = 64. When using f(x)= 1 –x2, we set β = 4

Fig. 2 Segmentation performance with different values of the parameter β. Color histogram is computed by 8 bins per channel. We set
the function f(x)= – xlog(x)
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methods, our RMSP performs best. It is the contribution of
the data weight based on the color diversity index, which is
defined in Eq. (4).
As shown in Fig. 6, only RMSP can make the region size

similar and avoid serious under-segmentation.
To further compare region size similarity between

different region merging methods, we show the region
size distributions in Fig. 7. According to the experimental
results, only RMSP avoids making the superpixel too big
or too small, which is resulted from the size weight based
on the size similarity energy, which is defined in Eq. (4).

4 Conclusions

In this paper, we proposed a region merging method
RMSP. We first segmented the image into many accurate
small regions, and then progressively agglomerated them
into the desired superpixels according to a novel energy
function. Different from other region merging methods,
RMSP can make the merged superpixels with similar size
because the new energy function not only encourages the
region with homogeneous color, but also encourages the
regions with similar size. From the experimental results,

Fig. 4 Segmentation performance comparison between SLIC-RMSP, SLIC and ERS

Fig. 5 Segmentation performance of different region merging methods

Fig. 6 Visual comparison of superpixels produced by various region merging methods. The superpixel number is 200
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we found that RMSP is an effective method to improve the
superpixel accuracy with low computational cost. The
segmentation accuracy is not sensitive with parameters in
RMSP.

Appendix

Extreme points of the convex/concave function defined in
this paper

Let’s solve the extreme points of the following function
where C is a positive constant and f(x) is a convex/concave
function.

Eðx1,x2,:::,xKÞ ¼
XK
k¼1

f ðxkÞ,

s:t:
XK
k¼1

xk ¼ C   and  x1,x2,:::,xK³0:

(A1)

We define a new function by a Lagrange Multiplier α as
follows.

Fðx1,x2,:::,xKÞ ¼
XK
k¼1

f ðxkÞ þ α
XK
k¼1

xk –C

 !
: (A2)

The extreme points can be obtained by solving the
partial derivative equations as follows.

∂f ðx1Þ=∂x1 þ α ¼ 0,

∂f ðx2Þ=∂x2 þ α ¼ 0,
� � �
∂f ðxKÞ=∂xK þ α ¼ 0,

XK
k¼1

xk –C ¼ 0: (A3)

As f(x) is a convex/concave function, the derivative
∂f ðxÞ=∂x is monotonically increasing/decreasing, there is

only one solution, that is, x1 ¼ x2 ¼ � � � ¼ xK ¼ C=K. The
extreme value is Kf ðC=KÞ. When f(x) is a convex function,
it is the minimum value. When f(x) is a concave function, it
is the maximum value.
Another extreme points are on the boundary, that is, xi =

C and x1 ¼ � � � ¼ xi – 1¼ xiþ1 ¼ � � � ¼ xK ¼ 0. The extreme
value is f(C)+(K – 1)f(0). When f(x) is a convex function, it
is the maximum value. When f(x) is a concave function, it
is the minimum value.
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