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Abstract In this study, we aimed to optimize the positron

emission tomography (PET) acquisition time for individual

patients by employing a regression function derived from

torso cross-sections by using computed tomography (CT)

attenuation corrections and the noise-equivalent counts

(NECs). We initially determined the standard image qual-

ity or the standard NEC at our institution by visually

assessing the images acquired from 61 patients. We mea-

sured the NECs of the livers and the torso cross-sections of

165 patients who were evaluated with PET/CT with 18F-2-

fluoro-2-deoxy-D-glucose on the basis of our standard

protocol of 120 s/bed position. The optimal acquisition

time (OPT) was calculated as the product of the ratio of the

standard NEC to the estimated NEC multiplied by 120 s.

The estimated NEC was derived from the oval cross-sec-

tion of each patient by use of the regression function. We

evaluated the validity of the OPT equation in 59 additional

patients. We determined 5.83 Mcounts as the standard

NEC at our institution. The mean OPTs in a group of 59

patients of whom 20, 19, and 20 were underweight, nor-

mal-weight, and overweight, respectively, were

106.3 ± 18.0, 137.1 ± 4.6, and 172.1 ± 24.3 s, respec-

tively. After optimization, the NECs for normal-weight and

overweight patients increased by 14 and 43 %, respec-

tively, compared with the NECs attained with use of the

conventional acquisition time (120 s). Using the regression

function based on the torso cross-sections and the NECs

enabled optimizations of the PET acquisition times for

individual patients.

Keywords Image acquisition � Obesity � Radioactivity �
Diagnosis � 18F-fluorodeoxyglucose positron emission

tomography � Computed tomography

1 Introduction

Positron emission tomography (PET) imaging with 18F-2-

fluoro-2-deoxy-D-glucose (18F-FDG) is widely used in

clinical oncology for facilitating the diagnosis of a wide

variety of cancers [1–3]. In general, the amount of 18F-

FDG that is injected into a patient varies according to their

physical constitution if it is produced in-house. On the

other hand, the commercially produced 18F-FDG that is

manufactured in radiopharmaceutical facilities in Japan is

dispensed after calibration at a 185 MBq vial per patient,

and then it is delivered to more than 50 % of the PET

facilities in Japan. However, the upper limit of the avail-

able dose is 350 MBq per patient, because commercial 18F-

FDG is delivered about 100 min after it is calibrated.

The quality of clinical 18F-FDG PET images from

overweight patients is often poor [4, 5], and this can be

improved [6–9] by increasing the radiation dose adminis-

tered or by extending the acquisition time. Lartizien et al.

[7] reported that the maximum noise-equivalent count

(NEC) rate in the three-dimensional (3D) mode is well

defined, and that the corresponding injected dose depends

on a patient’s height and weight. On the other hand,

Masuda et al. [8] suggested that the quality of the images

acquired from heavier patients could be maintained by
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scanning for longer periods, because increasing the dose of

radiation per patient kilogram did not improve the quality

of lutetium oxyorthosilicate PET/computed tomography

(CT) images. The uniform dose of 185 MBq in the com-

mercially 18F-FDG causes difficulties for overweight

patients when attempts are made to increase the injected

dose in accordance with a patient’s weight [10]. Therefore,

image quality is controllable only by optimizing of the

acquisition time.

The NEC is often used for assessment of the quality of

patients’ PET images. Mizuta et al. [11] reported that the

NEC density (NECD) is computed as the NEC patient

(NECP) divided by the average cross-sectional area of the

subject’s body that is obtained from the transmission

images. The NECP is the number of NEC per axial length

unit. Therefore, the NECD, or the NEC count per unit

volume, may be a useful indicator of image quality in

clinical trials. However, the calculation of the unit volumes

from transmission images is complex. Most PET systems

are combined with CT [12, 13]; therefore, we considered

the possibility of using a correction based on the cross-

sectional areas obtained from CT images and the NECs

because measuring the cross-sectional area from a CT

image is easier and faster than calculating the unit volume.

In a previous study, the quality of PET images was

assessed, while patients held both arms up, with use of

bodyweight and the body mass index (BMI). Shimada et al.

[14] reported that the quality of the PET images produced

when the patients had both arms down was clearly inferior

compared with those obtained when the patients held their

arms up. However, a PET/CT study of images obtained

when patients held their arms up, revealed cold artifacts

associated with arm motion on the PET images [15]. Fur-

thermore, it is difficult for elderly patients to hold up their

arms for prolonged periods; therefore, we utilized a cross-

section that includes both arms and reflects a patient’s

habits when they have their arms down.

In this study, we aimed to optimize the PET acquisition

time for individual patients by applying a regression

function obtained by simply calculating the cross-sections

from CT images and the NECs that will enable PET images

of a constant quality to be attained by facilities that use

commercially produced 18F-FDG.

2 Materials and methods

2.1 Study design

This study comprised three parts. We initially defined the

standard quality, or standard NEC, for PET images that

is required for achievement of accurate diagnoses at our

institution (group 1: n = 61). The standard NEC was

determined from its relationship with the NEC and from

visual assessments. We constructed an equation to

determine the optimal acquisition time (OPT) from a

regression analysis of the relationship between the NEC

and the patients’ oval cross-sections (OCSs) (group 2:

n = 165). We then assessed the validity of the OPTs by

applying the regression function to the patients from

group 3 (n = 59). Furthermore, we compared the NECs

attained by use of the conventional acquisition time of

120 s with those obtained by use of the OPTs from the

patients in group 3. The patient groups did not overlap.

2.2 Positron emission tomography/computed

tomography system

We assessed the patients by using a Discovery STE PET/

CT system (GE Healthcare, Waukesha, WI, USA), which

comprised an 8-multislice CT scanner and a PET scanner

that used Bi4Ge3O12 as the detector material. The

transaxial field of view (FOV) in the PET system was

700 mm, the axial FOV was 157 mm, and the system

generated 47 planes with a slice thickness of 3.37 mm per

bed position. The energy window was set between 425 and

650 keV in 3D mode, and the coincident timing window

was 9.6 ns. The spatial resolution of the 3D mode at full-

width at half-maximum (FWHM) was 5.12 mm at a 1 cm

offset from the center, and the radial and tangential reso-

lutions were 5.89 and 5.47 mm, respectively, at a 10 cm

offset from the center [16]. The images were analyzed on a

Xeleris workstation (GE Healthcare).

2.3 Patients and imaging protocol

Kawasaki Medical School and Kawasaki Medical School

Hospital’s institutional review board approved this retro-

spective study (protocol no. 1990), and it provided an

exemption for reviewing the PET/CT data from 285 patients

(134 women and 151 men) with a mean age of

61.4 ± 12.7 years and a mean weight of 59.7 ± 13.1 kg.

We excluded patients who had liver metastases or hyper-

glycemia before the 18F-FDG was injected. All of the

patients were placed in the supine position on the imaging

table with their arms down. Whole-body images were

acquired in list mode in 8 bed positions, from the vertex to

the upper or middle thigh, for 120–240 s per bed position.

Scanning began 60 min after the 18F-FDG injection in

groups 1 and 2. We acquired the PET images from the

patients in group 3 by using the OPT in list mode, although

the minimum acquisition time was set at 120 s.

Changing the injected dose in accordance with the

physical constitution of each patient was difficult. The

mean level of radioactivity in the injected 18F-FDG was

242.5 ± 31.2 MBq (range = 173.2–305.2 MBq). The
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overlap between the bed positions was set at 11 planes,

corresponding to 26.7 mm, which is the default value for

3D acquisitions. The PET images were reconstructed by

use of CT-based attenuation corrections, a scatter correc-

tion algorithm (i.e., a model-based scatter correction [15,

17]), and 3D-ordered subset expectation maximization by

use of VUE Point PlusTM (GE Healthcare), 2 iterations, and

20 subsets. A post-reconstruction Gaussian filter with a

spatial resolution of 5.14 mm at full-width at half-maxi-

mum (FWHM) was applied.

2.4 Visual scoring and determination

of the standard noise-equivalent count

Sixty-one patients formed group 1, which included 28

women and 33 men. The group’s mean weight was

60.9 ± 12.7 kg, and the mean dose of radiation adminis-

tered was 232.8 ± 30.9 MBq. The list-mode datasets were

trimmed for 120 s and reconstructed. Four independent

reviewers, including 1 specialist in nuclear medicine

physician, 2 nuclear medicine technologists, and 1 radio-

logical technologist, who were experienced in evaluating

clinical 18F-FDG PET images, visually assessed the uni-

formity of the transverse and coronal liver slices of the

largest liver sections and the maximum intensity projection

images [11]. All of the reviewers were blinded to the

patients’ information. The quality of all of the PET images

was scored from 1 to 5, corresponding to non-diagnostic,

poor, moderate, good, or excellent, respectively, on the

basis of the visual assessments [11, 18]. Specialist in

nuclear medicine physician has made sufficient training for

all reviewers before visual scoring test. The visual scores

were averaged, and their relationships with the NECs are

determined from Eq. 1, which was developed by Fukukita

et al. [19], as follows:

NEC ¼ ð1� sf Þ2 ðP� RÞ
ðP� RÞ þ ð1þ kÞR ; ð1Þ

where P, R, and sf are the prompts, randoms, and scatter

fraction, respectively. The NECs for the bed positions that

included the liver were calculated for each patient. The

factor k differs according to the method used for correcting

the random coincidences. We evaluated the random events

by using a delayed event subtraction window; therefore,

k was set to 1. In Eq. 1, P, R, and sf were obtained from the

patient’s raw data; these can be extracted directly from the

recorded file header on GE Discovery STE PET/CT scan-

ners [20, 21]. The relationship between the average visual

score and the NEC was evaluated, and the standard NEC

used at our institution was determined from the visual

score. The standard NEC at our institution was defined as

an average visual score of 3 points (moderate).

2.5 Adequacy of the oval cross-section

We assumed that the torso cross-sections of all of the

patients were oval and easily measured. We retrospectively

measured the cross-sectional areas and the OCSs of the

liver in the CT images from 61 patients (group 1). The

cross-section was measured by extraction of an outline of

the torso on a transaxial image by use of Xeleris software.

The OCSs were calculated from the major and minor axes

(Fig. 1) from Eq. 2, as follows:

OCSðmmÞ2 ¼ p�major axis ðmmÞ
2

�minor axis ðmmÞ
2

;

ð2Þ

where p is the circular constant (3.14). We determined the

relationships between the torso cross-sections and the

OCSs in all of the patients by using the liver sections

among the transverse CT images, and we then determined

the correlation between the measured cross-section and the

OCS for each patient.

2.6 Estimation of the noise-equivalent count

from the regression function

The regression function was generated from the relation-

ship between the NEC and weight, BMI, and OCS in group

2 (n = 165), which comprised 81 women and 84 men; who

had a mean weight and BMI of 59.5 ± 12.8 kg and

22.9 ± 3.6 kg/m2, respectively. The mean dose of radia-

tion administered was 244.2 ± 31.5 MBq. The PET ima-

ges were obtained with an acquisition time of 120 s/bed

position. In generally, the uptake of FDG is related to

weight and BMI [4–10], but alternative patient-dependent

parameters may be more appropriate. Therefore, the NEC

was displayed as a function of various patient-dependent

(a) 

(b) 

Fig. 1 Measurements of torso cross-section on transverse computed

tomography images. The oval cross-section was calculated from the

major axis (a) and the minor axis (b) a Xeleris workstation
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parameters and fitted in a power function. The coefficient

of determination (R2) was applied for evaluation of an

optimal parameter. The estimated NEC (ENEC) was

determined from the regression function by measurement

of the OCS as described previously.

2.7 Optimal acquisition time and NEC

The quality of the PET images was improved by pro-

longing of the acquisition time. The NEC of obese patients

is low, and the quality of the images acquired from these

patients can be maintained by scanning for longer periods

[4, 8, 9]. We assumed that the OPT could be calculated as

the product of the conventional acquisition time (120 s)

multiplied by the NEC/ENEC ratio, which was determined

from the OCS, for the individual patients from Eq. 3, as

follows:

OPT ðsÞ ¼ 120 ðsÞ � Standard NEC ðMcountÞ
ENECðMcountÞ : ð3Þ

We assessed the validity of the calculated OPT in the

patients from group 3 (n = 59), which comprised 25

women and 34 men, who had a mean weight of

59.8 ± 14.9 kg. The mean dose of radiation administered

was 235.7 ± 32.4 MBq. Group 3 was further categorized

into small, normal, and overweight OCS subgroups

(Table 1), and the average OPTs and optimized NECs were

calculated for each subgroup. Subsequently, we compared

the NECs attained by using the conventional acquisition

time of 120 s with those obtained by using the OPTs from

the patients in group 3. Furthermore, the relationship with

the optimized NEC that used the OPT and OCS was

evaluated in group 3.

2.8 Statistical analysis

The data were statistically analyzed by use of Statcel 3-The

Useful Add-in Forms on Excel—3rd ed. (OMS Publishing

Inc, Tokorozawa, Saitama, Japan). The correlations

between the visual scores and the NECs were determined

by use of Spearman’s visual score and, probability values of

\0.05 were considered to indicate significance. The

correlation between the measured cross-sectional area and

the OCS was determined for each patient by use of Pear-

son’s correlation coefficient, and p values of\0.05 were

considered statistical significant.

3 Results

3.1 Visual scoring and determination

of the standard noise-equivalent count

Figure 2 shows the NEC as a function of the average visual

scores for 61 patients. The visual scores were correlated

significantly with the NEC. The gradient of the regression

function was y = 0.705x - 1.11 (r = 0.79, p\ 0.001).

When a moderate visual score of 3.0 was substituted for y,

the NEC (x) was 5.83 Mcounts, as determined from the

regression function. Therefore, 5.83 Mcounts were used as

the standard NEC at our institution.

3.2 Adequacy of the oval cross-section

Figure 3 shows a scatter plot of the OCSs of the torsos

compared with the measured cross-sectional areas and the

closely fitted line (r = 0.97, p\ 0.001). The regression

function was y = 1.05x ? 60.7.

3.3 Estimation of the noise-equivalent count

from the regression function

Figure 4a–c shows the coefficient of determination of NECs

as a function of the weight, BMI, and OCS, which were

calculated as 0.6096, 0.5684, and 0.7178, respectively. The

good correlation is those where the OCS is used as the

patient-dependent parameters. We used the OCS in the

analysis because this will be the most accurate to imple-

ment, and the coefficient of determination was at near 1.0.

Figure 4c shows the regression functions determined

from group 2 (n = 165) by use of a power function

approximation, as follows:

ENEC ¼ 4472:7� OCS�1:014: ð4Þ

Table 1 Patient subgroup data

Subgroup

category

Number of

patients

Oval cross-section

(cm2)

Weight (kg) BMI (kg/

m2)

Injected activity

(MBq)

Scatter fraction

factor

Underweight 20 619.8 ± 103.6 46.7 ± 7.5 19.7 ± 2.5 232.8 ± 30.9 0.347 ± 0.035

Normal-weight 19 796.8 ± 26.6 60.2 ± 6.0 22.1 ± 4.7 244.2 ± 31.5 0.366 ± 0.027

Overweight 20 997.2 ± 139 76.7 ± 12.1 28.1 ± 0.9 235.7 ± 32.4 0.409 ± 0.026
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3.4 Optimal acquisition time and NEC

We created a formula with which to calculate the OPT after

expanding the resulting regression function, as follows:

OPT ¼ 120� 5:83

4472:7� OCS�1:014
: ð5Þ

n= 165 
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Fig. 2 The noise-equivalent counts (NECs) versus the average visual

scores in whole-body 18F-2-fluoro-2-deoxy-D-glucose images

acquired with use of a discovery STE positron emission tomogra-

phy/computed tomography scanner. The dotted lines indicate the

moderate visual scores of three points and the standard NEC of

5.83 Mcounts. NEC, noise-equivalent count
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Fig. 3 Linear regression of the oval cross-sections as a function of

the torso cross-sections derived from 61 patients
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Figure 5 shows the relationship between the NECs

attained by use of the conventional acquisition time of 120 s

and those obtained by use of the OPTs for each OCS sub-

group. Compared with the conventional acquisition time of

120 s, the mean acquisition time was 13.7 s shorter for the

underweight patients and 17.1 and 52.1 s longer for the

normal-weight and overweight patients, respectively. The

average optimized NECs for the underweight, normal-

weight, and overweight patients were 5.49, 6.26, and

5.34 Mcounts, respectively. The NEC between 120 s and the

OPT decreased by an average of 1.95 Mcounts (-26.2 %) in

the underweight patients. The optimized NECs for the nor-

mal-weight and overweight patients increased by an average

of 0.77 Mcounts (14.0 %) and 1.55 Mcounts (43 %),

respectively, compared with those obtained at the conven-

tional acquisition time of 120 s. The optimized NEC for

patients with large OCSs had a tendency to fall below the

standard NEC of 5.83 Mcounts (Fig. 6). However, the opti-

mized NECs had an almost constant value.

Figure 7 shows the axial and coronal PET images that

were acquired from three patients for 120 s, and it shows a

comparison of these images with those obtained after

adjustment of the acquisition times. The uniformity of the

liver images from an overweight patient (bottom column)

improved when Eq. 5 was applied. The quality of the

optimized PET images improved in normal-weight and

overweight patients, but it remained the same in under-

weight patients.

4 Discussion

A considerable amount of effort over several years has

been directed toward optimizing 18F-FDG PET/CT acqui-

sition protocols in many institutions [22–24]. The quality

bFig. 4 Noise-equivalent counts as a function of the weight a, body
mass index b, and oval cross-sections c derived from 165 patients.

The positron emission tomography images were acquired for 120 s

per bed position. NEC noise-equivalent count
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Fig. 5 Comparison of the noise-equivalent counts obtained at the

conventional acquisition time of 120 s with the optimal acquisition

times in the liver for each subgroup. The mean optimal acquisition

times were 106.3 ± 18.0, 137.1 ± 6.5, and 172.1 ± 24.3 s, and the

oval cross-section values were less than 750 cm2, 750–850 cm2, and

more than 850 cm2 for the underweight, normal-weight, and

overweight patients, respectively. NEC noise-equivalent count
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of PET images depends on the dose of radiation and on the

physical constitution of the patient [4, 7]. Therefore, the

NEC is correlated significantly with image quality, and it

often serves as an index of image quality [11, 23]. We have

optimized the amount of time required for acquiring uni-

form PET images from cross-sections of the torso on CT

images in clinical studies. We have measured the NECs in

the bed positions that included the liver in all of the

patients. We selected these bed positions because the liver

is the largest organ that has a relatively uniform and con-

stant radiotracer uptake [8].

The NECs were closely correlated with the visual

scores, indicating that increasing the NEC significantly

improved PET image quality. This finding concurs with

those reported by Masuda et al. [8], Nagaki et al. [10], and

McDermott et al. [18]. We determined a standard NEC of

5.83 Mcounts from the linear regression functions and

considered that our method of calculating a standard NEC

by using the visual scores was suitable for improving

image quality. The torso cross-sections were simply and

accurately calculated by use of the OCSs, because of the

close correlation with the OCSs (gradients = 1.05,

r = 0.97).

The regression function of the NEC to different patient-

dependent parameters showed that the coefficient of

determination was higher in the OCS (R2 = 0.7178) than

in the weight and BMI. Based on this fact, the OCS was

chosen for patient-dependent parameters. It may be sur-

prising that the coefficients of determination of the weight

and BMI have lower values compared with the OCS.

Apparently, in our population, the error of weight and BMI

in the regression function caused increasing by low-weight

and low-BMI. We considered that the injected activity per

weight was large for low-weight and low-BMI patients

because the injected activity was not adjusted in accor-

dance with the weight. The NEC decreased significantly as

the OCS increased, and the relationship between the OCS

and the NEC followed an exponential function (Fig. 4c).

These findings indicate that the quality of the PET images

decreases rapidly as the size of the torso cross-section

increases, and that the NEC decreases considerably in

overweight patients because the conventional acquisition

time of 120 s produces low-quality images. If the cross-

section of a patient’s torso is extrapolated beforehand, the

PET image quality can be improved when the estimated

NEC is used. Therefore, we consider that the estimated

NEC and OPT could deliver the same image quality if a

database of torso cross-sections and the NEC was estab-

lished. The quality of the images should be roughly

maintained by use of an equation based on the OPT.

Equation 5 was created for validation of the OPT in a

clinical study of the patients from group 3 (n = 59). The

Normal-weight                OCS= 776 cm2                       (61.2 kg   BMI= 22.5) 

NEC= 9.74                                                       78 sec       NEC= 6.30                                       

NEC= 5.61                                                      134 sec      NEC= 6.24

Acquisi�on �me = 120 sec                                        A�er op�miza�on

Over-weight           OCS= 1231 cm2                    (82.5 kg   BMI= 32.6)  

NEC= 3.48                                                      213 sec       NEC= 6.18

Under-weight           OCS= 455 cm2                     (45.6 kg   BMI= 18.7) SUVSUV

SUVSUV

SUVSUV

0.0

5.0

0.0

5.0

0.0

5.0

0.0

5.0

0.0

5.0

0.0

5.0

Fig. 7 Comparison of the transaxial and coronal positron emission

tomography images attained at conventional (120 s) and optimal

acquisition times. The standardized uptake value in each image is

scaled from 5.0 to 0.0. Image quality after 120 s of acquisition (left) is

comparable to that after optimization (right) for the lighter patient

(top column) and had clearly improved for normal-weight (middle

column) and overweight (bottom column) patients. BMI body mass

index, NEC noise-equivalent count, OCS oval cross-section
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average OPT for the underweight patients was slightly

shorter (by 13.7 s) (Fig. 5), and the uniformity of the

images acquired from these patients was similar to that

obtained from conventionally acquired images (Fig. 7). It

is possible to shorten the acquisition time for underweight

patients, but the uniformity of the PET images may be

degraded. Hence, an acquisition time of\120 s was cal-

culated for underweight patient. In contrast, the quality of

the images obtained from normal and overweight patients

at the conventional acquisition time of 120 s was often

poor. The quality of the images obtained from normal and

overweight patients improved with use of the OPT, which

increased by 14.3 % (137 s), and 43.4 % (172 s), respec-

tively, compared with the conventional acquisition time

(Fig. 5). However, the optimized NEC did not improve in

overweight patients compared with the standard NEC

(Figs. 5, 6). In this regard, we consider that a power

function derived from the NEC and OCS presents a prob-

lem, because there were few patients with an OCS of

C1300 cm2 in the study population. Hence, we believe that

the power function created was influenced by the median

value of OCSs.

A potential limitation associated with this study is that

the NECs were calculated from the true, scatter, and ran-

dom count rates, and from the scatter fraction; therefore,

the NEC depends on the injected dose of radiation [12, 13].

The radiation dose for 18F-FDG was fixed at 185 MBq at

the time of calibration in this study. Therefore, further

studies are needed to confirm our findings with respect to

overweight patients and the power function, while the

injected dose of radiation is taken into consideration.

Furthermore, we propose that the high-accumulation areas,

(namely, the heart and kidney) affected the NEC, and that

the high-accumulation areas were variable factors associ-

ated with the NEC as shown in Fig. 7.

Our findings indicated that optimizing the acquisition

time by using a regression function derived from torso

cross-sections and the NEC could improve the quality of

PET images of the liver, while lower injected doses of

radiation are used. The validity of optimizing the PET

acquisition time was estimated by calculation of the

regression function from torso cross-sections and the NEC.

5 Conclusions

We optimized the quality of PET images to achieve

accurate diagnoses. The validity of optimizing the PET

acquisition time was estimated by calculation of the

regression function from torso cross-sections and the NEC.

Our estimates indicated that this acquisition time could be

optimized accurately for individual patients. However,

further studies are needed to confirm these findings for

overweight patients.
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