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Abstract
Visual information is essential to successfully anticipate the direction of the shot in ball sports whereas using another sense
in motor learning has received less attention. The present study aimed to examine whether the multisensory learning with the
orienting visual attention through the sound would influence anticipatory judgments with respect to the visual system alone.
Forty novice students were randomly divided into visual and audio-visual groups. The experimental procedure comprised
two phases; 1 training and 3 testing phases, respectively. During the training sessions, 200 video clips were employed to
anticipate the direction of the shot, interspersed by 5-min of rest every 25 trials. A sound was used to orient the attention of the
audio-visual group toward key points meanwhile the visual group watched the videos without sounds. Then, during the testing
phases, they watched 20 video clips in the pretest, immediate retention, and delay retention test. The film was occluded at the
racket-ball contact and then they quickly and carefully decided the direction of the shot. The audio-visual group showed higher
response accuracy and shorter decision time than the visual group in the immediate and delayed retention. The audio-visual
group exhibited longer fixation duration to the key areas than the visual group. In conclusion, using multisensory learning
may not only reallocate perceptual and cognitive workload but also could reduce distraction, since, unlike visual perception,
auditory perception requires neither specific athlete orientation nor a focus of attention. In general, the use of the multisensory
learning is likely to be effective in learning complex motor tasks, facilitating the discovery of the new task needs and helping
to perceive the exercise structure.
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1 Introduction

Athletes’ successful performance is determined by quick and
effective responding capabilitieswhere uncertainty is present
[1, 2]. Fast movements of hand and foot, as well as the skill
to change directions immediately have been assumed to be
the sole ingredients of quickness in sports [3]. Moreover,
cognitive factors are directed immediately before and during
any movement can greatly affect the quality and quickness
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of the performance [4–6]. A key cognitive element in elite
sport is the ability to anticipate opponent actions before their
action completion, such as racket-ball or foot-to-ball contact
[2, 3]. Moreover, some researchers have established that ath-
letes change the areas to fixate across the ongoingmovement,
since the amount or type of kinematic information emanat-
ing from different opponent’s body areas changes across the
movement [5, 7, 8]. For example, Prigent et al., (2014) have
investigated how observers estimated a ball’s landing point
thrown by a virtual agent with different information from its
body language. They found that body movements and facial
expressions carry-on information about opponent’s effort [9].
In the other study, Triolet et al. (2012) proposed that early
anticipation behaviors occurred when players use significant
context-specific information before the opponent’s stroke.
When such information are not available, players produce
anticipation behaviors at the racket-ball contact using infor-
mation extracted from the opponent’s preparation of the
stroke [10]. In the other study Sáenz-Moncaleano, Base-
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vitch, and Tenenbaum (2018) investigated gaze behaviors
in high- and intermediate-skill tennis players while they
performed tennis serve returns. Results revealed that high-
skilled players exhibited better return shots than their lower
skill counterparts, showing longer fixation durations on the
ball at the pre-bounce [11, 12].

Based on different studies, novices focused more on distal
cues (i.e., opponent’s head) to predict the location of the ball
in comparison to the expert playerwhofixated onmore proxi-
mal cues (e.g., trunk, arms) [6, 7, 13]. Practically,we all know
that it is not possible to bring the perceptual performance (and
anticipatory skills) of a novice player to a professional level
simply by forcing them to adopt an expert’s perceptual strat-
egy i.e., in the case of badminton, by instructing the novice
players to foveate more on the opposing player’s proximal
body part [8, 13]. As proposed by Papin (1984), the model-
ing of the expert’s perceptual strategy per se is unlikely to be
a successful means of enhancing perceptual performance.
The relationship between different elements of the body,
necessary for predicting subsequent action, is learnable, and
some facility is afforded for concomitant development of the
knowledge base upon which the expert’s perceptual strategy
is based [14]. Moreover, orienting attention, covert and overt
[12], toward a specific area or a certain object also makes
possible to recognize a stimulus more rapidly and identify it
more precisely [4, 7, 15, 16].

In the recent years, studies conducted highlight the grow-
ing importance of multisensory learning as a component
of cognitive learning and a way of better deal with differ-
ent environmental conditions. Thus, effective multisensory
learning strategies accelerate the learning process in various
educational areas, including the sports discipline. Studies on
learning have emphasized that, when involving more sen-
sory organs, the retention and recall of information is stronger
[17]. In thisway, different studies have found that using sound
alongwith the visual sense influence the orientingof attention
[16, 18–22]. Furthermore, learning perceptual skills is often
slowand effortful in adults, and studies of perceptual learning
show that a simple task of detecting a subtle visual stimulus
can require a month or more of training [23]. As with multi-
sensory learning, novices can practice with a developed and
more responsive perceptual-motor workspace, which uses
sound as a helpful constraint on the action and its effects on
visual perception and visual learning [18, 20, 22].

A plethora of studies have revealed the benefits of multi-
sensory learning over unisensory [16, 22, 24]. The intention
of using auditory feedback in interactive systems has recently
received higher attention in different research areas. In sport
situations, the use of auditory feedback can accomplish with
visual feedback. This process, also called sonification, can
be used to enhance the performance of the human perceptual
system in bothmotor control andmotor learning. Coutrot and
colleagues (2012) investigated the effect of the soundtrack

on eye movements throughout the video task. The results
revealed that sound might influence fixation location, fixa-
tion period, and saccade amplitude [24]. Losing et al., (2014)
employed gaze-contingent auditory feedback (sonification)
to direct visual attention. They showed that participants could
use this direction to speed up visual search tasks [16]. In
the other study Canal-Bruland et al., (2018) investigated the
effect of auditory contributions to visual anticipation in ten-
nis. The results highlighted that the louder is the sound of the
racquet-to-ball contact, the longer is the pursuit of the ball’s
trajectory [25]. However, sport circumstances are defined by
a large amount of complicated visual information, neces-
sitating to recognize and choose the most informative and
relevant signals. Predominantly, in racket sports, inwhich the
receiver has to react to the opponent’s shot, focusing atten-
tion to appropriate body areas has shown to be the key factor
for professional execution [26].

During the last decade, a growing number of applications
involving the auditory modality to inform or guide users
has been developed in a large number of domains, ranging
from guidance for visually impaired, positional guidance in
surgery, rehabilitation for patients with disabilities, learning
of handwriting movement, or gesture guidance [27]. These
applications are based on the sonification concept which is
defined as “the use of non-speech audio to convey information
or perceptual data” Despite an increasing number of studies
based on sonification for auditory guidance, there is a lack
of fundamental studies aiming at evaluating the efficiency of
specific sound characteristics to guide user’s eye movement
towards specific cues of the opponent’s body that are impor-
tant for action perception and anticipation. The present study
aims to guide participant’s visual search strategy to relevant
cues necessary for accurate and quick anticipation of shot
direction with the eye movement sonification.

2 Materials andmethods

2.1 Participants

Five expert badminton players (2 females, 3 males, mean age
25.85 years, SD 1.20 years) and forty novices (20 females, 20
males, mean age 24.01 years, SD 3.05 years) were recruited
for the study. Novices had not participated in any sport at
a professional level, and although they all knew the rules
and the practice of badminton, they had never participated
regularly in this sport. They voluntarily underwent the test,
which did not include any invasive or harmful procedures.
The subjects were healthy, had normal hearing and nor-
mal vision and they had no prior experience with the task.
All participants received a verbal explanation of experi-
mental procedures and gave their written informed consent
before participating. The Institutional Ethics Committee of
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the Shahid Beheshti University approved the experimental
protocol (IR.SBU.ICBS.98/1002).

2.2 Apparatus and procedure

2.2.1 Test film

The setup was the same used in previous research [7]. A
total of 20 video clips of badminton clear forehand, per-
formed by five national league players, were filmed from
defense player’s perspective. The filming perspective pro-
vided a wide viewing angle, necessary to facilitate the depth
perception. During the recording sequence, the player was
positioned in the middle of the badminton court, hitting the
ball and directing it toward the left or the right of the par-
ticipant’s point of view. Clear forehand in badminton was
recorded with a video camera and digitalized in a format
for anticipation. The videos were integrated into a specially
written software program. The program presents the video
clip with a resolution of 1280×960 pixels in the upper right
corner of a display (see Fig. 1).

2.2.2 Visual behavior sonification

Five national league players were asked to watch 20 video
clips dressing the eye-tracking device for the pre-study
results, necessary to determine the best visual search behav-
ior to predict the shot direction in badminton. We used both
temporal and spatial occlusion techniques. Various video
sequences were produced in which one region, the trunk,
was masked with an opaque patch for a fixed time inter-
val. If an important visual cue is occluded during that time
interval, this should result in a decline in anticipatory per-
formance [8, 28]. With the temporal occlusion technique (4
levels, from 160 ms before racket-shuttle contact until 80 ms

Fig. 1 A screen of badminton shot

after contact), we can infer which visual cue is important
and which is the time interval necessary to predict the bad-
minton shot. We defined 5 interest areas (trunk, legs, hand,
racket, and head) in accordance to Hagemann et al. (2006),
without considering the shoulders and the background areas.
Expert’s eye movement data were analyzed, and the visual
search pattern was exported from the iView ETG software
(trunk up to 160 ms before racket-shuttle contact, the arm
region from 160 to 80ms, and the racket region from 80ms to
shuttle contact) and algorithmically transformed and sonified
using parameter mapping sonification, in which the amount
of data and its distances from the reference in time scales
were mapped to acoustic parameters (reference point soni-
fication) [7]. The sonification was generated by the (C + +)
software and displayed through standard stereo headphones
(frequency range: 14 Hz to 26 kHz) and the broadcast sound
was adjusted according to each participant’s hearing range.

2.2.3 Task

Novice badminton players were randomly assigned to two
groups; the visual and audio-visual groups, in which 20 par-
ticipants predicted the direction of the shuttle only with the
visual system, whereas the other 20 participants with the
audio-visual system.

Participants became familiar with the procedure through a
brief explanation about the method, auditory parameter, and
sonification. After introducing the method, interventions and
evaluations were carried out at the Physical Education Lab-
oratory of Shahid Beheshti University. Participants sat on a
chair in front of a vertical translucent screen, 150 cm from
the subject’s eyes. The sequences were back-projected by a
digital projector, distant 250 cm from the screen, forming
an image of 87 cm high and 120 cm wide [13]. Eye move-
mentswere recorded binocularlywith an eye-tracking system
(SMI Eye Tracking Glasses, gaze sampling rates from 50 Hz
up to 200 Hz, ETG 2w. Germany). We then calibrated the
eye-tracking systemwith 3-point calibration, 50HZ sampling
rate, and verified its functionality by asking the participants
to look at a fixed point on the screen to check for accuracy.
Each video clip started with a 500 ms acoustic tone to pre-
pare participants for the video onset. The duration of each
clip (4 s) was equal in all trials. The film consisted of a
preparation phase and racket-ball contact phase. The film
was interrupted (temporal occlusion) at the racket-ball con-
tact. After the video clip was occluded, participants had to
make a quick decision on whether the shot was left or right
pressing the mouse button.

The direction of the badminton shots was completely ran-
domized but kept in the same order for each participant.
Twenty video clips of 4 s, with shots directed to the left and to
the right were shown to each participant with ten repetitions
each.
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2.2.4 Training

The visual group received verbal feedback in 50% of 200
trials and were given a verbal explanation in which areas
they should look at to anticipate correctly the direction of the
shot.When participants sat on the chair and film got ready for
showing, one of the authors, whowas a badminton player and
coach, told them “when the video clip started, please look at
the trunk at first, then hand and then racket for anticipation
and after that anticipate the direction of the shot”. Partic-
ipants received a feedback with their anticipation result as
soon as they pressed the mouse button in odd trials. Instead,
for the other 50% of trials, they did not get any feedback.
This group used verbal feedback and their eye movements
were recorded.

The audio-visual subjects wore headphones and were
asked to synchronize their eye-movement sound with a soni-
fied reference visual search’s pattern (trunk 160 ms before
racket-shuttle contact, the arm region from 160 to 80 ms,
and the racket region from 80 ms to shuttle contact) in 50%
of 200 trials. For this, sonification of movement error was
used. The current deviation between eyemovement of partic-
ipants and optimal visual search was acoustically presented
[16, 29]. Indeed, this group used guided exploratory learning
method to learn key points for anticipation while they were
told before the experiment started inwhat situation a pleasant
and unpleasant sound theywould hear. Theywere told “when
eyemovements will move away from the reference points, you
will hear an unpleasant sound, and when they will approach
the key points, the pleasant soundwill be played”. This group
used sound to predict the direction of the shot in odd trials,
whereas during the even trials they anticipated the direction
of the shot without any feedback.

2.2.5 Testing

There was a 5-min break between 25 trials of the experiment.
Depending on individual decision time and response speed,
the experiment lasted about 70 min to complete for each par-
ticipant. The testing procedure consisted of 3 phases: pretest,
immediate retention, and delayed retention.

Pretest refers to the commonly employed evaluation by
testing what occurs at the beginning of the test before the
experiment was started. The results of this test were consid-
ered as a baseline and was done a day before the training
sessions. Participants performed 200 trials.

Immediate retention the level of performance on this test
reveal the gain or loss in the capability for performance in
one task as a result of practice or experience on the same
task, at least 2-h after the last training session. It was taken
2-h after intervention.

Delayed retention was done 7 days after the last training
session to measure retained knowledge. Participants were

tested in just visual practice without sound (because any
sound is not heard in the real film).

After the study, all participants completed a short ques-
tionnaire about which type of training they preferred. The
questionnaire was given to the subjects after the delayed
retention test to assess three aspects of training. Firstly, they
could rate the comfort to train with visual or audio-visual
training; secondly, how useful it was for learning the task;
and thirdly, how active they were in using the training. The
answer scale ranged from 1 (not at all) to 7 (very much) [29,
30].

2.3 Dependent variables and analysis

2.3.1 Anticipation test

The ability to make accurate predictions from advanced
sources of information was measured as follows.

2.3.2 Response accuracy (RA)

The percentage of trials in which the subject’s response was
correct or incorrect was determined.

2.3.3 Decision time (DT)

The time (ms) from racket-ball contact to the button pressed
by the participant was determined. Responses with RTs
shorter than 150 ms and longer than 600 ms were discarded
(early or delayed responses).

2.3.4 Visual search data

The following visual search measures were analyzed.

2.3.5 Search rate

Thismeasure included themean number of fixation locations
per trial and the mean fixation duration (in milliseconds) per
trial.

Response accuracy, decision time, and search rate were
analyzed separately using a 2 (group: visual and audio-
visual) * 3 (time: pretest, immediate retention, and delay
retention) repeated-measures ANOVA to assess interaction
and between-group effects. If the interaction was signifi-
cant, follow-up repeated-measures ANOVA was also used
to assess learning within each time. The post hoc Bonferroni
test was applied for multiple comparisons between the tests.
Violations of sphericity were corrected using Greenhouse-
–Geisser correction. An independent t-test was also used to
assess whether the groups differed at different times at the
learning rate.
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2.3.6 Viewing time in different location

The mean fixation duration demonstrated that participants
spent fixating the gaze on each interest area of the display
when trying to anticipate the shuttle direction was deter-
mined. The display was divided into five fixation locations:
head, trunk, feet, hand, and racket areas. Fixation duration
was analyzed using a factorial analysis of variance (ANOVA)
inwhich groupwas a between-participant factor, and fixation
location was a within-participant factor.

3 Result

3.1 Response accuracy

The result of repeated measure ANOVA revealed significant
interaction between group and time (F(2, 76) � 502.16, p �
0.001, Np2 � 0.93). After that, a repeated measure ANOVA
and independent sample t-test was also done to analyze
response accuracy in each time and group separately.

Repeated measure ANOVA test indicated a significant
main effect for time (F(2, 38) � 347.49, p � 0.001, Np2 �
0.95) and independent sample t-test revealed significant dif-
ference between groups in immediate retention (t � − 3.74,
df � 100, p � 0.001) and delayed retention (t � − 3.36, df
� 100, p � 0.001).

The result of the Bonferroni correction test revealed that
there is a significant difference between the pretest and imme-
diate retention in audio-visual group (p <0.05) and response
accuracy in immediate retention (72.22±10.01) was higher
than pretest (38.10±8.72). Also, there is significant dif-
ference between pretest and delayed retention (p <0.05)
and response accuracy in delayed retention (65.96±13.96)
was higher than pretest (38.10±8.72) but between delayed
retention and immediate retention, there is no significant dif-
ference.

In visual group, the result of the Bonferroni correction
test revealed that there is a significant difference between
the pretest and immediate retention (p <0.05) and response
accuracy in immediate retention (57.38±13.52) was higher
than pretest (39.83±9.39). Also, there is significant dif-
ference between pretest and delayed retention (p <0.05)
and response accuracy in delayed retention (51.77±15.74)
was higher than pretest (39.83±9.39) and between delayed
retention and immediate retention, there is a significant
difference (p <0.05). Response accuracy in immediate
retention (57.38±13.52) was higher than delayed retention
(51.77±15.74) (Fig. 2).

3.2 Decision time

A repeated measure ANOVA (2×3) revealed that there is
a significant interaction between group and time (F(2, 76) �
566.91, p � 0.001, Np2 � 0.94). After investigating interac-
tion, ANOVA showed a significant effect for the time in the
audio-visual group (F(2, 38) � 1225.21, P � 0.001, Np2 �
0.98). The result of the Bonferroni correction test revealed
that there is a significant difference between the pretest, and
immediate retention, pretest, and delay retention (p <0.05),
whereas there is no significant difference between immedi-
ate and delay retention. ANOVA showed a significant main
effect for the time in the visual group (F(2, 38) � 77.34, P �
0.001, Np2 � 0.79). The result of the Bonferroni correction
test revealed that there is a significant difference between
pretest and immediate retention, pretest, and delay retention,
immediate, and delay retention (p <0.05).

At the pre-test, therewas no significant difference between
the twogroups in the response accuracy.However, therewas a
significant difference between groups (p <0.05) in the imme-
diate and delay retention (Fig. 3).

3.3 Mean fixation number and fixation duration

All dependent variables in search rate (mean fixations num-
ber and fixation duration) were analyzed using (2×3×2)
repeated measures ANOVA with response accuracy (cor-
rect, incorrect) and time of measurement (pretest, immediate
retention, delayed retention) as a within-subject factor and
groups (visual, audio-visual) as a between-subject factor.

Analysis of mean fixation durations showed significant
main effect for audio-visual group (F (2, 38) � 513.82, p
<0.001, and N2 � 0.96) and formean fixation number (F(2, 38)
� 235.91, p <0.001, and N2 � 0.92).

Performance with audio in the adequate response was
both associated with a lower number of fixations and
longer fixation durations. The audio-visual group made
460.05±6.39msof fixation durationwith 21.73±2.41 num-
ber of fixations in immediate retention and 457.30±7.31 of
fixation duration with 21.83±2.42 number of fixations in
delayed retention for the correct response.

Percentage Viewing Time. A 2×5×2 repeated-measures
ANOVA was used to analyze percentage viewing time in
which response accuracy (correct, incorrect) and fixation
locations (head, trunk, feet, hand, and racket) were the
within-subjects factor and groups (visual and audio-visual)
the between-subject factors. The analysis indicated signifi-
cant main effects for groups (F(2, 38) � 192.84, P <0.001,
and N2 � 0.89), fixation location (F(4,152) � 408.20, P
<0.001, and N2 � 0.91), and accuracy (F (2, 38) � 347.49,
P � 0.001, Np2 � 0.95). Analysis also showed groups×
accuracy (F(2, 38) �87.41,P <0.001,Np2 �0.78) andfixation
location×accuracy×groups (F(4,152) � 58.46, P <0.001,
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Fig. 2 Response accuracy (%)
between groups (visual;
audio-visual) across different
times (Pretest; Immediate
retention; Delayed retention)

Fig. 3 Decision time
(milliseconds) between groups
(visual; audio-visual) across
different times (Pretest;
Immediate retention; Delayed
retention)

Np2 � 0.69) interactions. T-tests with Bonferroni correction
revealed that when responses of the shot were incorrect, the
audio-visual group showed longer fixation on hand (t � 1.98;
P <0.001) area in comparison to visual group in immediate
and delayed retention (see Fig. 4a). Paired sample t-tests,
with Bonferroni correction, showed that only audio-visual
group revealed significant differences between areas on cor-
rect/incorrect trials looking longer on the trunk (t � 10.03;
P <0.001) and hand (t � 8.64; P <0.001) areas when the
response was correct than incorrect (see Fig. 4b) and rather
than the visual group. However, the visual group indicated
a significant difference in correct and incorrect responses in
racket area at immediate and delayed retention (t � 12.63; P
<0.001).

3.4 Questionnaire answers by the subjects

On average, the visual group was rated as less comfortable
than the audio-visual group. Both groups rated their training

to be similarly useful, and the response of the groups showed
that the audio- visual group was more active than the visual
group (Fig. 5).

4 Discussion

This study aimed to determine whether visual search patterns
and anticipation skills can be enhanced through eye move-
ments sonification with instruction relating to the important
information cues underlying successful performance. Par-
ticipants completed a temporal occlusion anticipation test
while wearing a mobile eye tracking device with different
methods. Results revealed that the audio-visual group had
better response accuracy and decision time than the visual
group. Moreover, the audio-visual group showed longer fix-
ation durations in key areas.

The findings of the present study extended previous
research by showing that novices made the wrong anticipa-
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Fig. 4 a Percentage viewing
time spent by participants on
each fixation locations for the
incorrect responses between
groups. b Percentage viewing
time spent by participants on
each fixation locations for the
correct responses between
groups. Asterisks indicate
significant differences at
p <0.05

Fig. 5 Questionnaire responses
characteristics across the two
groups. Asterisks indicate
significant differences at
p <0.05
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tion when they fixated on the incorrect kinematic locations.
Alder et al. (2014) found that expert players fixated on the
specific locations that were key factors for anticipation and
decision-making in badminton-shot. In their study, novice
players also made more incorrect judgments compared to
experts when they fixated on the shuttle and other locations,
which did not differentiate serve types [4]. The results of gaze
behavior in our audio-visual group showed that they learned
to pick up subtle differences in postural cues and ignore other
irrelevant information. The visual group, that was guided
explicitly and directly during training, probably not only they
did not know the effectiveness of using the eye movement
pattern but also, the directed instruction did not help them
during the delayed retention test. Observed changes in the
audio-visual group performance implied that this is a mean-
ingful improvement rather than increased test familiarity or
habituation. The positive effects of sound coupledwith visual
instruction support and extend previous studies attempts to
enhance perceptual-cognitive skill in sport and other settings
[7, 15, 22]. When participants were asked about the type
of training preferred, the audio-visual group expressed that
training with acoustic signal was attractive and decreased
their fatigue [16].

At a broader level, our findings are consistent with a
paradigm of sensory processing inwhich perceptual and cog-
nitive mechanisms are tuned to process multisensory signals.
Under such a regime, encoding, storing, and retrieving per-
ceptual information is intended by default to operate in a
multisensory environment, and unisensory processing is sub-
optimal because it would correspond to an artificial mode of
processing that does not utilize the perceptual machinery to
its fullest potential [20]. As Buta and Aura (2017) expressed
multisensory processes facilitate perception of stimuli and
can likewise enhance later areas recognition. Memories for
objects and areas originally encountered in a multisensory
context can be more robust than those for areas encountered
in an exclusively visual or auditory context. In this study,
we showed that trial exposures to multisensory contexts are
sufficient to improve recognition performance relative to
purely unisensory contexts. Multisensory training (audio-
visual) probably promotes more effective learning of the
information than unisensory training. Although these find-
ings span a large range of processing levels and might be
mediated by different mechanisms, it nonetheless seems that
the multisensory benefit to learning is an overarching phe-
nomenon.

The findings of this study are supported by the research
of Hagmman et al. (2006). They examined the anticipatory
skills in novice and expert athletes using perceptual training
by orienting visual attention using red light. Results of their
research showed that badminton noviceswho trainedwith red
light significantly improved their anticipatory skill between
posttest and delayed retention test compared with controls

[7]. In the present study, perceptual training by guiding gaze
behavior through sound improved the anticipatory skill of
novice participants. One of the reasons for the superiority of
the audio-visual group was the use of the guided exploratory
learning method to learn key points for anticipation. Partic-
ipants heard an unpleasant sound when they moved away
from the reference points and a pleasant sound when they
approached the key points, while they were told before the
start of the exercise what situation a pleasant and unpleasant
sound they would hear. In this regard, Smeeton et al. (2005)
also used the relative effectiveness of a different instruction
to improve anticipation skills. Although they stated train-
ing facilitated anticipation skill, guided discovery methods
are recommended for expediency in learning and resilience
under pressure irrespective of the type of instruction used
in the experiment. In the present study, guided exploratory
(audio-visual) lead to better decision time and higher accu-
racy [31].

The other result of the present study supported previous
findings that suggested fewer number and longer duration
of fixations, which indicates skillful performance [4, 13]. In
this study, the participant’s eye movements convert to sound
and transformed into acoustic signals for guiding partici-
pants to the key areas of the body, leading to longer fixation
durations and fewer fixation numbers. Since each of the two
groups improved their gaze behavior patterns, this indicates
that participants could learn the exact distinction between
different places in the posture from pretest to immediate
and delay retention. Then, the audio-visual group can detect
the result of different badminton shot and ignore irrelevant
information. It can be highlighted that this type of exercise
(audio-visual) brought the gaze behavior of the audio-visual
group closer to the gaze behavior of expert athletes. Another
important consequence of the present study is that augmented
sensory could be displayed acoustically to minimize per-
ceptual overload. Using multisensory learning may not only
reallocate perceptual and cognitive workload but also reduce
distraction, since, unlike visual perception, auditory percep-
tion requires neither specific athlete orientation nor a focus
of attention [16, 29, 30]. When sonification was withdrawn,
participants’ performance remained stable during the delayed
retention test. In contrast, a second group of participants who
had practiced with just visual stimuli showed a decline in
performance during the delayed retention test. In this task,
probably, sonification preserved the spatio-temporal struc-
ture of the task in the perceptual-motor workspace, acting as
a guide for pickup main information. Conversely, unisensory
training (visual) provides information for the direct control
of gaze behavior; its removal means that guidance was no
longer possible as the required information was absent [32].
If learning is seen as education of attention [33], the need
to sonify task-intrinsic events to avoid the guidance effect is
clear [32].
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However, the result of the present study was incompatible
with Coutrout and et al. (2012). In their study on sound-
tracks in videos, it was concluded that sound might influence
eye position, fixation duration, and saccade amplitude, but
that the effect of sound is not necessarily constant over time,
whereas in the present study, the acoustic signal guide eye
movements during task performance. Probably a factor for
the contradictory result was short time duration of our study,
whereas the time duration in the Coutrout et al.’s study was
too long [24]. Presumably, the audio-visual training group
watched longer all interest areas like fixating on trunk and
hand when they gave correct responses, indicating that they
were trying to foresee player’s intention. Longer fixation
durations and lower fixation numbers allow the audio-visual
training group to spend more time on extracting information
from the opponent’s kinematic points of posture. Probably,
this group, like the gaze behavior in experts could reduce the
amount of information to be processed or requires fewer fix-
ations to create a coherent perceptual representation of the
display [13].

According to the results of the questionnaire, probably
multisensory training can be considered more useful than
visual exercise. Since this group stated that they feel com-
fortable in it and they considered themselves more active.
Multisensory trainingmay have increased participants’moti-
vation to use the sound during practice sessions, leading to
the increased effort during the training period. As partici-
pants’ performance decreases during fatigue, it is suggested
that the role of eye movement sonification as a motivator for
predicting the shot within mental and physical fatigue should
be considered. In general, the use of the multisensory learn-
ing is likely to be effective in learning complex motor tasks,
facilitating the discovery of the new task needs and helping
to perceive the exercise structure.
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