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Abstract
Interactive simulations are tools that can help students understand and learn about complex relationships. While most sim-
ulations are primarily visual due to mostly historical reasons, sounds can be used to add to the experience. In this work, we
evaluated sets of audio designs for two different, but contextually- and visually-similar simulations. We identified key aspects
of the audio representations and the simulation content which needed to be evaluated, and compared designs across two sim-
ulations to understand which auditory designs could generalize to other simulations. To compare the designs and explore how
audio affected a user’s experience, we measured preference (through usability, user experience, and open-ended questions)
and interpretation accuracy for different aspects of the simulation (including the main relationships and control feedback).
We suggest important characteristics to represent through audio for future simulations, provide sound design suggestions,
and address how overlap between visual and audio representations can support learning opportunities.

Keywords Interactive simulations · Usability · Audio user experience · Multimodal interactive tools · Surveys · formative
evaluations

1 Introduction

Multiple modalities have long proven their positive influ-
ence on educational tools [27] (typically through speech,
text description, and images). The auditory display com-
munity has clearly demonstrated the ability of sounds to
support exploration and comprehension of data [10]. The
present work investigates the design and impact of auditory
displays specifically in the context of interactive simulations.
It compares a pair of physics simulations, and explores how
audio can impact a learning experience. Simulations are typ-
ically visual, and the application of an extended multimedia
principle, using auditory displays, has not been evaluated
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systematically with a pair of simulations to understand gen-
eralizable design concepts.

2 Related work

Interactive simulations are educational tools that allow stu-
dents to explore real-world phenomena in a controlled
context [12]. Simulations support learner inquiry in a simpli-
fied version of a complex system and encourage exploration
of hypothetical changes which may be impossible to conduct
in real life [21]. They can also allow students to isolate spe-
cific scientific concepts for comprehension in an authentic
context [14]. Simulations enhance traditional learning expe-
riences, particularly for lab activities [32].

The quality of an interactive simulation typically hinges
on the design of its visual representations, though recentwork
has begun investigating the enhancement of simulations with
auditory displays [25,29,35]. Evaluations of visual displays
mostly rely on interpretation of user-driven actions to observe
patterns and changes which reflect rules of the dynamic sys-
tem [11]. Often, evaluations emphasize students’ conceptual
understanding of the concepts represented within the sim-
ulation environment [13]. Multimedia (visual and speech)
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Table 1 Overview of study details

Evaluation Design versions Total participants

Ohm’s Law Evaluation I 4 79

Ohm’s Law Evaluation II 8 29

Resistance in a Wire Evaluation I 5 30

Resistance in a Wire Evaluation I 5 27

learning tools have some history of evaluation [26]. Eval-
uation approaches for auditory displays within simulations
present unique challenges distinct from the evaluation of their
visual displays [40]. Evaluations of most sound-enhanced
learning experiences have focused on learners with vision
impairment [24], but have not systematically evaluated audi-
tory or multimodal representations for a general audience
(for one that has, see [38]).

2.1 Design and evaluation of sounds

Auditory displays can encompass a broad category of speech
and non-speech audio representations. In this work, we focus
specifically on evaluating how learners interpret, experience,
and use visual representations with associated non-speech
audio mappings. The audio mappings include sonification
(non-speech sounds whosemappings are driven by data or an
underlyingmodel) [22], auditory iconswhich use ametaphor
for interpretation [19], and earcons which use a rapidly
acquired association for interpretation [8]. For brevity, we
will refer to these categories collectively using the colloquial
terms “sounds” or “sound designs” throughout the paper,
with the exception of Tables 2, 3, and 4, where auditory sub-
categories are specified.

Within the auditory display community, designers eval-
uate audio mappings to ensure they properly present their
embedded information in an understandable and compre-
hensible way. Typical evaluation methodologies include
identification tasks (measuring reaction time or accuracy),
discrimination tasks (e.g., magnitude estimation), sound card
sorting (i.e., matching), among others [7]. This methodolog-
ical variety supports flexibility in the evaluation’s focus, as
each of these methods can support qualitative feedback (the

user’s preferences and enjoyment) and quantitative feedback
(accuracy of interpretation) during any stage of the design.

In qualitative evaluations, such as a sound card sorting,
users listen to an entire series of sounds and match themwith
researcher-selected labels or categories. This is a commonly-
used technique when in exploratory stages of sound design
[34]. Late-stage qualitative evaluations typically take a task-
oriented approach, where the sound design is integrated into
a system, and designers may rely on task accuracy, video and
written observation, questionnaires to understand the user’s
interpretation, and the success of the display for supporting
a task [5].

Quantitative evaluations can provide othermeans for com-
paring sound designs: accuracy [6,43], reaction or task time
[36], situation awareness [33], and workload [37]. For com-
plex sound designs (those which present multiple streams
of information), random sampling for stimuli evaluation can
be used to probe comprehension and accuracy for individual
variable mappings [33]. Additional measures such as learn-
ability, intuitiveness (recognition or interpretation time), and
memorability (retention of association) are frequently used
to characterize a successful sound design [18,20].

One difficulty in audio evaluation emerges from general
lack of critical examination of sounds and sound designs.
People have lots of experience interacting, observing, and cri-
tiquing visual designs. The ubiquity of visual displays means
that people can use a large body of common language to cri-
tique visual displays; however, as audio-only or multimodal
displays are less widespread, people lack experience in sim-
ilar analysis or critiques. When evaluating sound designs,
people may imagine or expect changing visual representa-
tions, causing them to consider the audio changes within the
context of visual ones. To actually evaluate this combined
multimodal approach, researchers and designers should ask
context-specific and generalizable questions.

Notably, even with the large body of work for evaluat-
ing sound designs, there is no consistent way to evaluate one
sound design against another. Researchers and designers rely
on a variety of methods, making it difficult to compare across
designs in a more general sense. The lack of a standardized
scale for evaluation of sound designs makes general compar-
isons difficult, and researchers typically rely on ad hoc Likert
questions to elicit feedback on other factors (e.g., aesthetics).

Table 2 Details about each of the four sound designs included as different sim versions in Ohm’s Law Evaluation I

OL designs Current Sliders Circuit diagram features

OL 1.1 Pitched loop Same timbre, diff. pitches Earcons

OL 1.2 Pitched loop (after interaction) Same timbre, diff. pitches Earcons

OL 1.3 Pitched loop Same timbre, diff. pitches Earcons

OL 1.4 Synthesized tempo Same pitch range, diff. timbres Earcons (after interaction)
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Table 3 Details about each of
the eight sound designs included
as different sim versions in
Ohm’s Law evaluation II

OL Designs Current Sliders Circuit diagram features

OL 2.1 Pitch change N/A N/A

OL 2.2 Tempo change N/A N/A

OL 2.3 Fading tempo/pitch N/A N/A

OL 2.4 N/A Same pitch range, diff. timbres N/A

OL 2.5 Tempo change Same pitch range, diff. timbres N/A

OL 2.6 Synthesized tempo N/A Earcons

OL 2.7 Pitch change Modulation rate, diff. timbres N/A

OL 2.8 Synthesized tempo Same pitch range, diff. timbre Earcons

Additionally, thesemethods are used in a summativemanner,
and do not explicitly inform iteration for the sound designs.
(As a comparison,within the field ofHuman-Computer Inter-
action, standardized usability scales are common: see the
System Usability Scale [9].)

2.2 What should be evaluated

Visual simulation evaluation is heavily explored due to their
prevalence in learning materials. For example, PhET Inter-
active simulations [30] has a long history of focused visual
design for their simulations. As part of that work, Lancaster
et al. [23] highlight five different characteristics important to
their visual simulation design goals. This work focuses on
two of those goals: (1) the need to engage learners in sci-
entific exploration; and (2) the need to develop conceptual
understanding across multiple representations. Expanding
this set of concepts to encompass design goals for sound
in multimodal simulations is a novel area, and has not been
systematically explored through structured evaluations.

To meet Goal 1 (supporting scientific exploration), the
sound design needs to be interpretable by the learner, and
should help a learner make predictions and compare against
prior knowledge. To meet Goal 2 (develop conceptual under-
standing through multiple representations), sound designs
should work in tandem with the visuals to provide additional
methods of emphasizing the relationships embedded within
the sim. Each visual design goal can be adapted to analyze the
sound design goals, though covering each of them in detail
is beyond the scope of this paper.

Intersecting methods and strategies from the visual simu-
lation design community and the auditory display community
could create a cohesive approach for the evaluation of multi-
modal simulations. Prior work has explored three important
concepts that should be evaluated in sound designs, includ-
ing mapping interpretation [15], user experience [39], and
usability [7]. Each of these aspects could impact how a
learner is building knowledge with a multimodal learning
tool (for both the sound and visual designs). Throughout
this work, we will use “interpretation” to mean how a

learner understands audio/visual changes within an interac-
tive simulation’s context. User experience and usability will
be evaluated cohesively. Poor mapping design could lead
to difficulty in interpretation of the content, an unenjoyable
experience, and frustration, which would reduce the effec-
tiveness of the careful visual and sound design. We will use
the term “preferences” to mean the overall user experience
and usability of the designs. In these evaluations, we focused
on general questions about layering sounds and visuals, and
specific questions on individual mappings for conceptual or
relationship representations.

3 Methods

In this work, we tested whether or not similar sound designs
work for multimodal content with a similar visual designs,
layouts, and topics. Four evaluations were completed, two
for each of the simulations (see Table 1). We used two sur-
veys per simulation to iterate the sound designs and discover
which had the best interpretation and the highest learner
preferences.Within-simulation comparisons (between sound
designs in Ohm’s Law Evaluation I and II) often changed
individual mappings or properties, to directly compare the
effect of that multimodal version on participant interpreta-
tions and preferences.

Across the four evaluations we measured both specific
metrics (e.g., accuracy for interpretation of relationship
based on sound mapping) and generalizable metrics (e.g.,
usability), to compare within the designs for one simula-
tion or across designs for both simulations. Most differences
between simulation versions across the pairs of studies (i.e.,
between Evaluation I and Evaluation II for both sims) were
simplifications or changes to the total number of concepts
presented through sound.

In this work, our goal was to:

– Identify important aspects of audio representationswithin
simulations that should be evaluated.
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– Compare audio designs for a pair of simulations to under-
stand what aspects of audio design can generalize across
simulations.

– Understand the relationship between conceptual visual
and audio representations for simulations.

3.1 Motivation for simulation choices

We selected two of the more than 140 free math and sci-
ence simulations from the PhET Interactive Simulations
Project [30]. PhET’s simulations (sims) are available in 87
languages and widely-used (more than 100 million times
a year). Their sims follow a set of specific design goals,
including supporting interactivity, giving dynamic feedback,
and supporting multiple representations (e.g., [23]). Their
iterative design process supports evaluation to ensure these
key design goals, and includes numerous interviews with
learners, rounds of heuristic evaluation with expert designers
and teachers, and thorough formal evaluations [3,23]. PhET
sims are widely-used and thoroughly-evaluated from a visual
design standpoint and their historical success in supporting
educationmade themexcellent candidates for exploring audi-
tory and multimodal design within this work.

Their sims rely on a principle of implicit scaffolding
to encourage student exploration and use without needing
explicit, guided instructions; this is similar to Quintana et
al.’s [31] concept of instructional scaffolding. They include
three main scaffolding strategies: providing visual represen-
tations that build on initial understanding; allowing direct
control and observation of phenomena; and enabling learners
to explore the content through multiple views and repre-
sentations, especially for complex concepts. Standardized
evaluation methods have already been thoroughly explored
within their visual sims, and their ability to successfully sup-
port learning for the visually-included concepts provided a
good baseline to compare against.

Ohm’s Law and Resistance in a Wire were chosen for
their similar visual representation and interaction, but differ-
ing levels of complexity in user-controlled variables. They
are widely-used sims from 6th grade onward (until univer-
sity), and their relatively simple controls made them prime
candidates for use in this preliminary study.

In Ohm’s Law (OL), users can adjust sliders to explore
relationships between current (I), voltage (V), and resistance
(R) in a circuit. In this simulation (Fig. 1), the Ohm’s Law
equation is displayed (V= IR). Below the equation is a circuit
containing a resistor and multiple 1.5 Volt batteries in series.
A readout indicates the circuit’s current in milliamps.

By adjusting the voltage or resistance slider, users change
the value of the voltage or resistance in the equation and
in the circuit. As the voltage or resistance is changed, the
equation letter sizes change (e.g., increasing voltage results
in increase to the size of letter V and letter I, indicating a

Fig. 1 Screenshot of PhET simulation Ohm’s Law

Fig. 2 Screenshot of PhET simulation Resistance In A Wire

proportional relationship). Corresponding changes occur to
the circuit, including a change in number of batteries shown
as voltage is changed (full or partial 1.5 V batteries appear
or disappear) or in the amount of impurities in the resistor as
resistance is changed.

In Resistance in a Wire (RIAW), users can adjust sliders
to explore the relationships between resistance in a wire (R),
and the resistivity (ρ), length (L), and area (A). In the simu-
lation (Fig. 2), the equation is displayed (R = ρ L / A). Below
the equation is a section of wire. By adjusting the resistiv-
ity, length, and area sliders, users change the value of these
variables in the equation and in the wire. As the variables
are changed, the equation letter sizes change (e.g., increasing
area decreases resistance, indicating an inverse relationship).
Corresponding changes occur to the wire, including a change
in the amount of impurities in the wire as resistivity is
changed, and changes to the length or area of the wire as
length or area are changed.
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3.2 Audio design process

Multiple sound designs were developed for each sim, imple-
mented through Web Audio [41], after initial prototyp-
ing using the audio design software SuperCollider [28],
Max/MSP [1], GarageBand [4], and Ableton [2]. Weekly
meetings of the interdisciplinary design team were used to
brainstorm the auditory display designs and to decide the
different conditions or representations which would be com-
pared in each of the surveys. Previous research in parameter
mappingwas leveraged to inform portions of the design (e.g.,
slider values relied on pitchmappings,where lowvalueswere
lower pitched, and high values were higher pitched, follow-
ing [42]. In part, the lack of leverageable research forced our
evaluation of multiple sound designs [17]. Prototypes pre-
sented different sound designs for representing changes in:
directly interactive variables (i.e., those represented through
sliders); the indirectly interactive variable (Current in Ohm’s
Law and Resistance in Resistance in a Wire); and physical
properties (batteries and resistor in Ohm’s Law circuit, wire
in Resistance in a Wire). See the supplemental videos for
demonstrations of each prototype design.

3.3 Audio-enhanced simulation designs

Each evaluation had research questions specific to the sim
design (detailed below). However, all of these questions
sought to understand if the sounds helped encourage learner
exploration, and if the sounds effected conceptual under-
standing, our two focuses for considering the success of
potential sound-enhanced simulation designs [23].

3.3.1 Ohm’s Law (OL) evaluation I

In Ohm’s Law, it is important for a learner to explore the
presented relationships through direct changes to the two
variables (voltage and resistance) and to understand their
effects on current. The design team was primarily interested
in: (1) Should the main relationship or concept (current) be
represented through sound?; (2) Should the sliders be repre-
sented through sound?; and (3) Should the physical circuit
(i.e., voltage or resistance properties, like the number of bat-
teries) be represented through sound? To investigate these
questions, OL Evaluation I included four sound-enhanced
sim versions with different sound designs (OL 1.1–1.4, listed
in Table 2). Each design contained three categories of sounds:
representations for current (mapping: pitch vs. tempo; tim-
ing: during vs. after); slider mappings (pitch vs. timbre); and
physical circuit properties (earcons vs. no earcons).

3.3.2 Ohm’s Law (OL) evaluation II

From OL Evaluation I we gained insight into learners’ inter-
pretations and preferences for the soundmappings. In Ohm’s
Law Evaluation II, we aimed (1) to understand the effect of
sound design complexity on interpretation and preference
and (2) to identify potential opportunities to simplify the
sound designs. OL Evaluation II utilized eight sound designs
(OL 2.1–2.8, see Table 3), most with less complex mappings
than versions in OL Evaluation I (OL 1.1–1.4). For example,
most versions included inOLEvaluation II used sound to rep-
resent either changes in current, or interaction with sliders,
but not both. A single complex design (OL 2.8) was included
to serve as a contrasting design comparison.

3.3.3 Resistance in a wire (RIAW) evaluation I

Resistance in a Wire Evaluation I included five different
sound designs (RW 1-5) shown in Table 4. This sim has
the same set of interaction controls (sliders) and similarly-
designed visual displays asOhm’s Law.However, Resistance
in a Wire was a contrasting case to the Ohm’s Law sound
designs, since it presented a more complex set of relation-
ships (three variables instead of two). The two main research
questions were: (1) Should the main relationship or con-
cept (resistance) be represented through sound?; and (2) Can
the resulting sound mappings from OL Evaluation I & II
for the sliders and physical properties (e.g., length of the
wire) generalize to inform the design of other sims? The five
sim versions contained categorical comparisons: resistance
(mapping: pitch loop vs. tempo loop vs. pluck; timing: dur-
ing vs. after); slider mappings (pitch vs. timbre); and wire
properties (earcons vs. no earcons). Inspired by the wire in
the visual display, some versions incorporated a wire ‘pluck’
sound instead of a general pitch or tempo-mapped sound clip.

3.3.4 Resistance in a Wire (RIAW) Evaluation II

Though it will be discussed in more detail later, much of the
RIAWEvaluation I feedback centered around the difficulty in
interpreting what mapping represented resistance. The main
goal of RIAWEvaluation II was to investigate whether or not
differences in sound design emphasis through volume could
affect interpretation of the concepts within the sim. The same
main sound design mappings were used in RIAWEvaluation
II (see Table 4).

3.4 Participants

Participants were recruited from the undergraduate popula-
tion at a technical university in the United States, all with
self-reported normal or corrected-to-normal hearing. Partic-
ipants were recruited through the Psychology Department,

123



328 Journal on Multimodal User Interfaces (2021) 15:323–334

Fig. 3 General format of all surveys

and had a range of knowledge about the sim topics, represent-
ing a diverse group of novice to expert learners. Importantly,
we recruited this participant group as theywere likely to have
some exposure to the concepts, and could discuss a nuanced
perspective of relating the auditory representations to the
visual oneswithout having apotential negative impact of their
initial learning (which, though unlikely, could have happened
with novice learners, and thus was something we wanted to
avoid). More students were recruited for the initial survey
(OL Evaluation I), to capture a broad range of feedback. In
the additional surveys, we found that a smaller number of
participants still provided a broad range of responses, and so
reduced the total number of participants. OLEvaluation I and
II had 79 and 29 student respondents, respectively (108 par-
ticipants total, ages 18–24, mean = 19.6, 55 females). RIAW
Evaluation I and II had 30 and 27 responses, respectively
(57 participants total, ages 18–37, mean = 19.6, 29 females).
Each survey took 60–90 min to complete; total duration was
dependent on the number of simulation versions included
within each survey.

3.5 Evaluationmaterials and procedure

Each evaluation (OL Evaluation I, OL Evaluation II, RIAW
Evaluation I, and RIAW Evaluation II) was given through
a comprehensive, single survey. First, participants were
prompted to review the ethics committee approved consent
form, and indicated their consent before proceeding to the
survey (see Fig. 3 for overview).

3.5.1 Physics concept pre-test

Second, the next section was a short two-question (OL Eval-
uation I and II) or three-question (RIAW Evaluation I & II)
pre-test on physics concepts relevant to the sim. Questions
were provided with a graphic of a simple physics circuit dia-
gram (OL Evaluation I and II) or a piece of wire (RIAW
Evaluation I & II), labeled with relevant variables (e.g., V,
I, and R). No other supporting materials (i.e., equations or
definitions) were provided.

3.5.2 No-sound sim questions

Third, each participant had a minimum of 30 s (enforced,
as the survey would not proceed sooner) using a no-sound
(visual-only) version of the sim. After 30 s, three com-
prehension questions were displayed, probing for specific
quantitative values (e.g., “What is the value of the current (I)
in the circuit when you move the voltage (V) slider to 2.4
V and the resistance (R) slider to approximately 750 Ω?”).
A couple of questions about interpretation of the visual sim
components (e.g., “What do you think the black dots in the
wire represent?”) were then asked.

3.5.3 Audio-enhanced sim questions

After using the visual-only version of the sim, interaction
and exploration with the multimodal sim versions followed
a similar pattern. Each sim had a minimum 30 s interac-
tion before the participant could move to the interpretation
andpreferencequestions. Three value-findingquestionswere
asked for each sim, with similar goals of encouraging sim
use to answer. Then participants mapped sound descriptions
to interactions and concepts, while following a prompt like
this one from Ohm’s Law: “Adjust the Voltage and Resis-
tance sliders by moving them up or down. What sounds did
you hear while you were adjusting the two sliders?” A list
of high-level descriptions for each sound mapping was pro-
vided. They would assign each description to a concept or
control within the sim.

Then, they were asked different sets of questions on ease
of interpretation (for the sound mappings), preference about
sound length, and how clear they felt the slider mappings
were. Next, each participant ranked the sounds by prefer-
ence. Afterward, they provided open-ended feedback about
how each of the sounds impacted their understanding of the
concepts.

Additional Likert questions were asked on the following
topics: enjoyment; whether they would recommend the sim
to a friend learning the main concept (e.g., Ohm’s Law); and
their confidence in interpretation. Then, they answered the
four user experience questions (standardized UMUX) [16]
and a subset of audio user experience questions (BUZZ) [39]
focused on their ease of interpretation for the sound map-
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pings, as well as enjoyment and aesthetic preferences about
the sounds.

3.5.4 Physics concept post-test

After completing all of the individual questions for each
sound-enhanced sim version, they answered a post-test com-
prised of the exact same questions from the pre-test.

3.5.5 N-alternative forced-choice questionnaire

The final sim used was a version that allowed participants
to select between different sound options to create a cus-
tomized auditory display in real-time. The included sound
options came from the different designs they had experienced
throughout each of the sim versions. They were asked to
report their choices for the directly interactive variables (i.e.,
the sliders), the indirectly interactive variables (i.e., current
or resistance), and physical representations (e.g., the bat-
teries or resistance/resistivity). When reporting their sound
design choices, participants explained their reasoning for the
choices. Finally, they ranked the available sound choices
from most to least favorite and answered the exact same set
of Likert questions used in each of the audio-enhanced sim
question sets.

3.5.6 Demographics

Lastly, participants self-reported demographics including
gender, age, major, related classes, prior use of PhET simu-
lations, and primary language.

3.6 Analyses

Descriptive statistics were calculated for responses to each
survey, as this work was largely exploratory and did not
require more complex statistical analyses to discover pat-
terns in responses. Open-ended responses were categorized
by two members of the study team as either “positive” or
“negative”. In this work, we present data related to user com-
prehension interpretation and user preference (including user
experience and usability). The first set of data (interpretation)
related to the educational nature of these simulations;without
clear evidence for successful interpretation of themultimodal
representations, it would be difficult to argue for more learn-
ing resources to include the time, effort, and evaluation for
auditory display development for future tools. The second
half of the data (user preference) evaluated overall usabil-
ity and enjoyment of the displays; without support for an
enhanced, enjoyable experience, learners may mute or turn-
off the sound, resulting in a lower chance of engaging with
the additional representations.

3.6.1 Interpretation

Interpretation was measured three ways. First, differences in
pre-post scores for the physics concepts provided a baseline
about the concepts. Second, accuracy in the interpretation of
the visual sim components provided insight to their under-
standing of the visual-only sim. Third, accuracy in matching
sounds to their concepts and interpretation of their map-
pings provided insight to their understanding of the audio
and visual layers used within the multimodal sims.

3.6.2 User preferences

We used the UMUX scale, an overall metric for user
experience that includes sub-components of effectiveness,
satisfaction, overall ease of use, and efficiency. The BUZZ
audio user experience questions focused on enjoyment and
aesthetics of the sound designs. Scores were calculated
according to their scale designs, following Finstad [16] and
Tomlinson, Noah, & Walker [39]. UMUX was scored out of
24, and the BUZZ Aesthetics Subscale was scored out of 21.
Descriptive statistics were calculated for the other Likert and
ranking questions.

4 Results

4.1 OL evaluation I & II

OL Evaluation I had three main questions: (1) Should the
main relationship or concept (i.e., current) be represented
through sound?; (2) Should the sliders be represented through
sound?; and (3) Should the physical circuit (i.e., voltage or
resistance properties, like the number of batteries) be rep-
resented through sound? After the first survey, the sound
designs were simplified for OL Evaluation II. OL Evalua-
tion II’s focus was on comparing these different simplified
sound designs to (1) understand the effect of sound design
complexity on interpretation and preference, and (2) to iden-
tify opportunities to simplify the final sound designs.

4.1.1 Interpretation

Pre-post scores for physics concepts were consistently high
across both surveys (over 90%). InOhm’s Law, interpretation
accuracy of the visual-only sim components was highest for
the circuit diagram (OL Evaluation I: 95%, OL Evaluation
II: 93%) and lowest for the dots representing resistance (OL
Evaluation I: 49%, OL Evaluation II: 48%).

Soundmappings used in all multimodal sim versions were
scored for accuracy. Across all designs in OL Evaluation
I, participants had low accuracy (40–50%) interpreting the
sound mappings for current, the most pedagogically relevant
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Table 4 Details about each of
the eight sound designs included
as different sim versions in
Resistance in Wire Evaluation I
& II

RIAW designs Resistance Sliders Wire features

RIAW 1 Pitched loop Same timbre, diff. pitches Earcons

RIAW 2 Pitched loop (after use) Same timbre, diff. pitches Earcons

RIAW 3 Tempo change Same timbre, diff. pitches Earcons

RIAW 4 Pitch change “pluck” Same timbre, diff. pitches N/A

RIAW 5 Pitch change “pluck” (after use) Same timbre, diff. pitches N/A

sound. In contrast, they were highly accurate (92–100%)
interpreting the slider sounds across the different sim ver-
sions. The earcons for the circuit diagram had 65% accuracy
across the four multimodal versions.

Based on results from OL Evaluation I, representations
for current were simplified for OL Evaluation II. In OL
Evaluation II, sound designs with current alone (OL 2.1–
2.3, and 2.6) had higher interpretation accuracy for current
(80%,67%,81%, and70%, respectively) than thosewith both
current and slider sounds (OL 2.7: 35% and OL 2.8: 40%).
OL 2.1 and 2.3 had the overall highest accuracy for current
interpretation (81%). Slider interpretation accuracy was high
(around 80% for OL 2.4 and 2.5) when it was the only sound
orwhen itwas pairedwith a tempo and pitchmapping for cur-
rent. Sliders used in sound designs with more layers had the
lowest accuracy for interpretation (OL 2.7: 14 people were
accurate for both; OL 2.8: 13 people were accurate for both).
Earcon interpretation was highest in OL 2.6 (Voltage: 81%),
and lowest in the most complex simulation version (OL 2.8,
about 50% for both earcon mappings).

4.1.2 User preferences

Overall, designs OL 1.1 and 1.4 had the highest UMUX
scores (1.1: 16.96; 1.4: 17.03). While OL 1.4 had the high-
est overall score for aesthetics (BUZZ: 10). Table 5 contains
the average usability and audio user experience scores for
each sim version. In Ohm’s Law Evaluation I, there were no
major differences in scores for the subset of standard audio
scale questions. OL 1.4 had the highest average score for
being fun (4.07 out of 7) and OL 1.2 had the highest average
score for being recommended to help someone learn about
Ohm’sLaw (4.85 out of 7). Participants all reported the sound
length for current as being too long. Through the open-ended
questions, 60–93% of participants reported that the earcons
were distracting or annoying, and many found them to be
unnecessary double-mappings when compared to the sliders
or general current representations

In OL Evaluation II, designs OL 2.4 and 2.3 had the high-
est UMUX scores (2.4: 18.25, 2.3: 18.24). OL 2.4 also had
the highest aesthetics score (13.18). Table 6 contains the aver-
age usability and audio user experience scores for each sim
version. Participants rated their confidence in interpretation

Table 5 MeanUMUX scores (out of 24) and BUZZ aesthetics subscale
(out of 21) in Ohm’s Law evaluation I

OL designs UMUX scores BUZZ scores

OL 1.1 16.96 9.19

OL 1.2 16.61 9.65

OL 1.3 15.96 9.08

OL 1.4 17.03 10

of sound designs highest for the two which used a simple
tempo-only mapping for Current (OL 2.2: 5.07 out of 7; OL
2.5: 4.92 out of 7). OL 2.4 and 2.5 had the two highest ratings
for being fun (4.46 and 4.35 respectively), and had the high-
est ratings for ease of interpretation for the sound mappings
(2.4: 4.77 out of 7; 2.5: 4.5 out of 7).

OL Evaluation II included shorter sounds (across all rep-
resentations), participants reported the length for all sounds
was fine (reported as “neither too long nor too short”). In
the forced-choice questions, the highest preferred Current
representation was through tempo change (OL 2.2 and 2.5).
Participants chose pitch-based slider representations (OL2.4,
2.5) over to the non-pitched based ones (OL 2.7, 2.8).

4.2 RIAW evaluations I & II

RIAW Evaluation I had two main questions: (1) Should
the main relationship or concept (resistance) be represented
through sound?; and (2) Can the resulting sound mappings
fromOLEvaluation I& II for the sliders and physical proper-
ties (e.g., length of the wire) generalize to inform the design
of other sims? After the first survey, the sound designs were
adapted to discover whether or not differences in sound
design emphasis through volume could affect the interpre-
tation of the concepts within the sim.

4.2.1 Interpretation

Pre-post scores for physics concepts were high, except for
two notable relationships for Resistance in a Wire: length &
resistance (overall accuracy in the RIAW Evaluation II: 13
to 27), and area & resistance (overall accuracy in the RIAW
Evaluation I: 16 to 30; RIAW Evaluation II: 11 to 27). In
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Table 6 Mean UMUX scores (out of 24) and the BUZZ Aesthetics
Subscale (out of 21) in Ohm’s Law Evaluation II

OL Designs UMUX scores BUZZ scores

OL 2.1 18.17 13.21

OL 2.2 18.1 11.93

OL 2.3 18.24 12.04

OL 2.4 18.25 13.18

OL 2.5 17.75 12.38

OL 2.6 15.32 11.79

OL 2.7 14.71 10.97

OL 2.8 13.42 9.93

Resistance in a Wire, interpretation accuracy of the visual
sim component (resistivity) was lowest (RIAW Evaluation I:
43%, RIAW Evaluation II: 59%).

In RIAW Evaluation I, the slider mapping accuracy score
was highest (RIAW 1.4 and 1.5: 75–85% accuracy, across
the three sliders) when the resistance sound was a single
plucked note.Accuracymappings for resistancewas 35–45%
for all five simulation designs. After the re-balanced sound
levels for RIAW Evaluation II, accuracy in resistance map-
ping increased to 75% for the plucked sound representations.

4.2.2 User preferences

When asked to report their choices for the final, Alternative
Forced Choice version of the sim, half (55%) preferred the
plucking sound to a looping one. Mean UMUX scores were
calculated for each sim, and RIAW 5 had the highest rating
(16.8 out of 24).

Mean UMUX scores were calculated for each sim, and
there were no major differences (Table 7), though RIAW
1.5 had the highest rating. RIAW 1.3 had the highest score
calculated from the BUZZ Aesthetics Subscale; participants
reported that there were too many different sounds (making
them difficult to differentiate). When asked to report their
choices for the forced-choice version, over half (55%) pre-
ferred the plucking sound to represent resistance.

Participants reported having an easier time interpreting
the concept for the plucked sounds (RIAW 2.5 was selected
the preferred representation for the resistance sound). In the
open-ended responses, 16 participants specifically listed pos-
itive feedback about the plucked sounds. In most cases they
liked it because it was a concise representation and was the
‘least distracting and easiest to identify.’

Almost all of the BUZZ Aesthetics Subscale scores were
higher for every sim design in RIAWEvaluation II (Table 8),
though many had lower general usability scores compared to
the RIAW Evaluation I. This may imply that there are dif-

Table 7 Mean UMUX scores (out of 24) and the BUZZ aesthetics
subscale (out of 21) in Resistance in a Wire Evaluation I

RIAW designs UMUX scores BUZZ scores

RIAW 1.1 16.63 9.5

RIAW 1.2 16.6 9.77

RIAW 1.3 15.93 10.43

RIAW 1.4 16.59 8.55

RIAW 1.5 16.8 9.03

Table 8 Mean UMUX scores (out of 24) and the BUZZ Aesthetics
Subscale (out of 21) in Resistance in a Wire Evaluation II

RIAW designs UMUX scores BUZZ Scores

RIAW 2.1 14.31 9.77

RIAW 2.2 14.62 10.46

RIAW 2.3 13 10.15

RIAW 2.4 13.42 9.38

RIAW 2.5 15.27 11.5

ferences between what factors audio user experience scales
measure compared to general usability.

5 Discussion

Through our studies of these four sound-enhanced, multi-
modal sims, we:

– Identified key audio representations that should be rep-
resented within these two physics simulations.

– Compared audio designs between the two simulations to
understand what aspects of audio design can generalize
across different physics simulations.

– Explored the relationship between visual and audio rep-
resentations for physics simulations.

5.1 Important aspects to represent through audio

The surveys conducted in OL Evaluations I & II addressed
three specific questions related to which concepts should
be represented through an audio layer. (1) Should the main
relationship or concept be represented through sound? Yes:
participants could successfully interpret sounds for the con-
cept of current, particularly when it was mapped to a pitch
or pitch and tempo change.

(2) Should the sliders be represented through sound? Yes:
participants could easily interpret the slider mappings; they
can be used as long as they do not overlap with the pitches
for current.
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(3) Should the physical circuit be represented through
sound? Maybe: earcons could successfully increase prefer-
ence scores (e.g., OL 1.4). Using diverse tempo, pitch, and
earconmappingsmade the sounds easier to differentiate; par-
ticipants could interpret all of them. However, some felt the
earcons were too repetitive compared to the visual changes,
and did not want those sounds as well as slider sounds.

OLEvaluation II further testedwhether simplifying sound
designs would lead to differences in interpretation and pref-
erence, particularly since participants were less accurate and
did not rate the experience highly for the complex designs.
Simpler designs without earcons had higher interpretation
and preference scores. These simulations had better align-
ment between understandability and aesthetics for the sound
mappings.

RIAW Evaluations I & II sought to discover similar con-
structs, but within a different set of simulations. (1) Should
the main concept be represented through sound? Yes. Using
a single, plucked representation for resistance, with bal-
anced volume levels (to reduce emphasis of the sliders), and
without earcons, provided the best interpretation and pref-
erence scores. Timing for the sound changes also affected
these scores; participants preferred just-in-time feedback as
opposed to feedback after they completed their interaction.

(2) Could similar sound design mappings be used across
sims (i.e., between Ohm’s Law and Resistance in a Wire)?
Yes. For the sound designs which paralleled Ohm’s Law, the
sliders had high interpretation accuracy. Instead of using a
parallel sound design between resistance and current (with
a pitched loop), we found that participants could interpret
and also preferred a shorter sound representing the overall
resistance value. This highlights how some factors between
sim sound designs could transfer, but others may need to be
adapted, depending on the concepts and interactions.

5.2 Sound design suggestions

In general, participants preferred focused, simpler sound
designs for both sims. Across all versions, the slider map-
pings were well understood, but could be confused when
used in conjunction with other pitch-based representations
(e.g., current in Ohm’s Law). Since sliders could distract
from the main concept, we suggest using a plain wood-block
timbre (or other similarly plain sound) to convey this type
of feedback. Using a complex tone for the main concept can
be successful, as long as it is clearly balanced with the vol-
ume for any other sounds. Both current (Ohm’s Law) and
resistance (Resistance in a Wire) had high interpretation and
preference scoreswhen it was emphasized as themost impor-
tant sound through volume, pitch, and tempo/timing. Lower
scores for the earcons led us to forgo them in the final audio
designs for both sims.

Designs with the highest interpretation accuracy also had
higher preference scores (i.e., higher audio user experience
and usability). Integrating these types of questions could
help narrow a larger set of designs to a finalized subset dur-
ing formative evaluations through the use of standardized
questions, instead of needing to ask a significant amount of
interpretation and specialized preference questions. A subset
of preference and interpretation questions may be enough for
formative studies.

5.3 Overlapping visual and audio design

At the outset, we provided two important needs that audio-
enhanced sims would have to meet in order to support
successful learning. First, the sound design needed to be
interpretable by the learner, and should help them make pre-
dictions as well as compare against prior knowledge. The
sound-enhanced sims with the highest accuracy and prefer-
ence scores did accomplish this. Through the sim’s visual and
sound representations, participants could identify changes
and interpret how it represented the main concept. Many dis-
cussed their interpretation of the sound designs, andwhy they
chose an option for the N-Alternative Forced-Choice section,
“It was clear that it was an effect of the change in the slider
by only playing afterwards. Furthermore, it was succinct and
clear by changing tones and playing very quickly, which
maximized its effectiveness while keeping it short enough to
not become annoying.” Participants often discussed how the
sounds emphasized the changes in the main concept, without
distracting them. Many cited the sound brevity as a positive
in this case: it supported making many comparisons within
their brief exploration time.

Second, the sound designs should work in tandem with
the visuals to provide additional methods of emphasizing the
relationships embedded within the sim. Participants often
discussed both the visuals and the sounds in their interpreta-
tion and preference responses: “Both voltage and resistance
changed the sound so I assumed it’s representing current.”
The open-ended responses allowed us to integrate partici-
pants’ reasoning with their interpretations and preferences
to understand how the overlapping visual and sound designs
supported their experiences. In general, participants gave
sims higher preference scores when their interpretations for
the sounds and visuals were more accurate.

6 Future research and limitations

This work sought to address the evaluation of multimodal
simulations, particularly those using non-speech auditory
representations as an extension of the multimedia principle.
We found that a sample of about 30 participants provided
enough feedback to evaluate the interpretation and prefer-
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ence, and enough guidance to iterate on formative designs.
Future research should explore a variety of simulations, to
discover whether or not these findings hold across a larger
set of simulations. In addition, structured evaluation of the
ability for sound-enhanced simulations to support all five of
Lancaster et al.’s goals [23] is imperative to comparing the
success of these multimodal simulations to visual-only ver-
sions. One limitation is that these evaluations were done with
a sample of college students, who are one potential group of
simulation users. Therefore future research should seek to
evaluate formative designs of multimodal simulations with
other groups of learners (e.g., primary and secondary school
students).

7 Conclusion

Sound-enhanced multimodal simulations can provide a bet-
ter learning experience for students, since simulations can
present relationships and concepts through multiple means.
This study presents straightforward design recommenda-
tions for the design of sound-enhanced simulations through
comparisons between four different rounds of sound design
evaluation for two similarly-structured physics simulations.
This evaluation highlights key aspects to consider when
designing sounds to layer with visual representations; it pro-
vides specific, actionable design suggestions which can be
implemented for other simulations. Additionally, it provides
a foundational methodological approach that can be used in
future evaluations, and suggests a subset of methods to use
for facilitation of faster iteration on multimodal simulation
designs.
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