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Abstract
Flying an aircraft is a mentally demanding task where pilots must process a vast amount of visual, auditory and vestibular
information. They have to control the aircraft by pulling, pushing and turning different knobs and levers, while knowing
that mistakes in doing so can have fatal outcomes. Therefore, attempts to improve and optimize these interactions should
not increase pilots’ mental workload. By utilizing pilots’ visual attention, gaze-based interactions provide an unobtrusive
solution to this. This research is the first to actively involve pilots in the exploration of gaze-based interactions in the cockpit.
By distributing a survey among 20 active commercial aviation pilots working for an internationally operating airline, the
paper investigates pilots’ perception and needs concerning gaze-based interactions. The results build the foundation for future
research, because they not only reflect pilots’ attitudes towards this novel technology, but also provide an overview of situations
in which pilots need gaze-based interactions.
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1 Introduction

Human factors in general and human–computer interaction
in particular have a longstanding history in aviation research
[30]. Research starting as early as the 1950s,was already con-
cernedwith “[…]whether (and how) to integrate information
on a single display, how to arrange displays, how displays,
controls, and the comprehension of spatial information are
related, […] what types of displays are best for certain func-
tions […]” [30, p. 772], and how to allocate “[…] tasks to
humans and automation […]” [30, p. 778].

These and other newly evolving topics make continu-
ous research on human–computer interaction in aviation
inevitable. In particular, the growing role of automation in
modern aircraft introduces challenges that necessitate inten-
sive research with regard to workload, crew coordination,
error management, vigilance [30,50], as well as situation
awareness [17]. Simultaneously, the introduction of the so
called “[…] glass cockpits, replacing nearly all electrome-
chanical ’steam gauges’ with graphical displays” [30, p. 778]
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radically enhanced the design space and the complexity of
creating cockpit displays. Considering the potentially fatal
outcomes of misperceptions involving human–computer
interaction in the cockpit, the importance of this research
becomes even more evident [27].

A powerful technology to explore and alleviate the impact
of the previously mentioned challenges is eye tracking. Eye
tracking can provide an unobtrusive way to observe, analyze
and utilize a person’s visual attention [15]. We assume that,
in the near future, it will be possible and allowed to integrate
and reliably utilize eye tracking technology in the cockpit.
By accepting enhanced flight vision systems in general and
head-up displays in particular, the Federal Aviation Admin-
istration also “[…] recognized emerging technologies and
placedwithin the rule, provisions for the use of an ‘equivalent
display. […]” [5, p. 4]. Thus, the regulations can be inter-
preted as to indicate that the use of head-mounted devices
in the cockpit will no longer be prohibited in the near future
[5]. This will allow the use of head-mounted displays such as
augmented reality glasses, possibly with built-in mobile eye
trackers. Also, remote eye tracking installations that integrate
well into cockpits have been suggested [11].

In non-aviation related human–computer interaction
research, different gaze-based interaction techniques have
been proposed that are potentially also relevant for the cock-
pit: in explicit gaze-based interaction the user expresses the
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wish to trigger an interaction by using gaze as a pointer, either
by fixating (e.g., [34]), or by moving the eyes to produce a
smooth pursuit (e.g., [47]). Implicit approaches, on the other
hand, record and interpret the user’s visual attention for esti-
mating her information needs and adapting the interface (e.g.,
[6,25]). Over the last few years, a trend towards increasing
pervasiveness of gaze-based interaction can be observed [9],
enabling gaze-based interaction with public displays [51],
mobile phones [19,28], smart watches [20], and display-free
interaction with urban spaces [3].

In the context of aviation research, eye tracking is used to
explore the correlationbetweenpilots’ scanningbehavior and
their performance [13,31,42], expertise [44], mental work-
load [7,16], vigilance [40], and for evaluating (existing and
novel) displays, as well as the cockpit setup [36,43]. Ziv [52]
conducts a literature review on eye tracking studies in avia-
tion, while Hollomon et al. [22] review ongoing gaze-based
interaction research in general, and in relation to aviation.
For the latter, they state that, even though research for both
implicit and explicit gaze-based interactions exists, implicit
solutions are missing. Dehais et al. [12] utilize implicit gaze
to create an assistant system that improves pilots’ situation
awareness, while Alonso et al. [2] explore its use to support
air traffic control. Merchant and Schnell [35] use explicit
gaze-based interactions in combination with audio inputs to
control a flight simulator, while Pauchet et al. [38] do so
to allow eyes-free interactions with touch surfaces. Thomas
et al. [46] compare solutions for point-and-select tasks in
the cockpit, and both Rudi et al. [41] and Peysakhovich et
al. [39] explore different eye movement visualization tech-
niques for the use in pilot training.Despite the lack of implicit
gaze-based interactions, Hollomon et al. conclude that multi-
modal solutions utilizing those should be preferred.

None of the preceding research evaluates how pilots per-
ceive gaze-based interactions in the cockpit; that is, whether
pilots can think of working with such a technology and what
potential applications in the cockpit they see. This should
however be the first step when studying user groups, i.e., to
understand their needs; in particular, considering the spe-
cific area of aviation, in which the environment restricts
the design or implementation of interfaces. That includes
the limited access to the simulator and pilots for evaluat-
ing systems, the strict governmental regulations, the long
development cycles of aircraft manufacturers, and the com-
plex and confined cockpit. Moreover, understanding pilots’
future gaze-based interaction needs contributes to the design
and layout of future cockpits.

This article fills that gap, and as a first consults active
professional airline pilots from an internationally operating
airline. The responses are analyzed to determine the overall
attitude among pilots, and to identify use cases that reflect
pilots’ needs and should be the focus of future research. For
this purpose, we chose to employ a survey, which allows us

to identify potential applications of gaze-based interactions
in the cockpit. It provides insights on key components of any
human–computer interaction, i.e., the action (of the pilot) and
reaction (by the system) [33]. This type of study is particu-
larly useful considering the given environment of a cockpit.
That is, an environment where extensive tests and modifica-
tions in a real cockpit or a full-flight simulator are difficult
to conduct. Moreover, surveys allow inquiring a diverse set
of information in a more structured way compared to the
alternatives of observations/interviews. They are also less
time consuming considering the limited availability of air-
line pilots.

In summary, we make the following contributions based
on the survey results:

– Evaluate how professional airline pilots perceive gaze-
based interactions.

– Evaluate flight scenarios, for which pilots believe they
can benefit from gaze-based interactions.

– Infer directions for future research on gaze-based inter-
actions in the cockpit.

In particular, the future directions on gaze-based interac-
tions comprise a summary of the most promising gaze-based
interactions identified by the pilots in Sect. 7.

The remainder of this article is structured as follows: first,
we explain the existing interactions in today’s glass cockpits,
by introducing the corresponding terminology, the visual
attention distribution and pilots’ tasks and challenges, before
presenting the research questions considered in this article.
Then, we elaborate on the applied methodology, i.e., on the
study procedure, distributed questionnaires and participating
pilots. Afterwards, the results and a comprehensive discus-
sion of those are presented, followed by the conclusions and
outlook.

2 Interactions in the cockpit

This section helps understanding the flight scenarios (in the
following only referred to as scenarios) pilots identified for
gaze-based interactions in the cockpit. A scenario describes
a flight during which pilots encounter a sequence of different
events, such as a change of the wind direction. The cockpit
setup and abbreviations are introduced in the next section,
as a basis for discussions in the rest of the article. In the
following sections the existing interactions in the cockpit,
the visual attention distribution, and the tasks and challenges
pilots face on a daily basis are presented and provide insights
into pilots’ motivations and needs. Based on these aspects the
research questions are defined.

The aviation domain is separated into civil and military
aviation. Within civil aviation, there is the category of sched-
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Fig. 1 a Frontal view on the A320 cockpit with its most important AOIs. b The details of the PFD. The description of the abbreviations used in the
figures can be found in Table 1 and Section 2.1

uled air transports. It is concerned with the commercial
transportation of passengers or goods. This article focuses
on this aviation category, which is commonly also referred
to as commercial aviation. In particular, all pilots that partic-
ipated in our study are certified for a widely spread aircraft
type in commercial aviation, the Airbus 320 (A320) [1]. The
A320 family is a typical example of aircraft, whose glass
cockpit did not undergo any major changes since the first
generation was shipped during the late 1980s. For simplicity
we refer to the commercial aviation pilots as pilots.

2.1 Cockpit setup

To better understand the pilots’ situation, it is important to
know the environment they are working in. Therefore, we
introduce and explain the most important areas of interest
(AOIs) in the A320 cockpit, as well as their abbreviations.
These AOIs are used in the subsequent analyses, and were
selected based on the previous work by Anders [4] and a dis-
cussion with our domain expert. Figure 1a shows a frontal
view of the A320 cockpit including the AOIs. The abbrevia-
tions are explained in Table 1 and this section.

After entering the cockpit, pilots first adjust their seats to
be able to look out the aircraft window. This allows them
to look straight outside and to the left or right, depending
on their seat (OUT). An unobstructed view to the outside is
important during the takeoff and landing phase, as well as
during ground operations, and if visual meteorological con-
ditions hold, also during the cruise phase. The commander
usually sits on the left seat, while the first officer sits on the
right (see Fig. 2).

Table 1 An overview of the aviation related abbreviations that are most
frequently used throughout this article

Abbreviation Description

ATC Air traffic control

CP Center pedestal

ECAM Electronic centralized aircraft monitor

EFB Electronic flight bag

EWD Engine/warning display

FCU Flight control unit

FMA Flight mode annunciator

FMGC Flight management guidance computer

GSc Glareshield

HUD Head up display

MCDU Multifunction control display unit

MPn Main panel

ND Navigation display

OUT Out the window

PFD Primary flight display

PF Pilot flying

PM Pilot monitoring

RMP Radio management panel

V/S Vertical speed

TheA320 can be equippedwith a head-up display (HUD),
which is a see-through display containing the same informa-
tion as shown on the primary flight display. Its advantage
is that due to its position within the pilot’s outside view (to
the front), there is no need to look down into the cockpit
anymore, thus minimizing the number of attention switches.
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Fig. 2 Pilots in an A320 full flight simulator without a HUD. Also
depicted is some of the eye tracking equipment (red circles, i.e., two
cameras and one infrared emitter) that pilots had experience with (refer

to the section on the study procedure), before filling in our survey. This
setup only monitors the first officer to the right. The commander sits to
the left

This is of particular interest in the landing phase duringwhich
the pilot looks out the window at the runway, and simulta-
neously tries to monitor the flight parameters of the primary
flight display (described in detail below). Both pilots have
a laptop or tablet called electronic flight bag (EFB) at their
disposal. It is located beneath the left (for the commander) or
right window (for the first officer). The EFB contains infor-
mation, such as the destination airport’s takeoff and landing
routes, meteorological reports or administrative information.

Underneath the window is the glareshield (GSc), which
describes the area containing the flight control units (FCUs),
navigation display controls, as well as some other control
knobs. Except for the FCUs, the elements are mirrored for
both pilots. The FCUs allow the pilot to control the aircraft
automation, which includes controlling the altitude (i.e., the
flight height), heading (i.e., the yaw of the aircraft), speed
(i.e., the forward motion speed), vertical speed (i.e., the ver-
tical motion speed) and autopilots (i.e., whether or not the
aircraft is controlled by the pilot using the side-stick).

The main panel (MPn) contains the primary flight display
(PFD) and the navigation display (ND) (mirrored for both
pilots), the electronic centralized aircraftmonitors (ECAMs),
the gear controls, as well as other control knobs.

The PFD (see Fig. 1b) can be considered the most impor-
tant display in the cockpit. It contains all the flight parameters

that the pilot needs to monitor for the aviating task. These
include the speed (SPD), attitude (ATT—i.e., the orientation
of the aircraft; pitch/roll), altitude (ALT), flight mode annun-
ciators (FMAs—describing the aircraft’s automation state),
vertical speed (V/S), heading (HDG), barometric information
(QNH—i.e., the outside air pressure, which is important for
the altitude computation) and frequency information (FRQ—
i.e., the frequency used for communication with the air traffic
controller). The latter is configured using the radio manage-
ment panel (RMP).

The ND, situated next to the PFD, is a multi-modal dis-
play used during the navigating task. That is, it is possible to
change itsmodeof representation or blend in additional infor-
mation (such as terrain). Amongst others, it displays both the
aircraft’s current position in relation to the set of pre-defined
waypoints along the flight route (including the start point and
destination), as well as meteorological information such as
the wind direction and -speed, the most imminent weather
hazards and the topography of the area underneath the
aircraft.

The ECAMs are multi-modal displays situated in the
center of the cockpit. The upper ECAM is called the
engine/warning display (EWD) and contains both informa-
tion on the engine status and warning or checklist informa-
tion, as well as other aircraft information, such as the amount
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of fuel. The lower ECAM is the system display (SD), which
contains either additional information from/for the EWD or
other aircraft parameters.

Finally, the center pedestal (CP) is the name for the area
between the two pilots. It contains two multifunction control
display units (MCDUs), which are mirrored for both pilots.
The MCDUs allow pilots to set the flight route and differ-
ent long-term flight parameters. The computer system of an
MCDU is called the flight management guidance computer
(FMGC). In addition to theMCDUs, the center pedestal con-
tains the thrust lever, flaps control, speed brakes, RMP, and
other aircraft control knobs.

2.2 Interactions and visual attention

Figures 1 and 2, even though only depicting the most rele-
vant parts of the cockpit, already demonstrate its complexity.
Most of the depicted knobs can be pushed, some can be
turned, others can be pulled and few allow all of these actions.
Different combinations of these interactions may lead to dif-
ferent outcomes. Other knobs might start blinking and thus
change their representationmode, requiring the pilot to inter-
act. Moreover, all input devices provide haptic feedback to
the pilot, i.e., all knobs, levers and even the foot pedals. The
pilot continuously modifies these throughout the flight using
the FCUs and MCDU. They allow the pilot to configure the
automation parameters, plan the flight route, perform com-
putations, etc. The levers (flaps, gear, brakes) on the main
panel and center pedestal are used primarily during takeoff
and landing phases, while the remaining knobs and levers are
used less frequently. Not depicted is the over-head console,
with the knobs, switches and levers, which are used in emer-
gencies, to change the cockpit lighting and to communicate
with the passengers.

Some of the displays are multi-modal, i.e., they provide
different representations and require an additional interaction
step to retrieve information. Each display has its own specific
representation(s). The pilot needs to read and process the
information from all of these. More precisely, the pilot either
has directly accessible information on a single display, needs
to combine different displays, or to interact with the aircraft
to change a display’s mode. Even though the intensity of the
interaction changes with the scenario at hand, Anders [4]
shows that the PFD and ND are used the most throughout the
flight. This is reasonable, considering that those two are the
key references for a pilot when aviating and navigating. The
FCU, MCDU, EFB and OUT areas complement the aviating
and navigating tasks, while the ECAMs are used for system
management.

Finally, the pilot needs to process aircraft’s audio notifi-
cations, the air traffic controller (ATC) call-outs, the other
pilot’s and possibly the aircraft crew’s feedback, alongside
the usual engine sounds of an aircraft. Consequently, the

pilot’s interaction space is not only complex, but her cognitive
capacities are being challenged both visually and auditorily
throughout the flight.

2.3 Tasks and challenges

Scheduled air transport aircrafts are usuallymannedwith two
pilots: the pilot flying (PF) and the pilot monitoring (PM).
The former is concerned with the main control of the aircraft
(e.g., steering), while the latter performs supplementary tasks
(e.g., letting the gear down), and double checks and confirms
the actions of the PF. Among the PF’s tasks is also the crew
resource management, which includes communicating with
the PM (e.g., by giving the order to let the gear down) and the
cabin crew (e.g., announcing upcoming turbulence) [29]. In
most cases, the commander and first officer agree upon who
acts as PF to the destination and who does so for the flight
back to the origin.

Pilots take different actions to master the tasks and chal-
lenges they encounter during a flight. Wickens [49] suggests
a categorization of aviation tasks by: aviating, navigating,
communicating and systems management. The most impor-
tant task for flying an airplane can be considered that of
aviating, which is defined as staying up in the air throughout
the flight. This is followed by navigating, i.e., reaching the
destination while avoiding hazardous obstacles. The tasks
of communicating and systems management include the
exchange with the crew within the cockpit and with the air
traffic controller or other airplanes outside of the cockpit, and
reading and understanding the different aircraft systems.

Moreover, these four aviation tasks need to be managed
by the pilots throughout all flight phases, which include
taxi, load/unload, park, tow, takeoff, initial climb, climb,
cruise, descent, initial approach, final approach, and landing
(see Fig. 3). For simplicity we summarize these as ground
operations (including taxi, load/unload, park, tow), take-
off (including initial climb and climb), cruise, and landing
(including descent, initial approach and final approach).

2.4 Research questions

The cockpit is a special environment, for which gaze-based
interactions differ from those employed in the public or at
home. In particular, an aircraft is a highly automated sys-
tem, controlled by only two persons and incorrect actions
can have fatal outcomes. To preserve situation awareness,
the pilots need to perceive the elements in the environment,
understand their current situation, and anticipate the state
they will be in [17]. Thus, they need to process a vast amount
of information. Any solution that supports this process, can
help increase flight safety. We believe that using eye tracking
in anunobtrusiveway to create novel gaze-based interactions,
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Fig. 3 Overview of the different
flight phases and the percentage
of fatal accidents that occured
during those phases along with
the percentage of onboard
fatalities for the time period of
2008–2017 (adapted from [8]).
The blue column contains the
phase separation as introduced
in the section on tasks and
challenges, and considered for
RQ4
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constitutes such a solution. That is, recording pilots’ eyes and
computing their point of regard in the cockpit.

We aim at answering the following research questions:

– RQ1Dopilots anticipate that theywill benefit fromgaze-
based interactions?

– RQ2 Where in the cockpit do pilots anticipate that they
will need gaze-based interactions?

– RQ3Howdopilotswant to interactwith the aircraft using
gaze-based interactions?

– RQ4When do pilots anticipate that theywill benefit from
gaze-based interactions?

3 Methodology

In this section we describe our methodology. This includes
an overview of the involved participants (i.e., the pilots), a
description for the questionnaires thatwere distributed and an
explanation of the procedure. The latter includes the study
execution and the methods chosen for the analyses of the
pilots’ feedback.

3.1 Participants

Our survey was distributed among a total of 68 pilots. All
pilots are active A320 pilots of an internationally operating
airline. They were recruited using the airline’s internal com-
munication platform. As compensation, the day the pilots
participated was accounted as a regular working day, but
they were free to spend it as they wished after and before
participating in the study. Out of the 68 pilots, 20 completed
our survey, since participation was not mandatory. Out of
those 20, one forgot to record the participant number and
was therefore only considered for the main analyses and not
for the following demographic statistics.

The 19 pilots for whom the demographic information is
available, had an average age of 29.6years (SD: 5.7,MIN: 25,
MAX: 45, MED: 28). Two of themwere captains and 17were
first officers. Two of themwere female and 17weremale. The

pilots had a flight experience of 6.5years on average (SD: 4.6,
MIN: 1.5, MAX: 21, MED: 5) and an average total number
of flight hours of 3047.4 (SD: 2405.6, MIN: 1200, MAX:
12100,MED: 2000). 18 of the pilots were active A320 pilots,
while one was a Boeing 777 pilot, who recently changed
the certification from the A320. 7 pilots were certified A320
instructors.

3.2 Questionnaires

Two questionnaires were distributed among the pilots. A
standard demographics questionnaire including questions
regarding their flight experience, and a novel survey designed
for this study. The survey was created to answer research
questionsRQ2–RQ4. It introduced the study aims, explained
the concept of gaze-based interactions and gave pilots an
example scenario for such an interaction (described below).
For each of the requested gaze-based interaction aspects,
the pilots received a definition and an example as well. The
survey concluded with questions to assess pilots’ subjective
impression on gaze-based interactions in the cockpit, i.e., to
determine whether they believe that they benefit from those
and thus to answer RQ1.

Among the gaze-based interaction aspects, were the name
and description of the scenario, which allow us understand
the pilots’ intention. To simplify a systematic analysis and
to provide the pilots with an easy-to-use template, they were
asked to describe the scenarios as follows (see Fig. 4 for a
screenshot):

– What part of the cockpit they want to look at to initiate
the gaze-based interaction. This was called the Trigger
and requested in plain text.

– When they wish a particular piece of information should
be made available. This was called the Activator. The
type of activator could be chosen from a predefined set
of options:

– voice command, e.g., after saying “speed”,
– gesture, e.g., after showing a thumbs up,
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Scenario:  
Name (Short descrip n):  
Descrip n (op onal): 

Trigger: 

Ac vator: 
 Voice command  
 Gesture  
 Time limit  
 External device  
 Other  

Informa on: 

Representa on: 
 Audio  
 Adapted display  
 Tac e  
 External device  
 Augmented Reality  
 Other  

Loca on: 

Remarks: 

Images of the cockpit to place the Trigger/Loca on graphically 

Additional information when looking at ECAM

Miniature PFD when looking at EWD

EWD

Miniature PFD

Hovering left of the EWD

2 seconds after looking at trigger

TRIGGERLOCATION

Fig. 4 A screenshot of the survey that was handed out to the pilots, and filled in by them for each scenario. Included in red is the example scenario
provided to the pilots during the study

– time limit, e.g., after 3 s,
– external device, e.g., touching a cuff link,
– other, i.e., an activator we did not consider.

In particular, pilots were asked to provide the activator
command as well, i.e., the gesture, time, device, etc. For
example, “speed” for the voice command.

– Which information they actually want to receive. This
was called the Information and requested in plain text.

– How they want the information to be provided to them.
This was called the Representation. The type could be
chosen from a predefined set of options:

– audio, e.g., hearing “speed two hundred knots”,
– adapted display, e.g., the engine/warning display
(EWD) changing to a primary flight display (PFD)
when looking at the system display,

– tactile, e.g., wearing a belt that vibrates twice to indi-
cate an engine failure,

– external device, e.g., a smartwatch beeping twice to
indicate a speed of 200 knots,

– augmented reality, e.g., to see a small PFD represen-
tation when looking at the EWD,

– other, i.e., a representation we did not consider.

Similar to the activator, pilots had to provide the represen-
tation details. For example, “speed two hundred knots”
for the audio.

– Where the information should be made available. This
was called the Location and was requested in plain text.

An image of the A320 cockpit was provided as well, such
that pilots couldmark the position of the trigger and activator.
They could also add a remark, if they believed that it was
necessary to understand the scenario and their intentions.

As a reference and to support the comprehension pro-
cess, an example scenario was given. This scenario involves
a miniature representation of the PFD that is projected to the
left of the EWDwith the help of augmented reality. This is to
be done whenever the pilot is looking at the EWD for more
than 2s. The motivation for this is that the PFD is no longer
visible when looking at the EWD, but contains important
information that needs continuous observations nonetheless.
The decomposition of this scenario looks as follows and is
also included in Fig. 4 (in red color):

– Name Miniature PFD when looking at EWD.
– Description Additional information when looking at
EWD.

– Trigger EWD.
– Activator Time limit: 2 s after looking at trigger.
– Information Miniature PFD.
– Representation Augmented reality.
– Location Hovering left of the EWD.
– Remark None.
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As last part of the questionnaire, pilots responded to three
questions to determine their subjective impression of gaze-
based interactions in the cockpit (refer to RQ1). The first
question asked them to ratewhether they believe that they can
benefit from the gaze-based interactions they provided. This
was done on a 7-point Likert scale from “totally disagree” to
“totally agree”.The second and third question asked the pilots
to list the potential advantages and disadvantages they see for
gaze-based interactions in the cockpit. Note that we chose
this order of questioning, i.e., from explicit scenarios to the
more general question concerning gaze-based interactions,
to ensure that pilots had already given a thought to the topic
first.

3.3 Procedure

We differentiate between the study execution and the evalua-
tion of the questionnaires. The former describes the prepara-
tion and execution of the study, while the latter explains how
particularly the novel survey questionnaire was evaluated.

3.3.1 Study execution

All of the 20 pilots who participated in our study had previ-
ous experience with eye tracking technology, either as PF or
as instructor. That is, the PFs had flown scenarios in an A320
full flight simulator and had their gaze recorded using the
Smart Eye Pro remote eye tracking system [45] (see Fig. 1),
while the instructors accompanied them. In particular, all
pilots received a detailed explanation of what eye tracking is
and how it works. More precisely, they knew that cameras
record a pilot’s eyes and compute her point of regard and that
this information is used to know where she spent her visual
attention at what point in time. The pilots were aware of the
fact that the technology can sometimes suffer of imprecision
and/or inaccuracy and it maywork better for some pilots than
for others. Moreover, they had an understanding of the eye
tracking hardware setup, which included information on how
such a system can be included into a full flight simulator, how
it is tested with regard to the precision and accuracy of the
eye movements, and a rudimentary explanation on how tech-
nical and algorithmic countermeasures can be introduced to
improve those. In summary, all pilots had both a theoretical
understanding of eye tracking and its limitations, and gath-
ered some hands-on experience with it. None of the pilots
had first-hand experiences with gaze-based interactions.

Pilots were given the novel survey questionnaire, the
concept of gaze-based interactions was introduced, and an
example provided. Then, it was explained that the aim of the
underlying study is to explore how gaze-based interactions in
the cockpit can be used to support pilots with their everyday
tasks. Pilots were asked to identify and describe scenarios
in the cockpit, for which they anticipated that gaze-based

Pilot Ac on

System 
Reac on

Posi on
(Loca on of 

Trigger)

Content
(current A320 

cockpit)

Posi on
(Loca on of 
requested 

informa on)

Content
(Requested 

informa on)

distance
(one of: overlay, 
near peripheral 
vision, distant 
peripheral vision, 
outside peripheral 
vision)

logic rela on
(one of: combine, 
surveil, warn, 
manipulate)

Ac vator

Representa on

Accessibility
(one of: available, accessible, new)

Fig. 5 Overview of a pilot’s actions and a system’s reactions for gaze-
based interactions in the cockpit put in relation to the aspects analyzed
in this paper, which is used for the analysis of RQ2

interactions would be useful. To ensure that pilots’ creativity
was not bound by technical limitations and to emphasize the
focus on future cockpits, it was explained that the premise
of the study is that there are no technological limitations
with regard to the available interactions. More precisely, this
referred to existing technologies, such as eye tracking, aswell
as voice recognition, gesture recognition, tactile displays and
augmented reality. Pilots should assume that these are all
available in the cockpit and functioning. The basic concept
of gaze-based interactions was introduced by asking them to
think of moments in their career, in which they looked at a
position in the cockpit (e.g., a knob, lever, instrument, etc.)
and thought it would be useful to receive some information.
Pilots could fill in the survey either in the facilities of an
aviation training company or at home.

3.3.2 Questionnaire evaluation

Due to the complex environment of a cockpit (and full
flight simulator) and its limited availability, as well as the
limited resources (pilots) in the field of aviation, extensive
experiments are difficult to conduct. To nonetheless uncover
research potentials for gaze-based interactions in the cock-
pit, qualitative analyses as the one applied here are ideal. This
study employs both the directed and summative content anal-
ysis approaches [23] to answer the research questions. The
following sections are separated by those research questions
and describe, which approaches are utilized to answer them
and what aspects of the data are used.
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RQ1—Summative content analysis To answer RQ1, i.e.,
if pilots anticipate that they will benefit from gaze-based
interactions, we do a summative content analysis. That is,
we analyzed the survey with regard to the advantages and
disadvantages the pilots identified.

The advantages reflect pilots’ visions and expectations for
gaze-based interactions, as well as their acceptance of this
novel technology. The disadvantages emphasize the possible
pitfalls and limitations they see for such a system.

RQ2—Directed and summative content analysis For
answering RQ2, i.e., where in the cockpit do pilots anticipate
that they will need gaze-based interactions, we first employ
the directed content analysis approach. We utilize existing
research and knowledge on the interactions in the cockpit
and human–computer interaction technologies to analyze the
survey questionnaire. More precisely, we analyze the survey
by the key components of any human–computer interaction,
i.e., the action (of the pilot) and reaction (by the system) [33].
Figure5 shows an overview of these aspects under which the
survey data are analyzed (some are explained in the next sec-
tion). For explicit gaze-based interactions, the action needs
a point of regard, i.e., the position of the trigger, and the
reaction needs a location where the requested information is
shown, i.e., the position of the information. Both at the trig-
ger and information positions, pilots perceive some content.
The trigger helps to identify cockpit areas, which are critical
with regard to the existing interactions, while the information
pilots request and the location they choose for it, reflect their
needs.

The positions are represented by the underlyingAOIs. The
content of the trigger is either derived from the content of the
underlying AOI or (if possible) from the pilots’ text, while
the content of the information is what the pilots explicitly
requested. Neither of the contents are represented by their
underlying AOI (e.g., main panel (MPn) instead of ’Flaps
setting’), to emphasize the pilots’ information needs.

To some extent we exceed the directed content analy-
sis into the summative content analysis, as we utilize the
position of the trigger and the information, as well as their
respective contents for further in-depth analyses. The result-
ingmeasures include the distance between the trigger and the
information positions, the logic relation between the current
and requested content and the accessibility of the requested
content. These aspects allow us to refine our assessments
of the pilots’ intentions and the potential improvements of
the interactions. In particular, all of these aspects provide
indications on the needed effort. For example, a short dis-
tance, indicates that the pilotwishes to quickly and frequently
access some content, the complexity of the logic relation
reflects the effort of the interaction, while the accessibility
of the requested content shows how many interaction steps

can be saved. Moreover, any combination of these aspects
provides an outlook on the potential improvements.

The distance is determined by utilizing the position of the
trigger pt and that of the requested content pi , and is only
determined for ‘augmented reality’ and ‘adapted display’
representations. In some cases, details about the position are
lost with the assignment to an AOI, such as for looking out
the window (i.e., the ’OUT’ position), which is also compa-
rably large. In those cases, we consider the pilots’ original
statements in the assessment. The distance between pt and
pi is separated into four different topological categories. The
category is ‘overlay’, if pi partially or completely overlaps
pt either with opacity or not [e.g., the primary flight display
(PFD) shows taxi-information after looking at the vertical
speed (V/S)], and pi is not bigger than pt . The category ‘near
peripheral vision’ is assigned in the latter case and when the
area of pi touches that of pt (e.g., showing the ground speed
as augmented reality next to the V/S). The category ‘dis-
tant peripheral vision’, implies that pi is not next to pt , but
visible in the pilot’s peripheral vision (e.g., changes to the
HUD when looking straight outside) and ’outside peripheral
vision’ means that the pilot needs to move her head to see pi
(e.g., changes to the HUD when looking at the PFD).

The logic relation is determined by comparing the current
content ct and the requested content ci before categorizing
them. The categories are ‘combine’, ‘surveil’, ‘warn’ and
‘manipulate’, and are assigned depending on what the pilots
intend to do with ci . Combine is assigned whenever a pilot
wants to combine ci with ct and use that to infer her cur-
rent situation, e.g., receiving information about the wind for
combining it with the current flight parameters to anticipate
the aircraft’s flight path. Surveil is assigned if a pilot wants
to continue monitoring a particular information, while being
concerned with some other part of the cockpit, e.g., seeing
the PFD while looking at the EWD (described in Sect. 3.2).
The warn category is used whenever a pilot needs to be noti-
fied that she is not paying attention to some information that
might be important for the given scenario (‘warn-attention’)
or she is doing something wrong (‘warn-mistake’). Finally,
the manipulate category indicates that the pilot intends to
manipulate the aircraft using her gaze in combination with
an audio command.

The accessibility of the content ci is categorized, too.
That is, whether the content is visible somewhere else (called
‘available’), visible after an interaction (called ‘accessible’),
or not accessible at all, i.e., a novel piece of information
which is not available in the cockpit today (called ‘new’). If
the ci is set to “N/A”, it is not accessible and thus assigned
to the category “N/A”.

RQ3—Directed content analysis To answer RQ3, i.e., how
pilotswant to interactwith the aircraft using gaze-based inter-
actions, we do a directed content analysis. That is, we analyze
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the survey by the activators and representations the pilots
provided to us. The activator reflects a pilot’s input, and the
representation her favored output format.

The activator empowers a future interaction system
to avoid unintentional reactions, while the representation
ensures a pilot-intended response by such a system.The unin-
tentional initiation of an interaction using gaze is known as
the Midas touch problem [26], based on king Midas who
turned everything into gold as soon as he touched it. The
graphical representation is also highly connected to the visual
attention distribution in today’s cockpits [4].

RQ4—Summative content analysis Answering RQ4, i.e.,
when pilots anticipate they will benefit from gaze-based
interactions,we conduct a summative content analysis,which
includes the analysis of the data according to the tasks and
challenges introduced in the corresponding section. More
precisely, we analyzed the survey with regard to the number
of crew members involved, the flight task at hand, the flight
phase and the flight condition.

Crew resource management is one of the important tasks
in the cockpit [29], i.e., the coordination between the pilots
andwith the cabin crew.Therefore, the scenarios are analyzed
with regard to the number of crew members involved. The
focus is on the number of crew members, for which the eyes
would need to be simultaneously tracked and validated.

The pilots’ tasks in the cockpit are categorized as sug-
gested byWickens [49], i.e., aviation, navigation, communi-
cation and systems management. Based on this assignment it
is possible to infer themotivations and challenges of each sce-
nario. In combination with the gaze-based interaction needs,
potential deficiencies in today’s cockpits can be identified.

The flight phase at hand influences a pilot’s tasks and chal-
lenges. Refer to Fig. 3 for an overview of the flight phases
under analysis(marked in blue). The ‘all’ category represents
scenarios that cannot be uniquely assigned to a specific flight
phase. An example for such a scenario is “Pilot sees differ-
ent augmented information, such as city nameswhen looking
outside”. A pilot can always look out the window, and the
information the pilot listed can be shown both while on the
ground and in the air. The separation into flight phases allows
evaluating possible correlationswith the number of fatal acci-
dents. Furthermore, it is possible to identify deficiencies in
today’s cockpits concerning human–computer interaction.

The flight condition, i.e., whether we have an abnormal
or normal scenario is an indicator of the imminence of the
situation.Abnormal conditions are thosewhere it is no longer
possible to continue with normal procedures, but no lives are
in imminent danger. Such scenarios include a fire on board,
fuel loss, etc.

3.3.3 Expert involvement

According to Hsieh and Shannon [23] the validity of the
results can be ensured by using an auditor or expert to validate
both the survey (directed content analysis) and the inter-
pretations (summative content analysis). This was done in
form of our domain expert. All of the questionnaires and the
later interpretations thereof were discussed and developed in
collaboration with the domain expert. That is, the domain
expert reviewed the questionnaire for plausibility and was
involved in the design iterations. Furthermore, the domain
expert reviewed the scenario assessments conducted by the
authors. Our domain expert is both an experienced A320
pilot (with 2000 flight hours during 5years of flying) and a
certified A320 instructor.

4 Results

20 pilots provided 39 scenarios for which they anticipated
they can benefit from introducing gaze-based interactions.
On average each pilot provided 1.95 scenarios (SD: 0.67).
One pilot did not provide a gaze-based interaction scenario,
but a general interaction scenario,which is excluded fromour
analysis. Moreover, three pilots forgot to fill in the part of the
questionnaire concernedwith their subjective impression and
are not part of the corresponding evaluation. In summary, we
had 38 scenarios from 20 pilots and the subjective impres-
sions of 17 pilots.

Before the results can be reported, some data corrections
were necessary. To do so, all available fields were consulted
and if possible the correct information substituted.All correc-
tionswere discussedwith the domain expert. In the following,
the details on the corrections are given for each aspect.

Note that the total sum of associations can be larger than
the number of scenarios, because in some cases a scenario is
associated with multiple categories of an aspect. For exam-
ple, consider a scenario describing the trigger to be on the
multifunction control display unit (MCDU) and the location
as ‘overlaying or beneath theMCDU’. The trigger position of
this scenario is MCDU twice, respectively with MCDU and
the larger center pedestal (CP) as the requested information’s
position. Another example is that multiple categories apply.
For example, a scenario describing the outside view (OUT)
as trigger and the HUD as location, can be categorized as
either near or distant peripheral vision, depending on where
the pilot is looking. In this case we would associate the sce-
nario with both. Moreover, the number of association can be
different between aspects. For example, a scenario describing
the trigger to be OUT and the information to be ‘city names,
airport names, etc.’, is only associated with the trigger posi-
tion OUT, but with different contents (‘city names’, ‘airport
names’, etc). This is however not the case for aspects that are
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Table 2 A scenario provided by a pilot, used as reference throughout
the results section

Field Content

Name “Altitude, radio altimeter, vertical speed (V/S)
indication”

Description “”

Trigger “Gear lever (LVR)”

Activator “Voice command: gear up, gear down”

Information “Once gear command by PF done, system should
wait for PM’s gaze and then display altitudes
near LVR”

Representation “Augmented reality”

Location (Marked on given figure of the cockpit) gear lever

Remark “”

compared to each other, such as the positions and contents of
the triggers and information. This means that in some cases,
associations were included to ensure an equal number for
two aspects and thus to allow a comparison.

To explain the following analyses, a reference scenario
provided to us by a pilot is introduced. The results are
reported in conformance to the previously introduced ana-
lytical procedure, i.e., with regard to the research questions.
For each research question, we introduce the aspects that are
analyzed to answer it. Then, the corrections (if any existed)
are presented, because their outcome influences the results,
which are given afterwards. The results include the outcome
of the analysis concerning the aspects at hand for the refer-
ence example. This is concluded by the findings that can be
derived from the results in light of the research question.

Based on these results, we identified and summarized the
most promising gaze-based interactions in Table 3, to be
included in future research.

4.1 Reference example

The scenario given in Table 2, provided by one pilot, is used
as a reference to explain the different analyses. It describes a
typical scenario during takeoff and landing. The pilot flying
makes the callout “Gear Up” or “Gear Down” and expects
the pilot monitoring to act accordingly and pull the gear lever
up or down. The gear lever is next to the system display,
thus when the pilot monitoring looks at it, her attention is
moved away from the primary flight display. Therefore, the
pilot describing this scenario suggested showing the most
relevant flight indicators next to the lever using augmented
reality. A short description of this scenario would be: “Pilot
sees augmented flight informationwhen looking at gear lever
during takeoff and landing”. For readability, if scenarios are
reported, then only with their short description.

4.2 RQ1. Do pilots anticipate that they will benefit
from gaze-based interactions?

For RQ1, the pilots’ answers on the advantages and disad-
vantages are summarized into appropriate categories.

4.2.1 Results

The analysis of how pilots perceive gaze-based interactions,
and whether they believe that they are of use to them in the
scenarios they provided, indicates their acceptance for this
type of novel technology. On a 7-point Likert scale (with 7
representing full agreement), pilots rated the statement that
they would benefit from gaze-based interactions with 5.4
(SD: 1.4) (not depicted in a separate Figure). Figure 6 shows
the advantages (a) and disadvantages (b) for gaze-based inter-
actions in the cockpit that pilots identified. The plain text
descriptions were summarized and categorized by their key
statements to eliminate ambiguities. The categorization was
validated by our domain expert. Note, that pilots could state
more than one advantage or disadvantage. Pilots provided an
average number of 1.8 (SD: 0.6) advantages and 2.1 (SD: 1)
disadvantages.

4.2.2 Findings

To assess pilots’ attitude towards gaze-based interactions in
the cockpit, we do not only consider the feedback from the
(Likert-scale based) question, but analyze the advantages and
disadvantages they provided to us.

These findings answer pilots’ thoughts on whether they
anticipate that theywill benefit from gaze-based interactions:

F1.1 32.3% of the pilots explained that they believe they
are able to access information faster assuming they
had the novel interactions available. Looking at the
derived measures and comparing the distances for
the old and new cockpit setup, this notion can be
confirmed. As a consequence, pilots will be able to
perceive the information faster. Given that they com-
prehend the situation faster as well, it can be assumed
that the situation awareness will increase, as 12.9% of
the pilots state.

F1.2 19.4% anticipate that their system overview will
increase, and 9.7% that they will be supported dur-
ing abnormal scenarios, but that depends on the actual
realization of the interactions.

F1.3 43.8% of the pilots are concerned that the new con-
tent leads to an information overload in the cockpit.
This is a known design challenge for cockpits [50]
and since pilots are highly trained professionals who
are aware of the prevailing issues in today’s cock-
pits, this is not surprising. The pilots’ caution can
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Fig. 6 a The potential advantages of gaze-based interactions. b The potential disadvantages of gaze-based interactions

also be related to Airbus’ philosophy of counseling
pilots more intensively than other aircraft manufac-
turers (trust the automation vs. trust the pilot) [37].
This results in a comparably more salient feedback
from the aircraft, which pilots do not want to extend.
Nonetheless, information overload is a valid concern,
which is considered in this paper by including ques-
tions in the survey asking aboutwhat informationmust
be provided how and when.

F1.4 15.6% of the pilots mention possible technical restric-
tions as a disadvantage. While being a valid concern
today, this aspect can be neglected when considering

future systems and practical applications, where the
technology has progressed and appropriately tested
before it is integrated into a cockpit.

F1.5 9.4% point out the individuality of pilots, i.e., that
each pilot might need different gaze-based interac-
tions, maybe even with a different configuration. This
was also mentioned during the informal discussions
with the pilots. The study considers this aspect by
not going into detail about the exact parametric val-
ues, but concentrating on the overall considerations
needed to employ gaze-based interactions in the cock-
pit. Moreover, we generally do not discuss how the
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interactions should be realized in detail, but simply
identify potential application areas within the cockpit.
The remaining concerns can be answered similarly to
the preceding ones.

The average response on the benefits of gaze-based inter-
actions in the cockpit is positive and the absolute number
of advantages and disadvantages in total and per pilots are
balanced. Weighing the most frequently mentioned disad-
vantage and advantage against each other, one might argue
that the risk of information overload outweighs the possi-
bility of faster visual access to information. In particular,
considering that faster access does not necessarily mean that
the perception speed increases as well. However, the actual
answer is: it depends on the interaction and its realization.
Novel interactions must follow existing guidelines and be
designed to fit the respective scenario, e.g., by taking the
context into account and using a representation and activa-
tor, which is appropriate. For the resulting interactions, the
perceived cognitive workload can be measured, e.g., by uti-
lizing questionnaires such as the NASA TLX [21].

4.3 RQ2.Where in the cockpit do pilots anticipate
that they will need gaze-based interactions?

To answer RQ2, the trigger and information fields and the
distance and accessibility categories, which were introduced
in Sect. 3.3.2 (see also Fig. 5) are analyzed.

4.3.1 Corrections

Although it was emphasized that the triggers are required
and have to be at a position pilots look at before receiv-
ing an information, some pilots described scenarios that do
not include them or described them incorrectly. These are
assigned to the category ‘N/A’. There are a total of 9 sce-
narios that do not include gaze-based triggers. Instead two
scenarios use voice as a trigger. One trigger is negated, i.e.,
it is bound to when pilots do not look at a particular position
and six scenarios include aircraft-event based triggers. The
aircraft based triggers are: turning a knob; an engine failure;
the 50ft callout of the aircraft during landing; exceeding a
speed limit; and when the thrust lever is set to ‘take off/go-
around thrust’. Consequently, the current content, which is
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Fig. 7 a The positions of the triggers given in the survey. b The positions of the requested information to be shown. c The distance categories
chosen for the trigger and information positions
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based on these positions, could not be determined for either
and was assigned to ‘N/A’, too.

The position of the information cannot be identified in 5
scenarios, because pilots chose ‘audio’ (four times) and ‘tac-
tile’ (once) as the representation and therefore did not define
a location. The ‘Pilot’ AOI position refers to a scenario that
requested the information to be presented in the pilot’s field
of view. This can however be anywhere in the cockpit and
therefore, it was decided to create that pseudo-AOI, binding
the information to the pilot. As with the triggers, the content
of these positions was assigned to the category ‘N/A’.

In 12 cases the distance cannot be estimated, because
either no trigger or information position existed. For 6 scenar-
ios no category can be assigned regarding the accessibility,
because the requested content was not given. In 2 scenarios,
both the current and requested content were ‘N/A’, thus not
allowing to determine a logic relation category.

4.3.2 Results

The charts of Fig. 7 show the positions pilots prefer for both
the trigger (a) and the information (b) and the assigned dis-
tance categories between them (c). The charts (a) and (b) of
Fig. 8 show the content that pilots see when looking at the
trigger positions in the current A320 cockpit and the con-
tent that pilots requested. Chart (c) depicts the logic relation
between the contents, while (d) represents the accessibility
of the requested content.

For the reference example in Table2, both the trigger and
the information position are on the main panel, while the dis-
tance for the reference example is ‘near peripheral vision’,
because the information is shown next to the lever. The cur-
rent content is ‘Gear setting’ and ‘Altitude, Vertical Speed’
are the requested contents. The logic relation is ‘combine’,
because the pilot needs the information to decide on the
interaction with the lever. The accessibility of the requested
content is ‘available’, since both the altitude and vertical
speed are always visible on the primary flight display.

4.3.3 Findings

Findings related toRQ2 are primarily derived from the posi-
tions of the triggers, because they describe where the pilots’
attention is, when they request assistance. The position of the
requested information helps in categorizing the distances and
thus to draw conclusions on pilots’motivation for the interac-
tion, i.e., to answer why pilots need assistance. For example,
looking at the PFD, but requesting the information to be pre-
sented outside the peripheral vision, indicates that a pilot does
not need assistance with the current, but the next task. In par-
ticular, this influences the answer on where pilots wish to
receive support, as that position is no longer where the pilots
currently look, but elsewhere. The current and requested con-

tent, as well as their logic relation and accessibility add to
those insights on the pilots’ motivation.

Ignoring the scenarios categorized as ‘N/A’, we found the
following concerning where pilots anticipate that they will
need gaze-based interactions, i.e., they want to:

F2.1 access the key flight parameters, i.e., the primary
flight display (PFD) and navigation display (ND), for
areas that are away from the related displays. 87.5%
of the triggers are defined on unrelated areas. More
precisely, 40.0% of the triggers are defined on the
outside view (OUT), 12.5% on the electronic cen-
tralized aircraft monitors, 12.5% on the glareshield
(GSc), 10.0% on the multifunction control display
units (MCDUs), 7.5% on the center pedestal (CP),
2.5% on the electronic flight bag and main panel
(MPn). This is supported by the fact that 77.1% of
the previously mentioned areas were also categorized
with a distance of ’overlay’ or ’near peripheral vision’.
Additionally, 60.0% of the requested information is
related to the existing key flight parameters, thus sup-
porting our interpretation.

F2.2 enhance the OUT area in the cockpit with novel spa-
tial and flight route related data. In the current cockpit,
this area does not contain any flight information, espe-
cially when flying under instrument meteorological
conditions. Evaluating the position of the requested
content, we find that in 38.6%of the cases, the position
of the requested content is OUT. In particular, pilots
do not only request available or accessible informa-
tion to be depicted (e.g., to see the flight parameters),
but out of the 26.0% of the requested content that can
be considered novel, 76.9% are related to OUT.

F2.3 enhance the PFD area (given as trigger in 12.5% of the
cases). More precisely, 60% of the requested infor-
mation for the PFD area (7.5% of the PFD-related
triggers) aim at doing so, i.e., to create a view for the
aircraft’s position in the airport, highlight important
parameters in an engine failure and show the ground
speed value next to the vertical speed.

81.1%of the distances are categorized as ‘overlay’ or ‘near
peripheral vision’ and there are no big changes between the
distributions of the positions of the triggers and information
(see Fig. 8), which supports our focus on the trigger position
for answering RQ2. The three most salient changes between
the positions are with the GSc,MCDU andHUD. The former
two are easily explained, because pilots requested the infor-
mation to be shown on areas next to those, i.e., OUT/MPn
for the GSc and CP for the MCDU. The HUD is given as
the position for the information in 11.4% of the cases. How-
ever, it is safe to assume that this choice is based on the same
reasoning as for the OUT area, i.e., to enhance the space in
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Fig. 8 a The content shown at the trigger position in the current A320 cockpit. b The content requested by the pilots. c The logic relations between
the current and requested content. d The accessibility of the requested content in the current A320 cockpit
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the cockpit that currently does not contain any information
(as most aircrafts of the airline do not have a HUD). Stating
HUD instead of OUT can be traced back to the fact that pilots
have a stronger awareness of that technology.

4.4 RQ3. How do pilots want to interact with the
aircraft using gaze-based interactions?

The activator and representation fields are analyzed for
RQ3.

4.4.1 Corrections

Pilots described several scenarios with activators, which we
summarize as ‘aircraft events’, i.e., the interaction is initi-
ated based on the aircraft’s state (change). These scenarios
include: turning a knob; an engine failure; reaching a particu-
lar speed; an interactionwith the flightmanagement guidance
computer; an interaction with the navigation system; reach-
ing a certain distance from an airport; changing the thrust.
For some scenarios pilots chose the category ‘other’, but all
of these can be assigned to one of the existing categories or
‘aircraft event’.

For the representations, the associations to the ‘other’
category are all corrected to one of the existing categories,
too. A few scenarios are corrected from ‘adapted display’ to
‘augmented reality’, because the pilots clearly described an
augmented reality setup.

4.4.2 Results

Figure 9a provides an overview of the activators the pilots
chose. As external devices, pilots mentioned a push button, a
button on augmented reality glasses, and touching a lever in
the cockpit. The gestures the pilots provided were blinking
with the eyes and not specified any further in one scenario.
Figure9b shows an overviewof the preferred representations.
Warnings were to be represented with audio signals or tactile
feedback, whereas the tactile feedback was requested to be
via a belt.

The reference example in Table2 is categorized as ’voice’
for the activator and ‘augmented reality’ as representation.

4.4.3 Findings

Asdescribed earlier, the interaction is composed of the pilot’s
action and the system’s reaction. Thus, the findings related
to RQ3 are derived from the activator, which represents the
pilot’s action and the representation, which is the system’s
reaction. In particular, the activator poses as a countermea-
sure to the Midas touch problem [26], i.e., the unintentional
initiation of an interaction.

The following findings answer how pilots want to interact
with the aircraft using gaze-based interactions, i.e., they:

F3.1 prefer that the interactions are initiated ‘automati-
cally’, i.e., based on a time threshold (37.5%) or
aircraft event (22.9%). These types of interactions are
cognitively less demanding compared to those requir-
ing an external device or gesture, which is probably
also the pilots’ motivation for choosing those cate-
gories.

F3.2 want to interact with the system using their voice
(22.9%), which is a common approach pilots are
familiar with when they for example interact with
the assistant systems on their smartphone. Moreover,
pilots are continuously using audio as a commu-
nication between each other and with air traffic
control.

F3.3 prefer to utilize augmented reality (54.2%) andadapted
display (33.3%) technology as the modes of represen-
tation. This can have a number of reasons. Augmented
reality and adapted displays can be used analogously,
by utilizing the possibility to completely overlay an
area within the pilot’s field of view. In informal dis-
cussions with the pilots they emphasized that most
of them have an open mind with regard to novel tech-
nologies such as augmented reality. Furthermore, both
augmented reality and adapted displays can repre-
sent a variety of information, thus enabling pilots to
think beyond the limitations of the displays in current
cockpits. In particular, augmented reality in combi-
nation with head-worn devices does not have any
spatial limitation on where the information can be
displayed, e.g., one can show the weather informa-
tion on an empty area in the cockpit. To some extent
that holds also true for adapted displays, i.e., being
able to adapt the engine/warning display to mirror the
content of the primary flight display. Moreover, aug-
mented reality can be used without interfering with
the existing systems in the cockpit, i.e., it can extent
the existing information without having to completely
re-design the existing cockpit. Finally, augmented
reality is explained thoroughly in the questionnaire
to ensure that pilots are aware of its capabilities and,
because the reference example given in the survey
used augmented reality as the representation. The lat-
ter two reasons are however unavoidable if one wants
to ensure that pilots understand the capabilities of
augmented reality and, because an example is always
needed.
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scenarios. d The flight condition in the given scenarios

4.5 RQ4.When do pilots anticipate that they will
benefit from gaze-based interactions?

To answer RQ4, the scenarios are categorized by the num-
ber of crew members, the flight task, the flight phase and the
flight condition.

4.5.1 Results

Figure 10a shows the number of crew members involved
in the given scenarios. However, no scenario involves the
cabin crewandonly two scenarios describe tasks that necessi-
tate tracking both pilots’ eyes, while the remaining scenarios
involve only one pilot. Chart (b) reflects the flight task associ-

ated with the scenarios and chart (c) the flight phase at hand.
Chart (d) represents the flight condition. Only one scenario
is categorized as abnormal, while the remaining scenarios
constitute normal conditions.

The reference example in Table2 involves one pilot,
because even though the PF is commanding the pilot mon-
itoring (PM), the gaze-based interaction is only concerned
with the PM. The task is ‘aviation’, because the PM which
is considered here is manipulating the aircraft’s gear setting
with the aim to lower the aerodynamic drag. The flight phase
was associated with ‘takeoff’ and ‘landing’, because gear
interactions take place in those phases. The flight condition
is ‘normal’.
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4.5.2 Findings

To identify the states, for which pilots’ anticipate that they
will need gaze-based interactions, we analyzed the survey
questionnaire with regard to the tasks and challenges they
face every day. That is, we look at the crew constellation, the
flight condition, task and phase.

The following findings answer when pilots anticipate that
they will need gaze-based interactions, i.e., they wish:

F4.1 to receive support during the aviation task in 70.7%
of the cases, which is not surprising and reflects the
common ordering of the tasks’ importance.

F4.2 to continuously utilize gaze-based interactions,
because in 52.4% of the cases the flight phase was
associated with ’all’. One of the key contributors to
this is most certainly the findings from RQ2, i.e.,
pilots wish to keep the key flight parameters within
sight, while they are concerned with areas in the
cockpit farther away from the primary flight dis-
play (PFD) or navigation display (ND). Moreover,
pilots primarily wish to surveil and combine the
requested information (76.8%), which indicates that
even though they wish to see the information, they
will not necessarily actively use it throughout the
flight.

F4.3 for support during the landing phase (26.2%), which
is presumably due to the pilots’ awareness of the
numbers of accidents per flight phase presented in
Fig. 3.

Only one pilot describes scenarios involving both pilots.
This might be the result of the existing training, and the clear
structures in the cockpit when it comes to crew resource
management, thus not necessitating changes, but also simply
because the pilots did not consider a setup involving the track-
ingof both pilots or even the cabin crew.Although9.7%of the
pilots stated they believed gaze-based interactions could sup-
port them in abnormal scenarios (refer to the next section),
only one pilot described an abnormal scenario. The most
probable explanation is that, even though pilots are aware of
the difficulties, they could not think of an explicit scenario
to report.

5 Discussion

Research question RQ1, whether pilots anticipate that they
will benefit from gaze-based interactions resulted in a bal-
anced outcome without significant differences between the
perceived advantages and disadvantages. The average num-
ber of disadvantages (i.e., 2.1) given per pilot was higher
than the advantages (i.e., 1.8), but a Spearman rank-order

correlation revealed no significant differences. Nonetheless,
finding F1.3 reveals that the concern of having too much
information and consequently an increased mental workload
in the cockpit is strong. To avoid such effects, key factors in
the representation of information for novel gaze-based inter-
actions, are the considerations from information processing
[48] and the inclusion of existing insights from avionics dis-
play design [10]. Both Imbert et al. [24] and Peysakhovich et
al. [39] extensively discuss the design requirements, pitfalls
and processes associated with the integration of eye track-
ing technology into cockpits and should be considered to
avoid the technical restrictions addressed in finding F1.4.
Moreover, when utilizing head-mounted devices for aug-
mented reality in the cockpit, previous insights by Arthur III
et al. [5] and Foyle et al. [18] should be considered. The for-
mer provides a good overview of NASA’s extensive research
on head-worn devices, their solutions, and challenges. The
latter can serve as a guideline not only for augmented taxiing
solutions, but also regarding the interplay of augmentation
and situation awareness.

Research question RQ2, i.e., where in the cockpit pilots
anticipate that they will need gaze-based interactions, was
answered by different findings. The pilots’ wish to access the
key flight parameters when their attention is away from the
corresponding displays (finding F2.1), is simply explained by
the fact that these flight parameters are the pilots’ main point
of reference for flying the aircraft and thus for ensuring a safe
travel. Having these within their sight throughout all inter-
actions with the cockpit aims at providing the pilots with an
additional level of safety to notmiss anything essential, while
being occupied with other tasks. On the other hand, these
parameters require a certain amount of the pilots’ attention,
which raises the question on whether the benefits outweigh
the potentially added level of cognitive load. However, doing
so is not part of this work and needs to be explored in further
detail in a separate study.

The fact that pilots want to enhance the outside view
(OUT) (finding F2.2), which currently does not contain any
auxiliary information, is not surprising. Especially, consider-
ing the development of theHUD,which is also placed in front
of the outside view and the ongoing research to develop head-
worn devices that enable an augmented reality enhanced view
out the window [5].

The idea to enhance the PFD’s functionality (finding
F2.3) is presumably the most critical, because it is the most
important display in the cockpit and highly refined. There is
ongoing research concerning the visualizations for taxiing,
but including the ground speed or highlighting some parame-
ters on the PFDduring an engine failure need to be researched
in further detail.

Analyzing the responses to answer RQ3, i.e., how pilots
want to interact with the aircraft utilizing gaze-based inter-
actions, it becomes clear that pilots wish to lessen their
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cognitive load and therefore prefer interactions that activate
automatically (finding F3.1). This reflects finding F1.3 for
RQ1, i.e., the pilots’ fear of an increased cognitive workload,
which can be potentially avoided by not having to think of
actively initiating the interaction. This means of course, that
the timing thresholds have to be extensively evaluated and
the events under which the system provides the assistance
trained to avoid the Midas touch problem and that pilots are
surprised by the aircraft’s behavior.

The wish to use voice commands as input (finding F3.2)
stems from the pilots’ existing experience with such technol-
ogy, i.e., they are familiar with the voice-controlled assistant
system on their smartphone. The existing mature technology
is also the advantage of this approach, i.e., when creating
novel interactions utilizing voice as input, it is possible to
employ existing frameworks. However, a potential disadvan-
tage of audio commands, though not mentioned by pilots,
may stem from technical issues resulting from the existing
verbal interactions (e.g., with air traffic control) and sound
of the cockpit (e.g., the engine). Although less popular, other
technologies, such as external devices and gestures have been
noted in some cases (see Fig. 9a). In recent years, gestures
have found there ways into cars (e.g., [14]) and similar solu-
tions are well thinkable for the cockpit. However, as in the
automotive setting, their application should focus on less crit-
ical interactions, such as activating the intercom for talking
to air traffic control. These premises also hold true for the
use of an external device, such as a cuff link or belt.

Finding F3.3, that pilots prefer augmented reality and
adapted displays as representations emphasizes the impor-
tance of research in the direction of Arthur III et al. [5]. More
precisely, with the capability of modern augmented reality
glasses to provide non-opaque overlaying visualizations, the
scenarios involving adapted displays, can also be realized
with augmented reality. Audio and tactile representations
have been mentioned as well (see Fig. 9b). In fact, both the
use of 3D audio and tactile displays have received some sig-
nificant attention in aviation research [32]. Nonetheless, the
potential use in combination with gaze-based interactions
needs further exploration.

For research question RQ4, i.e., when pilots anticipate
that they will benefit from gaze-based interactions, we find
that pilots wish to utilize gaze-based interactions throughout
the flight (finding F4.2) and during the landing phase (finding
F4.3). This is presumably a result of the finding F2.1 and F2.2
from RQ2 and not as much an indication of an existing infor-
mation deficiency (finding F2.3) in the cockpit necessitating
the development of a novel display. A realization however,
has to take care to not result in too much information as the
pilots replied in the context of finding F1.3. Moreover, pilots
wish assistance while aviating (finding F4.1), which consid-
ering the importance of the task together with finding F1.3
(avoid to much information) may have influenced finding

F3.1 (automatically triggered interactions), which ultimately
aims at reducing their cognitive load.

5.1 Limitations

This paper’s main limitation is the missing user study to val-
idate the results. However, in this article we do not aim at
designing and evaluating the actual interactions, but rather
at giving directions for future research or development. By
following the guidelines supplied by Hsieh and Shannon
[23] and involving a domain expert in the evaluation of the
study outcome we included a second level of validation.
Nonetheless, thefinal proof of validity canonly result froman
empirical evaluation of the scenarios. The authors are plan-
ning to utilize these insights in future work, but it should be
noted that this constitutes a large and long-term study.

It is difficult to assess the impact of pilots’ experiencewith
eye tracking technology on the results in detail. However, as
described in the procedure section, the pilots received a sim-
ilar introduction on the topic and as discussed below, pilots
have a good understanding of the limitations and capabilities
of technology. Thus, it can be assumed that the pilots have
a similar knowledge base and understood the issues of eye
tracking, especially with regard to precision, accuracy and
the Midas touch problem. Nonetheless, overcoming these
limitations is the focus of ongoing eye tracking research and
should be the focus of researchers and practitioners creating
gaze-based interaction solutions.

The authors have conducted a study in the flight simula-
tor, in which eye tracking was used for analytical purposes
(instead of for interaction). There, they were able to reach an
appropriate precision and accuracy (around 1 degree of visual
angle) in the difficult environment of a full flight simulator.
That is one, for which we were able to separate pilot gazes
on the different sub-components of the PFD. Moreover, we
include the ‘activators’ in our study to circumvent the Midas
touch problem.

Asking pilots to think of flight scenarios where they can
benefit from gaze-based interactions, while assuming that
there are no technical limitations, might appear like a con-
tradiction considering the insights on, e.g., the eye tracking
limitations described above. However, pilots as regular con-
sumers are familiar with common technologies such as voice
recognition (e.g., on their smartphones), and are aware that
the solutions as they exist today do have technical limita-
tions. This can cause them to exclude scenarios or gaze-based
interaction solutions they would think are not possible with
today’s technologies or that do not work perfectly yet (such
as voice recognition) even though they might be of interest
for future research. To ensure that pilots do not think about
the details of a possible realization, but focus on their needs
in a future cockpit, that particular sentence was included.
This referred only to the existing technologies covered in the
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questionnaire. These included eye tracking, voice recogni-
tion, gesture recognition, tactile displays, augmented reality,
etc. Pilots should assume that these are all available in the
cockpit and functioning well, while not ignoring the given
environment and natural (e.g., physical) limitations thereof.
Looking at the feedback we find that pilots did not provide
unrealistic scenarios or neglected the special environment
of the cockpit and its limitations. A summary of the most
promising solutions derived from the answers is given in
Sect. 7.

Some pilots may have had difficulties with the ques-
tionnaire design (see Fig. 4), although our domain expert
previously looked at the form and agreed with the layout. We
did not receive any explicit feedback indicating this, but con-
sidering the necessary corrections, there appear to be some
ambiguities. Although the overall survey structure is good
and simplifies the analyses,wewould suggest includingmore
examples, maybe as video demonstrations. The name field
may be omitted, because it can be extracted from the descrip-
tion. Both the trigger and location fields may be omitted,
because their positions can be marked in the cockpit image.

6 Conclusions

This paper explored the potential of gaze-based interactions
in the cockpit with the help of a qualitative user study. A set
of questionnaires was distributed among pilots of an inter-
nationally operating airline. The aim was to determine their
attitude towards gaze-based interactions in the cockpit, iden-
tify challenges and needs, and manifest them in directions
for future research.

20 pilots participated in the study. Applying a mixture
of directed and summative content analysis [23] reveals that
pilots perceive gaze-based interactions as overall positive. A
detailed analysis of the 39 situations they described as appro-
priate for gaze-based interactions, indicates that pilots wish
to continuously monitor the key flight parameters (e.g., the
altitude, speed, and vertical speed), enhance areas of sparse
information density (e.g., the outside view) and receive assis-
tance during complex tasks (such as systems management).
Moreover, pilots prefer that interactions are initiated auto-
matically and based on the context, and want to utilize
augmented reality and audio as means of feedback. Finally,
they explained that gaze-based interactions are needed the
most for the task of aviating and not necessarily for a partic-
ular flight phase.

The study relied on A320 pilots and provided them with
an A320 layout as reference. The results are nonetheless
generalizable. Glass cockpit layouts and interactions do not
significantly differ across manufacturers. In particular, the
prevailing differences do not impact the scenarios provided
in Table3.

Consequently, pilots will not only accept technologies
such as eye tracking and augmented reality for gaze-based
interactions in future cockpits, but it is safe to assume that
they will also be able to increase their situation awareness.
The results of this paper can be used by researchers to design
novel gaze-based interactions for situations andwith technol-
ogy, for which they know that pilots will accept and benefit
from.

7 Outlook

The authors believe that extending the survey and distribut-
ing it to more pilots could provide even more insights and
enable the development of guidelines for the research and
development of gaze-based interactions in the cockpit of the
future. Furthermore, future research will involve a study that
evaluates explicit gaze-based interaction solutions based on
the directions given in Table3. In particular, the study will
evaluate the perceived cognitive load, the usability, the per-
formance, throughput and situation awareness of pilots.

The results support the definition of the most promising
gaze-based interactions to include in future research. All in
all, the gaze-based interaction scenarios in Table3 are sum-
marized and derived from those given by the pilots and are
very promising for future in-depth analyses.

In a first step, we broke down the scenarios to a simple
description of their underlying tasks, e.g., ‘flaps interaction’.
Then, we looked at the AOIs involved in the task (given in
the Trigger column). Based on these two aspectswe traversed
all scenarios and looked for similarities. We summarized the
similar scenarios by identifying their least common denom-
inator. For example, scenarios involving interactions with
flaps and gears are summarized in the first scenario of Table3.
Afterwards, we chose appropriate names, descriptions, infor-
mation and locations that describe all involved scenarios. The
activators and representations contain all of those given in the
scenarios. They are however refined, e.g., we introduced the
call-out “sky, asssist”. Finally, the remarks include impor-
tant details that were removed during the identification of
the least common denominator.

Depending on the scenario, any of the given interactions
could be completed either by using a voice command (e.g.,
“sky, stop assist ATC information”), automatically after a
given time-frame (which would need to be empirically deter-
mined), based on the context or the pilot’s attention (e.g.,
when a pilot no longer looks at a particular area associated
with an interaction).

The systematic study of these scenarios has the potential
of leading to novel insights on how to employ gaze-based
interactions in future cockpits.

123



Journal on Multimodal User Interfaces (2020) 14:25–48 47

Acknowledgements First we would like to thank Michel Kölla and
Benedikt Wagner for their support throughout the design, execu-
tion and evaluation of this study. We also thank all our participants,
Christoph Ammann and SWISS International Air Lines Ltd. for their
collaboration.

Funding This study was partially funded by the Federal Office of Civil
Aviation (FOCA) Switzerland under the Grant Number: 2014-142.

Compliance with ethical standards

Conflict of Interest The authors declare that they have no conflict of
interest.

Informed consent Study approved byETHethics committee (EK2016-
N-31). Participation was voluntary. Informed consents exist.

References

1. Airbus (2018) Orders and deliveries. Technical report, Air-
bus. http://www.aircraft.airbus.com/market/orders-deliveries/.
Accessed 15 July 2019

2. AlonsoR, CausseM,Vachon F, Parise R,Dehais F, Terrier P (2013)
Evaluation of head-free eye tracking as an input device for air traf-
fic control. Ergonomics 56(2):246–255. https://doi.org/10.1080/
00140139.2012.744473

3. Anagnostopoulos VA, Havlena M, Kiefer P, Giannopoulos I,
Schindler K, Raubal M (2017) Gaze-informed location-based ser-
vices. Int J Geogr Inf Sci 31(9):1770–1797. https://doi.org/10.
1080/13658816.2017.1334896

4. Anders G (2001) Pilot’s attention allocation during approach and
landing-eye- and head-tracking research in an a 330 full flight simu-
lator. In: International symposium on aviation psychology (ISAP).
http://www.geerdanders.de/literatur/2001_ohio.html.Accessed 15
July 2019

5. Arthur JTJ III, Bailey RE, Williams SP, Prinzel LJ III, Shelton
KJ, Jones DR, Houston V (2015) A review of head-worn dis-
play research at NASA Langley Research Center, vol 9470, pp
94700W1–94700W15. https://doi.org/10.1117/12.2180436

6. Bednarik R, Vrzakova H, Hradis M (2012) What do you want to
do next: a novel approach for intent prediction in gaze-based inter-
action. In: Proceedings of the symposium on eye tracking research
and applications, ACM, New York, NY, USA, ETRA ’12, pp 83–
90. https://doi.org/10.1145/2168556.2168569

7. Bellenkes AH, Wickens CD, Kramer AF (1997) Visual scanning
and pilot expertise: the role of attentional flexibility and mental
model development. Aviat Space Environ Med 68(7):569–579

8. Boeing A (2016) Statistical summary of commercial jet air-
plane accidents; worldwide operations—1959–2016. Technical
report, Boeing. http://www.boeing.com/resources/boeingdotcom/
company/about_bca/pdf/statsum.pdf. Accessed 15 July 2019

9. Bulling A, Duchowski AT, Majaranta P (2011) Petmei 2011:
the 1st international workshop on pervasive eye tracking and
mobile eye-based interaction. In: Proceedings of the 13th inter-
national conference on ubiquitous computing, ACM, New York,
NY, USA, UbiComp ’11, pp 627–628. https://doi.org/10.1145/
2030112.2030248

10. CurtisMT, Jentsch F,Wise JA (2010)Chapter 14: aviation displays.
In: Salas E, Maurino D (eds) Human factors in aviation, 2nd edn.
Academic Press, San Diego, pp 439–478. https://doi.org/10.1016/
B978-0-12-374518-7.00014-6

11. Dehais F, Causse M, Pastor J (2008) Embedded eye tracker in a
real aircraft: new perspectives on pilot/aircraft interaction moni-
toring. In: Proceedings from The 3rd international conference on
research in air transportation. Federal Aviation Administration,
Fairfax, USA

12. Dehais F, Peysakhovich V, Scannella S, Fongue J, Gateau T (2015)
Automation surprise in aviation: real-time solutions. In: Proceed-
ings of the 33rd annual ACM conference on human factors in
computing systems,ACM,NewYork,NY,USA,CHI ’15, pp2525–
2534. https://doi.org/10.1145/2702123.2702521

13. Dehais F, Behrend J, Peysakhovich V, Causse M, Wickens CD
(2017) Pilot flying and pilot monitoring’s aircraft state awareness
during go-around execution in aviation: a behavioral and eye track-
ing study. Int J Aerosp Psychol 27(1–2):15–28. https://doi.org/10.
1080/10508414.2017.1366269

14. DeMattia N (2019) Could BMW’s gesture control learn from
the new Mercedes-Benz A-Class? https://www.bmwblog.com/
2019/01/03/could-bmws-gesture-control-learn-from-the-new-
mercedes-benz-a-class/. Last accessed 29 April 2019

15. Duchowski AT (2017) Eye trackingmethodology: theory and prac-
tice, vol 328, 3rd edn. Springer, London. https://doi.org/10.1007/
978-3-319-57883-5

16. Ellis KKE (2009) Eye tracking metrics for workload estimation in
flight deck operations. Master’s thesis, University of Iowa. http://
ir.uiowa.edu/etd/288/. Accessed 15 July 2019

17. Endsley MR (2009) Chapter 12: situation awareness in aviation
systems. In: Wise JA, Hopkin VD, Garland DJ (eds) Handbook of
aviation human factors, 2nd edn. CRC Press Inc, Boca Raton, pp
12/1–12/22

18. Foyle DC, Andre AD, Hooey BL (2005) Situation awareness in
an augmented reality cockpit: design, viewpoints and cognitive
glue. In: Proceedings of the 11th international conference onhuman
computer interaction, vol 1, pp 3–9

19. Giannopoulos I, Kiefer P, Raubal M (2012) Geogazemarks: pro-
viding gaze history for the orientation on small display maps. In:
Proceedings of the 14th ACM international conference on mul-
timodal interaction, ACM, New York, NY, USA, ICMI ’12, pp
165–172. https://doi.org/10.1145/2388676.2388711

20. Hansen JP, Lund H, Biermann F, Møllenbach E, Sztuk S, Agustin
JS (2016) Wrist-worn pervasive gaze interaction. In: Proceedings
of the ninthBiennialACMsymposiumon eye tracking research and
applications, ACM, New York, NY, USA, ETRA ’16, pp 57–64.
https://doi.org/10.1145/2857491.2857514

21. Hart SG (2006) NASA-task load index (NASA-TLX); 20 years
later. Proc Hum Factors Ergon Soc Annu Meet 50(9):904–908.
https://doi.org/10.1177/154193120605000909

22. Hollomon MJ, Kratchounova D, Newton DC, Gildea K, Knecht
WR (2017) Current status of gaze control research and technology
literature. Technical report, Federal Aviation Administration.
https://www.faa.gov/data_research/research/med_humanfacs/
oamtechreports/2010s/media/201704.pdf. Accessed 15 July 2019

23. Hsieh HF, Shannon SE (2005) Three approaches to qualitative con-
tent analysis. Qual Health Res 15(9):1277–1288. https://doi.org/
10.1177/1049732305276687

24. Imbert JP, Hurter C, Peysakhovich V, Blättler C, Dehais F, Cama-
chon C (2015) Design requirements to integrate eye trackers in
simulation environments: aeronautical use case. In: Neves-Silva
R, Jain LC, Howlett RJ (eds) Intelligent decision technologies.
Springer, Cham, pp 231–241

25. Ishimaru S, Dingler T, Kunze K, Kise K, Dengel A (2016) Reading
interventions: tracking reading state and designing interventions.
In: Proceedings of the 2016 ACM international joint conference
on pervasive and ubiquitous computing: adjunct, ACM, NewYork,
NY, USA, UbiComp ’16, pp 1759–1764. https://doi.org/10.1145/
2968219.2968271

123

http://www.aircraft.airbus.com/market/orders-deliveries/
https://doi.org/10.1080/00140139.2012.744473
https://doi.org/10.1080/00140139.2012.744473
https://doi.org/10.1080/13658816.2017.1334896
https://doi.org/10.1080/13658816.2017.1334896
http://www.geerdanders.de/literatur/2001_ohio.html
https://doi.org/10.1117/12.2180436
https://doi.org/10.1145/2168556.2168569
http://www.boeing.com/resources/boeingdotcom/company/about_bca/pdf/statsum.pdf
http://www.boeing.com/resources/boeingdotcom/company/about_bca/pdf/statsum.pdf
https://doi.org/10.1145/2030112.2030248
https://doi.org/10.1145/2030112.2030248
https://doi.org/10.1016/B978-0-12-374518-7.00014-6
https://doi.org/10.1016/B978-0-12-374518-7.00014-6
https://doi.org/10.1145/2702123.2702521
https://doi.org/10.1080/10508414.2017.1366269
https://doi.org/10.1080/10508414.2017.1366269
https://www.bmwblog.com/2019/01/03/could-bmws-gesture-control-learn-from-the-new-mercedes-benz-a-class/
https://www.bmwblog.com/2019/01/03/could-bmws-gesture-control-learn-from-the-new-mercedes-benz-a-class/
https://www.bmwblog.com/2019/01/03/could-bmws-gesture-control-learn-from-the-new-mercedes-benz-a-class/
https://doi.org/10.1007/978-3-319-57883-5
https://doi.org/10.1007/978-3-319-57883-5
http://ir.uiowa.edu/etd/288/
http://ir.uiowa.edu/etd/288/
https://doi.org/10.1145/2388676.2388711
https://doi.org/10.1145/2857491.2857514
https://doi.org/10.1177/154193120605000909
https://www.faa.gov/data_research/research/med_humanfacs/oamtechreports/2010s/media/201704.pdf
https://www.faa.gov/data_research/research/med_humanfacs/oamtechreports/2010s/media/201704.pdf
https://doi.org/10.1177/1049732305276687
https://doi.org/10.1177/1049732305276687
https://doi.org/10.1145/2968219.2968271
https://doi.org/10.1145/2968219.2968271


48 Journal on Multimodal User Interfaces (2020) 14:25–48

26. JacobRJK (1990)What you look at iswhat you get: eyemovement-
based interaction techniques. In: Proceedings of the SIGCHI
conference on human factors in computing systems, ACM, New
York, NY, USA, CHI ’90, pp 11–18. https://doi.org/10.1145/
97243.97246

27. Johnson CW (2004) Looking beyond the cockpit: human computer
interaction in the causal complexes of aviation accidents, NY,USA,
New York, pp 17–24

28. Kangas J, Akkil D, Rantala J, Isokoski P, Majaranta P, Raisamo
R (2014) Gaze gestures and haptic feedback in mobile devices.
In: Proceedings of the SIGCHI conference on human factors in
computing systems, ACM, NewYork, NY, USA, CHI ’14, pp 435–
438. https://doi.org/10.1145/2556288.2557040

29. Kanki BG, Helmreich RL, Wiener EL (2010) Crew resource man-
agement, 2nd edn. Academic Press, San Diego

30. Landry SJ (2012) Chapter 33: human–computer interaction in
aerospace. In: Jacko JA (ed) Human–computer interaction hand-
book: fundamentals, evolving technologies, and emerging applica-
tions, 3rd edn. CRC Press Inc, Boca Raton, pp 771–793. https://
doi.org/10.1201/b11963-38

31. Lefrancois O, Matton N, Gourinat Y, Peysakhovich V, Causse M
(2016) The role of pilots’ monitoring strategies in flight perfor-
mance. In: European association for aviation psychology confer-
ence EAAP32, Cascais, PT, pp 1–11. http://oatao.univ-toulouse.
fr/16173/. Accessed 15 July 2019

32. Liggett K (2009) Controls, displays, and crew station design. CRC
Press, Boca Raton, pp 15–1–15–36. https://www.crcpress.com/
Handbook-of-Aviation-Human-Factors/Wise-Hopkin-Garland/
p/book/9780805859065

33. MacKenzie SI (2013) Human–computer interaction: an empirical
research perspective, 1st edn. Morgan Kaufmann Publishers Inc.,
San Francisco

34. Majaranta P, Ahola UK, Špakov O (2009) Fast gaze typing with
an adjustable dwell time. In: Proceedings of the SIGCHI confer-
ence on human factors in computing systems, ACM, New York,
NY, USA, CHI ’09, pp 357–360. https://doi.org/10.1145/1518701.
1518758

35. Merchant S, Schnell T (2000) Applying eye tracking as an alterna-
tive approach for activation of controls and functions in aircraft. In:
19th DASC. 19th digital avionics systems conference. Proceedings
(Cat. No.00CH37126), IEEE, vol 2, pp 5A5/1–5A5/9. https://doi.
org/10.1109/DASC.2000.884872

36. Merchant S, Schnell T (2001) Eye movement research in avia-
tion and commercially available eye trackers today.Master’s thesis,
University of Iowa, USA

37. Mitchell J, Naidoo P, Vermeulen LP (2009) Flying glass: a quali-
tative analysis of pilot perceptions of automated flight-decks after
20 years. Int J Appl Aviat Stud 9(1):13–28

38. Pauchet S, Letondal C, Vinot JL, Causse M, Cousy M, Becquet V,
Crouzet G (2018) Gazeform: dynamic gaze-adaptive touch surface
for eyes-free interaction in airliner cockpits. In: Proceedings of
the 2018 designing interactive systems conference, ACM, New
York, NY, USA, DIS ’18, pp 1193–1205. https://doi.org/10.1145/
3196709.3196712

39. PeysakhovichV,LefrançoisO,Dehais F,CausseM(2018)Theneu-
roergonomics of aircraft cockpits: the four stages of eye-tracking
integration to enhance flight safety. Safety. https://doi.org/10.3390/
safety4010008

40. Previc FH, LopezN, ErcolineWR,DaluzCM,WorkmanAJ, Evans
RH, Dillon NA (2009) The effects of sleep deprivation on flight
performance, instrument scanning, and physiological arousal in
pilots. Int J Aviat Psychol 19(4):326–346. https://doi.org/10.1080/
10508410903187562

41. RudiD,Kiefer P,RaubalM(2018)Visualizingpilot eyemovements
for flight instructors. In: Proceedings of the 3rd workshop on eye
tracking and visualization, ACM, New York, NY, USA, ETVIS
’18, pp 7:1–7:5. https://doi.org/10.1145/3205929.3205934

42. Sarter NB, Mumaw RJ, Wickens CD (2007) Pilots’ monitoring
strategies and performance on automated flight decks: an empirical
study combining behavioral and eye-tracking data. Hum Factors
49(3):347–357. https://doi.org/10.1518/001872007X196685

43. Schnell T, Kwon Y, Merchant S, Etherington T (2004) Improved
flight technical performance in flight decks equippedwith synthetic
vision information system displays. Int J Aviat Psychol 14(1):79–
102. https://doi.org/10.1207/s15327108ijap1401_5

44. Schriver AT, Morrow DG, Wickens CD, Talleur DA (2008)
Expertise differences in attentional strategies related to pilot deci-
sionmaking.HumFactors 50(6):864–878. https://doi.org/10.1518/
001872008X374974

45. (SmartEye) SA (2018) http://www.smarteye.se/. Accessed 15 July
2019

46. Thomas P, Biswas P, Langdon P (2015) State-of-the-art and
future concepts for interaction in aircraft cockpits. In: Antona M,
Stephanidis C (eds) Universal access in human–computer interac-
tion. Access to interaction. Springer, Cham, pp 538–549. https://
doi.org/10.1007/978-3-319-20681-3_51

47. Vidal M, Bulling A, Gellersen H (2013) Pursuits: spontaneous
interaction with displays based on smooth pursuit eye movement
andmoving targets. In: Proceedings of the 2013ACM international
joint conference on pervasive and ubiquitous computing, ACM,
New York, NY, USA, UbiComp ’13, pp 439–448. https://doi.org/
10.1145/2493432.2493477

48. Vidulich MA, Wickens CD, Tsang PS, Flach JM (2010) Chapter
7: information processing in aviation. In: Salas E, Maurino D (eds)
Human factors in aviation, 2nd edn.Academic Press, SanDiego, pp
175–215. https://doi.org/10.1016/B978-0-12-374518-7.00007-9

49. Wickens CD (2008) Aviation. Wiley, New York, pp 361–389.
https://doi.org/10.1002/9780470713181.ch14

50. Wickens CD, Fadden S, Merwin D, Ververs PM (1998) Cognitive
factors in aviation display design. In: Digital avionics systems con-
ference, 1998. Proceedings, 17th DASC. The AIAA/IEEE/SAE,
IEEE, vol 1, pp E32/1–E32/8. https://doi.org/10.1109/DASC.
1998.741568

51. Zhang Y, Bulling A, Gellersen H (2013) Sideways: a gaze interface
for spontaneous interaction with situated displays. In: Proceedings
of the SIGCHI conference on human factors in computing systems,
ACM, New York, NY, USA, CHI ’13, pp 851–860. https://doi.org/
10.1145/2470654.2470775

52. Ziv G (2016) Gaze behavior and visual attention: a review of eye
tracking studies in aviation. Int J Aviat Psychol 26(3–4):75–104.
https://doi.org/10.1080/10508414.2017.1313096

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

123

https://doi.org/10.1145/97243.97246
https://doi.org/10.1145/97243.97246
https://doi.org/10.1145/2556288.2557040
https://doi.org/10.1201/b11963-38
https://doi.org/10.1201/b11963-38
http://oatao.univ-toulouse.fr/16173/
http://oatao.univ-toulouse.fr/16173/
https://www.crcpress.com/Handbook-of-Aviation-Human-Factors/Wise-Hopkin-Garland/p/book/9780805859065
https://www.crcpress.com/Handbook-of-Aviation-Human-Factors/Wise-Hopkin-Garland/p/book/9780805859065
https://www.crcpress.com/Handbook-of-Aviation-Human-Factors/Wise-Hopkin-Garland/p/book/9780805859065
https://doi.org/10.1145/1518701.1518758
https://doi.org/10.1145/1518701.1518758
https://doi.org/10.1109/DASC.2000.884872
https://doi.org/10.1109/DASC.2000.884872
https://doi.org/10.1145/3196709.3196712
https://doi.org/10.1145/3196709.3196712
https://doi.org/10.3390/safety4010008
https://doi.org/10.3390/safety4010008
https://doi.org/10.1080/10508410903187562
https://doi.org/10.1080/10508410903187562
https://doi.org/10.1145/3205929.3205934
https://doi.org/10.1518/001872007X196685
https://doi.org/10.1207/s15327108ijap1401_5
https://doi.org/10.1518/001872008X374974
https://doi.org/10.1518/001872008X374974
http://www.smarteye.se/
https://doi.org/10.1007/978-3-319-20681-3_51
https://doi.org/10.1007/978-3-319-20681-3_51
https://doi.org/10.1145/2493432.2493477
https://doi.org/10.1145/2493432.2493477
https://doi.org/10.1016/B978-0-12-374518-7.00007-9
https://doi.org/10.1002/9780470713181.ch14
https://doi.org/10.1109/DASC.1998.741568
https://doi.org/10.1109/DASC.1998.741568
https://doi.org/10.1145/2470654.2470775
https://doi.org/10.1145/2470654.2470775
https://doi.org/10.1080/10508414.2017.1313096

	Gaze-based interactions in the cockpit of the future: a survey
	Abstract
	1 Introduction
	2 Interactions in the cockpit
	2.1 Cockpit setup
	2.2 Interactions and visual attention
	2.3 Tasks and challenges
	2.4 Research questions

	3 Methodology
	3.1 Participants
	3.2 Questionnaires
	3.3 Procedure
	3.3.1 Study execution
	3.3.2 Questionnaire evaluation
	3.3.3 Expert involvement


	4 Results
	4.1 Reference example
	4.2 RQ1. Do pilots anticipate that they will benefit from gaze-based interactions?
	4.2.1 Results
	4.2.2 Findings

	4.3 RQ2. Where in the cockpit do pilots anticipate that they will need gaze-based interactions?
	4.3.1 Corrections
	4.3.2 Results
	4.3.3 Findings

	4.4 RQ3. How do pilots want to interact with the aircraft using gaze-based interactions?
	4.4.1 Corrections
	4.4.2 Results
	4.4.3 Findings

	4.5 RQ4. When do pilots anticipate that they will benefit from gaze-based interactions?
	4.5.1 Results
	4.5.2 Findings


	5 Discussion
	5.1 Limitations

	6 Conclusions
	7 Outlook
	Acknowledgements
	References




