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Abstract
The way doctors deliver bad news has a significant impact on the therapeutic process. In order to facilitate doctor’s training,
we have developed an embodied conversational agent simulating a patient to train doctors to break bad news. In this article,
we present an evaluation of the virtual reality training platform comparing the users’ experience depending on the virtual
environment displays: a PC desktop, a virtual reality headset, and four wall fully immersive systems. The results of the
experience, including both real doctors and naive participants, reveal a significant impact of the environment display on the
perception of the user (sense of presence, sense of co-presence, perception of the believability of the virtual patient), showing,
moreover, the different perceptions of the participants depending on their level of expertise.

Keywords Virtual reality · Presence · Training · Embodied conversational agent · Health domain · Breaking bad news

1 Introduction

Many works have shown that doctors should be trained not
only to perform medical or surgical acts but also to develop
skills in communication with patients [4,29,35]. Among all
possible bad new, doctors can be faced with the complex
situation of announcing a damage associated to a care that
can engage their responsibility: unforeseeable medical sit-
uation, dysfunction, medical error, etc. The way doctors
deliver bad news related to damage associated with care has
a significant impact on the therapeutic process: disease evolu-
tion, adherence with treatment recommendations, litigation
possibilities [2]. However, both experienced clinicians and
medical students consider this task as difficult, daunting, and
stressful.

Training health care professional to break bad news is now
recommended by several national agencies (e.g. the French
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National Authority for Health, HAS).1 Such trainings are
organized as workshops during which doctors disclose bad
news to actors playing the role of patients. This solution
is complex to implement: it requires several persons, it is
costly, and time consuming (each 30 mn. session requires
one hour of preparation). Our project2 aims at developing a
virtual reality training system with an embodied conversa-
tional agent playing the role of a virtual patient.

In this paper, we present an evaluation of a first semi-
autonomous virtual reality training system inhabited by a
virtual patient and developed to give the capabilities to
doctors to simulate breaking bad news situation. The semi-
autonomous system includes both automatic and manual
modules, making it possible to simulate a fully automatized
human-machine interaction. Implemented on three different
virtual environment displays (PC, virtual reality headset, and
an immersive virtual reality room), the doctors can interact
in natural language with a virtual patient that communicates
throughverbal andnon-verbal behavior.Afirst evaluationhas
been conducted to evaluate the capacity of the training sys-
tem to offer an immersive experience to users in this specific
task of breaking bad news. The type of participants (naive

1 The French National Authority for Health is an independent public
scientific authority with an overall mission of contributing to the regula-
tion of the healthcare system by improving health quality and efficiency.
2 ACORFORMed, http://www.lpl-aix.fr/~\acorformed/.
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users and real doctors) enabled us to evaluate the impact of
the participant’s expertise on their perception of the inter-
action. Considering the three different virtual environment
displays with different degrees of immersion, we evaluated
the effects of the display on the user’s sense of presence.

The paper is organized as follows. In the next section, we
present related works on virtual patients used for doctor’s
training. In Sect. 3, we discuss the theoretical background on
the evaluation of the sense of presence. Section 4 is dedicated
to the presentation of the virtual training system. The evalu-
ation of the system and the results are presented in Sect. 5.
We conclude in Sect. 6.

2 Related works: virtual patients to train
doctors’ social skills

Several studies have shown that embodied conversational
agents are perceived as social entities leading users to show
behaviors that would be expected in human-human interac-
tions [18,22]. Several virtual agents embodying the role of
virtual patients have already been proposed for use in clinical
assessments, interviewing and diagnosis training [2,20,26].
Indeed, previous works have shown that doctors demonstrate
non-verbal behaviors and respond empathetically to a virtual
patient [11]. In this domain, the research has mainly focused
on the anatomical and physiological models of the virtual
patient to simulate the effects of medical interventions or
on models to simulate particular disorder (e.g. [20,26] or the
eViP European project3). In our project, we focus on a virtual
patient to train doctors to deliver bad news.

Recent works [1,13] showed that virtual agents could
help human beings improve their social skills. For instance,
in [13], a virtual agent is used to train kids to adapt their
language register to the situation. In the European project
TARDIS [1], anECAendowed the role of a virtual recruiter is
used to train young adults to job interview. More specifically
in the context of training doctors to break bad news, a first
study [2] has analyzed the benefits of using a virtual patient
to train doctors to break a diagnosis of breast cancer. The
results show significant improvements of the self-efficacy
of the medical trainees. The main limit of the proposed sys-
tem, highlighted by the participants, is the lack of non-verbal
behaviors of the patients simulated in the limited Second Life
environment. In this project, our objective is, in particular,
to simulate the non-verbal expressions of the virtual patient
to improve the believability of the virtual character and the
immersive experience of the doctor.

Most of the embodied conversational agents used for
health applications have been integrated in 3D virtual envi-
ronments on PCs. Virtual reality in health domain is particu-

3 http://virtualpatients.eu/.

larly used for virtual reality exposure therapy (VRET) in the
treatment for anxiety and specific phobias (e.g. [30]) but also
for social patient perspective taking [34]. In our project, in
order to offer an immersive experience to the doctor, we have
integrated the virtual patient in a virtual reality environment.

Some research works have compared the experience of
the users in virtual environments, depending on the display
used. For instance, in the case of exposure therapy (typically
acrophobia), an immersive virtual reality room has appeared
as more effective than a virtual reality headset [19,23]. In the
context of education, in comparison with a PC, the virtual
reality room seems to lead to better learning [25]. In [36,39],
the authors have shown that, for a specific navigation task, the
PC ismore appropriate that the virtual reality headset that can
generate cybersickness. In a recent work presented in [7], the
authors have compared PC and virtual reality headset in the
context of a serious game. The results did not reveal signif-
icant differences in terms of learning but showed a stronger
engagement and immersion with the headset than with a PC.

Finally, as far asweknow, the comparison of users’ experi-
ences interacting with a virtual patient in the context of social
competencies training, with different virtual environment
displays, has not been analyzed. In this paper, we present
such an evaluation in the context of breaking bad news. To
evaluate the user’s experience, we focus on the sense of pres-
ence. In the next section, we present this concept and the
existing tools to measure it.

3 Theoretical background: the sense of
presence

3.1 Definition of the sense of presence

In the literature, technological and physical immersion [9]
are distinguished, based on the characteristics of the device
and caused particularly by 360◦ displays, and psychological
immersion [40] which is, to some degree, independent of the
device (a book, projecting us in a virtual world, can trigger
a psychological immersion, without technological and phys-
ical immersion). This type of immersion is called sense of
presence and approaches the concept of flow [10] that makes
the user lose track of time and space.

Two different schools of thought can be distinguished con-
cerning the definition of immersion. First, in [44], the authors
consider immersion as a psychological state, as the percep-
tion of being in, to be surrounded by. Immersion includes
for these authors the insulation from the physical environ-
ment, the perception of a feeling of being included in the
virtual environment, the natural state of the interactions, a
perception of control, and the perception of movement in a
virtual environment. Another approach considers immersion
in a technological view: immersion would strongly be linked
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to technology [8,12,42]. In this study, our definition to the
sense of presence relies on that given in [44].

Several factors are identified as affecting the sense of pres-
ence: (1) the ease of interaction: interaction correlates with
the sense of presence felt in the virtual environment [6]; (2)
the user control: the sense of presence increases with the
sense of control [44]; (3) the realism of the image: the more
realistic virtual environment is, the stronger is the sense of
presence [44]; (4) the duration of exposure: prolonged expo-
sure beyond 15 minutes with the virtual environment does
not give the best result for the sense of presence with a
HMD (Head Mounted Display) and there is even a negative
correlation between the prolonged exposure in the virtual
environment and the sense of presence [44]; (5) the social
presence and social presence factors: the social presence of
other individuals (real or avatars), and the ability to interact
with these individuals increases the sense of presence [16];
(6) the quality of the virtual environment: quality, realism,
the ability of the environment to be fluid, to create interac-
tion are key factors for the sense of presence of the user [17].
Two other factors are more particularly related to the indi-
vidual perception, and contextual and psychological factors
that should be taken into account during the evaluation of
presence [27]. In the next section, we introduce the different
questionnaires available to measure these factors.

3.2 Presence questionnaires

To test the sense of presence, several questionnaires have
been proposed. Four of them are canonical since they have
been tested several times in other research and are statisti-
cally significant: the canonical presence test of Witmer and
Singer [44], the ITC-SOPI canonical test [24] that evaluates
the psychological immersion, the Slater-Usoh-Steed (SUS)
questionnaire to evaluate the spatial presence, and the canoni-
cal test IGroup Presence Questionnaire (IPQ) [37]. The latest
has been used in our study to evaluate our training system.
This test aims at evaluating three variables dependent on
presence factors: the spatial presence, the involvement in the
device, and the realism of the device. The test is composed of
14 questions, some of them are taken directly from the Pres-
ence Questionnaire [44] and the SUS questionnaire [43]. In
the last version, another variable, evaluating global presence
was added in the test. This test has the advantage to contain
few questions (only 14) while including the main presence
factors of the other canonical tests.

However, one limit of the IPQ test is the lack of the evalua-
tion of the notion of copresence. Copresence, also commonly
called social presence, can be defined as “the sense of being
and acting with others in a virtual space” [41].4 In our con-

4 Note that no consensus exists on the notion of co-presence. A detailed
discussion on the different definitions can be found in [5].

text, we are interested in evaluating the sense of copresence
of the participants with the virtual patient depending on the
used virtual environment display (PC, virtual reality headset,
or virtual reality room). In order to evaluate copresence, we
have used the test proposed in [5], that measures social pres-
ence through the following variables: perceived copresence,
embarrassment to measure the social influence of the agent,
and likability of the virtual representation of the agent. In [5],
the authors have shown that this self-report questionnaire
is effective “to measure how people perceive an embodied
agent”.

As highlighted in [28], immersion and more particularly
the sense of presence reflecting the involvement of the users
contribute to positive learning outcomes. In our context the
sense of presence and co-presence is all the more important
given that we aim at simulating a “real” communication sit-
uation in a virtual environment inhabited by a virtual patient.

In the next section, we present in more details the devel-
oped virtual reality training platform.

4 A semi-autonomous virtual reality training
platform

As concerns the general architecture of the training plat-
form, we have developed a semi-autonomous platform.
The architecture is described in Fig. 1. The platform is
semi-autonomous because some modules of the system are
automatic (for example the dialogue generation) while others
are manual (controlled by a trained operator). In particular,
the speech recognition and the comprehension modules are
simulated by a human: the doctor verbal production is inter-
preted in real time by the operator who selects the adequate
input signal to be transmitted to the dialogue system. Indeed,
these modules may be particularly critical in case of failure
of an automatedmodule and strongly damage the interaction.
They represent moreover a particularly difficult part of the
system(currently underdevelopment). Replacing these mod-
ules by the operator comes to a perfect speech recognition and
comprehension. This makes it possible to completely control
the corresponding parameters and concentrate on the evalu-
ation of the others modules, such as the dialog supervision
and the non-verbal behavior of the virtual patient. Moreover,
it renders possible the evaluation of the overall interaction
(e.g. presence and copresence).

A specific interface has been designed for this purpose to
enable the experimenter to select the sentences semantically
matching what has been said by the doctors (Fig. 2). The
interface contains 136 prototypical sentences (or patterns)
organized into different dialog phases: greetings, asking
the patient’s feelings, description of the surgical problem,
description of the remediation. These sentences have been
defined based on the analysis of a transcribed corpus of
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Fig. 1 Overall architecture of training platform. In the figure, the abbre-
viations BML and FML correspond to XML-based language of the
SAIBA framework, a standard in the ECA research community, used to
describe the semantic information of the verbal and non-verbal behav-
ior (in terms of communicative intentions) for the Function Markup

Language (FML) and in terms of verbal and non-verbal signals for the
Behavior Markup Language (BML) [21]. The abbreviations FAP and
BAP correspond respectively to Face and Body Animation Parameters
in the MPEG-4 standard

Fig. 2 Screen-shot of the interface of the experimenter to select the corresponding doctor’s recognized sentences

doctor-patient interaction (the corpus is described in details
in [32]). Each prototypical sentence encodes a family of pos-
sible utterances, as identified in the corpus. The sentences are
encoded into an XMLfile. Keyboard shortcuts are associated
to each sentence/pattern, and can be configured in order to

be easily selected by the experimenter. Several pre-tests have
beenbuilt to test the interface and train the experimenter.Note
that at the difference with a “Wizard of Oz” setup, the exper-
imenter does not select the virtual patient’s reaction but only
send to the dialog model the recognized doctor’s sentence.
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Fig. 3 Participants interacting with the virtual patient with different virtual environment displays (from left to right): virtual reality headset, virtual
reality room, and PC

The dialogue system then generates a sequence of instruc-
tions, to be sent to a non-verbal behavior animation system
called VIB [31]. This system computes the animation param-
eters (Facial Animation Parameters—FAP—and Behavioral
Animation Parameters—BAP) to animate the face and
the body of the virtual patient. The result is encoded in
XML and describes the communicative intention to perform
(encoded in FML, Function Markup Language) as well as
the non-verbal signals to express (encoded in BML, Behav-
ior Markup Language). Moreover, the VIB system contains
a text-to-speech synthesis [3] for generating the speech, in
synchronization with the non-verbal behavior (including lips
animation).

In order to experiment as broadly as possible the valid-
ity of the approach, we have implemented the virtual patient
on different virtual environment displays: PC, virtual reality
headset (an Oculus Rift), and a virtual reality room. The vir-
tual reality room, a CAVE, is constituted of a 3m deep, 3m
wide, and 4mhigh cubic spacewith three vertical screens and
a horizontal screen (floor). A cluster of graphics machine
makes it possible to deliver stereoscopic, wide-field, real-
time rendering of 3D environment, including spatial sound.
This offers an optimal sensorial immersion of the user. The
environment has been designed to simulate a real recovery
room where the breaking bad news are generally performed.
The virtual agent based on the VIB platform has been inte-
grated in by means of the Unity player. In the next section,
we present the evaluation of the training platform.

5 Evaluation of the semi-autonomous
training platform

5.1 Method

5.1.1 Participants

In total, 22 persons (16 males, 6 females) with a mean age
of 29 years (SD:10.5) participated in the experimentation.

Some participants (12) have been recruited in Aix-Marseille
University. Ten of them (7 males, 3 females) were real doc-
tors recruited in a medical institution. These participants had
already an experience in breakingbadnewswith real patients.
The participants were not paid. They were recruited on a vol-
untary basis and signed an informed consent form.

5.1.2 Design

The design of the experiment consisted in one independent
variable corresponding to the virtual environment display
used for the interaction that could be either a PC, a vir-
tual reality headset or a virtual reality room (as illustrated
in Fig. 3). Note that for each condition, the participant was
positioned in the same space (in the virtual reality room that
was switched off in the PC and headset condition). In the PC
condition, the participants were sat in a chair. In a within-
subject configuration, each participant interacted with each
virtual environment display. We counterbalanced the order
of the use of each display in order to avoid an effect of the
display condition order on the results.

5.1.3 Equipment

The virtual room in which participants were immersed is
illustrated in Fig. 4. The virtual room displayed in the PC
condition is illustrated in Fig. 5. The same embodied conver-
sational agent was used for each condition. The participants
were filmed using a video camera. Their gestures and head
movements were digitally recorded from the tracking data:
their head, elbows and wrists were equipped with tracked
targets using the cave real-time tracking system. A high-end
microphone synchronously recorded the participant’s verbal
expression. The participant’s behavior was recorded in order
to be able to replay the interaction with a custom 3D video
playback player (Fig. 6) as described below. As for the vir-
tual agent, its gesture and verbal expressions were recorded
from the Unity Player. The visualization of the interaction
can be done through a 3D video playback player we have
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Fig. 4 The virtual room with
the embodied conversational
agent for the headset and virtual
reality room condition

Fig. 5 Virtual room with the
embodied conversational agent
displayed in the PC condition

Fig. 6 3D video playback player
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developed (Fig. 6). This player replays synchronously the
animation and verbal expression of the virtual agent as well
as the movements and video of the participant.

5.1.4 Procedure

When participants arrived at the laboratory, an experimenter
sat them down and presented them the instructions. Each
participant interacted with the systems 3 times with three
different displays: PC, virtual reality headset, and virtual
reality room. The task of the participants was to announce
a digestive perforation after a gastroenterologic endoscopy
in the immediate post operative period.5 Before the interac-
tion, written instructions were presented to the participants:
the role they have to play is a doctor that had just oper-
ated the virtual patient to remove a polyp in the bowel. A
digestive perforation occurred during the endoscopy. These
written instructions explained precisely the causes of the
problem, the effects (pain), and the proposed remediation
(a new urgent surgery). Participants were asked to read the
instructions several times as well as before each interaction.
The understandingwas verified bymeans of an oral question-
naire. Each participant had the instruction to announce this
medical situation to the virtual patient three times with the
three different displays. The duration of each interaction was
in average 3mn16s (an example of interaction is presented
on the ACORFORMed site).

5.1.5 Measures

In order to evaluate the participant’s experience, we asked
(after each experimental session) the participants to respond
to different questions on their subjective experience to mea-
sure their sense of presence (with the IGroup Presence
Questionnaire, IPQ [38], described in Sect. 3) and their sense
of copresence [5] (described in Sect. 3). These question-
naires were completed using questions extracted from the
questionnaire proposed in [14]. These questions enabled us
to measure the perception of the believability of the virtual
patient and the perception of the communication. Moreover,
as proposed in [15], we measured the user’s perception if
her/his performance in delivering bad news by adapting the
questions proposed in [15] to our context (e.g. “I had diffi-
culty to deliver bad news to the virtual patient”). In total, the
participants responded to 31 questions after each interaction
through Likert scale of 5 points.

5 The scenario has been carefully chosen with the medical partners
of the project for several reasons (e.g. the panel of resulting dam-
ages, the difficulty of the announcement, its standard characteristics
of announce).

Fig. 7 Boxplot depicting the spatial presence scores as a function of
the setup used

5.2 Results

In this section, we present the main significant results arising
from the post-experience questions presented to the partici-
pants. First, we analyzed the three categories of the IGroup
Presence Questionnaire (IPQ).

5.2.1 The spatial presence

The spatial presence characterizes the “sense of being there”
[37]. Concerning this spatial dimension, we found a sig-
nificant effect of the experimental setup (Fig. 7). Post-Hoc
analyses showed that the PC-screen gave significantly infe-
rior scores, as compared to CAVE (virtual reality room)
and HMD setups (p < .0001). However, the difference
between CAVE and HMD did not reach statistical signifi-
cance (p = .06).

5.2.2 Involvement

Involvement characterizes the attention to real and virtual
environment (e.g. “I was totally captivated by the virtual
world”) [37]. Concerning involvement, we also observed a
significant effect of display conditions (p < .0001). Involve-
ment is lower for the PC setup.Moreover, there is also amain
effect of group: experts (doctors) are overall more involved
than naive participants (p < .02). Post-Hoc analysis (Bon-
ferroni) shows that experts are significantly more involved
than naive participants for the CAVE setup (Fig. 8).

5.2.3 Realness

The realness factor refers to a comparison between the virtual
and the real world (e.g. “How real did the virtual world seem
to you?”) [37]. For the realism score, we observed a pattern
of results similar to the previous ones, realism being judged
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Fig. 8 Boxplot depicting the involvement scores as a function of the
setup used

Fig. 9 Boxplot depicting the co-presence scores as a function of the
setup used

as reduced in the PC setup, compared to HMD and CAVE
setups, these latter being not different from each other.

5.2.4 Co-presence

Co-presence is measured through 3 factors: perception of
co-presence, embarrassment of the user and likability of
the virtual character (Sect. 3.2). As concerns perceived co-
presence, againwe found a pattern of results similar to spatial
presence or realism (Fig. 9). For the embarrassment and lik-
ability scores, we found no significant difference between
setups or group. Moreover, average scores were overall low,
with average values of 2.5 (SD = 1.4) and 3.03 (SD = 1)
for embarrassment and likability, respectively (on a Likert
scale of 5 points). These values mean that participants were
not specially embarrassed in front of the virtual patient.

5.2.5 Perception of the believability of the virtual patient
and of the communication

To the question “was the virtual patient credible as com-
pared to real patient”, scores are statistically higher in the
CAVE setup, as compared to the PC setup, HMD and PC

Fig. 10 Boxplot depicting the perception of the believability of the
virtual patient scores as a function of the setup used

being not different. Moreover, there is a trend (p = .07) for
experts to give higher scores than naive participants, espe-
cially in the CAVE setup (Fig. 10). To the question “was the
virtual patient reactive to what you said”, the participants
responded with an average score around 3 (on a Likert scale
of 5 points), meaning that they judged that the virtual patient
was moderately reactive. This can easily be explained by the
characteristics of the platform since the virtual patient does
not currently express feedback (e.g. head nodes) during the
participant’s speech, an important element for the flow of the
communication. To the question “do you think you and the
virtual patient understood each other”, there was no differ-
ences between setups and groups. Average scores are equal
to 2.75 (SD = 1), suggesting that mutual comprehension
was not completely satisfactory, again possibly due to the
lack of virtual patient listener’s behavior.

5.2.6 Perception of the user’s own performance

Finally, as concerns the evaluation by the participants of their
own performance while interacting with the virtual patient,
to the question “how well do you think you did explain the
problem to the virtual patient”, overall andwith no significant
difference between groups and setups, the participants gave
average scores of 3.34 (SD = .93). Coherently, to the ques-
tion “I had difficulties delivering the bad news to the virtual
patient”, again, there was no significant difference between
groups and setups. Average score are equal to 2.33 (SD = 1).
This pattern of results means that they were rather satisfied
with their performance.

5.2.7 Effect of the repeated experience

In order to assess the effect of the repeated experience on
the participants, we computed the conversation time of the
participants for each session (first, second and third). The
results are illustrated in Table 1.
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Table 1 Conversation time as a
function of task repetition

Participants Session 1 Session 2 Session 3 Sign

Naive 190.03 (62.89) 175.97 (45.81) 166.05 (41.78) P = 0.019

Experts 243.07 (46.72) 229.31 (42.69) 222.19 (46.69) P = 0.33

Interestingly, the results showsignificant differences between
the experts and the naive participants. There is no signifi-
cant difference for the experts, however the naive participants
seem to speak less during the third session compared to the
second and the first ones. These results may suggest that the
naive may get bored by the repeated experience but not the
experts seem to remain involved over repeated sessions.

5.3 Discussion

Overall, participants give higher scores of presence and co-
presence for HMD and CAVE, as compared to the PC setup.
This is coherent with the general idea that these setups are
more immersive, thus leading to higher presence: the spa-
tial presence, the involvement, the realness but also the
co-presence. HMD and CAVE are not statistically differ-
ent. However, the group factor (naive vs expert participants)
shows interesting effects. First, experts tend to be more
involved than naive participants, especially for the CAVE
setup. One suggestion is that the CAVE enables experts to
be immersed in a “familiar” environment, without being iso-
lated from the real environment. The fact that the experts also
judge the virtual patient to be more credible in the CAVE
setup argues in the same direction. Experts judge the virtual
patient as credible, with respect to their motivation to engage
in the conversation, more so in the CAVE setup.

In a nutshell, the virtual reality room and the virtual reality
headset appear as themost appropriate virtual reality environ-
ment displays for the training of doctors to break bad news.
In particular, the virtual reality room seems to enhance the
doctor’s experience (sense of presence and perception of the
virtual patient) compared to the virtual reality headset and the
PC. The results reveal a significant impact of the expertise
of the participants, showing the potential effect of “famil-
iar” context on the virtual reality experience. Considering
the number of participants, further and more extended eval-
uation of an entirely autonomous system will enable us to
confirm the results of this experiment.

6 Conclusion

In conclusion,we presented in this article a semi-autonomous
system to train doctors to break bad news with a virtual
patient. The evaluation of such a system by considering dif-
ferent virtual reality environment displays, enabled us to

identify the most appropriate display for this task in term
of users’ experience. The results show that the virtual reality
room is particularly suitable for doctors compared to naive
participants.

We are currently developing a fully autonomous train-
ing platform (in particular the comprehension and generation
modules). We have already used the corpus obtained during
the experimentation to train and test the speech recognition
system, in order to ensure that the speech recognition system
can accurately recognize the participants. We also verified
that the recognized words and sentences activate correctly
the expected rules in the dialog model. Moreover, the cor-
pus of the experimentation - and in particular the recordings
of participants’ speech and head and body movements - is
currently being analyzed to compare the participants’ ver-
bal and non-verbal behavior through the different devices
and to try to link objective measures (like the movements) to
the subjective measure of presence and co-presence. In order
to improve the communication, we are integrating a feed-
back model in the virtual patient to give it the capabilities to
express backchannels during the doctor’s speech [32].

The final step is the evaluation of the fully autonomous
training platform and of the trainee’s learning. The trainee
evaluation is an entire research subject. An evaluation grid
will be defined, starting from the existing one currently used
in the hospitals: the “Affective Competency Score” [33]. The
ACS will be scored by the trainees to measure their self-
efficacy before and after a session with the virtual patient.
Professional observers will also rate the ACS to evaluate the
trainees performances.
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